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Abstract

INTEGRATING local renewable resources into the low voltage distribution sys-
tem can create weak micro-grids with limited power capabilities and challeng-
ing control requirements. The low inertia in these micro-grids can result in sig-
nificant frequency excursions when large load or generation changes are seen.
Micro-grids may also be more susceptible to high harmonic distortion in their
voltage due to non-negligible supply impedance. This calls for advance con-
trol techniques to regulate frequency and maintain voltage at the standards
required of the utility grid. Failure to do so may incur disconnection of the
weak grid from the main supply leading to cascading power disruptions to the
consumers. This thesis explores one approach to improving the frequency con-
trol in weak grids in the presence of poor voltage quality by exploiting energy
storage to independently and optimally dispatch active power to constrain fre-
quency fluctuations within acceptable limits.

Power system frequency - a direct indication of generation-demand imbalance
-is selected as the main control signal in the energy storage control system. The
energy storage injects active power when the frequency falls below the lower
threshold and absorbs active power when the frequency rises above the upper
threshold. Imposing thresholds close to but not equal to the nominal frequency
allows a sufficient speed error for the conventional speed governor of the prime
movers of the power system to operate unhindered and acquire the full control
of the load at the equilibrium. Frequency control by the energy storage support
combined with the continuous speed governing acts to restrict the frequency
excursions within the thresholds well within the primary frequency time re-
quirements.

The power system frequency is detected directly from the measured supply
voltage in order to eliminate the need for any communication between system
elements and make the energy storage device plug-and-play. This has meant
the investigation of a suitable frequency tracker which can respond quickly,
and at the same time operate correctly in the presence of high supply voltage
distortion. Frequency detection introduces a transient delay and a steady state
ripple to the estimated frequency. Hence, a set of frequency detection require-
ments are defined that must be satisfied by any candidate frequency detection



method. In identifying the best technique(s), this thesis presents a comparative
analysis of candidate frequency detection methods when applied specifically in
a weak grid. The analysis revealed that the Double Second Order Generalised
Integrator Frequency Locked Loop (DSOGI-FLL) displays optimum transient
and steady state characteristics for the energy storage control application re-
quirements, closely followed by a Discrete Fourier Transformation (DFT) tech-
nique generalised in the study.

The proposed frequency trackers and energy storage control techniques were
validated experimentally and tuning of the key parameters to match user re-
quirements was presented for both single and multiple energy storage systems.
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CHAPTER 1

Introduction

Electricity is one of the fundamental necessities in the modern world. Not only
does it power a large fraction of our everyday tasks but also keeps all sophisti-
cated processes of the world active and alive.

Essentially, the market for electrical power is ever growing. Conventionally one
centralised utility was responsible for managing the power generation, the dis-
tribution and the transmission to meet the growing demands. During the past
few decades, this has mostly been associated with bulk generation of power by
combustion of fossil fuels followed by radial transmission and distribution. On
one hand, due to scarcity of fossil fuels, the generation is becoming increasingly
uneconomical, while on the other hand, it is environmentally unappealing due
to high carbon dioxide emissions amidst the growing concerns on global warm-
ing.

Most countries are pro-actively increasing the participation of renewable en-
ergy in power generation to diminish the harsh impacts of conventional power
generation. While renewable sources such as hydro-power and geothermal
are capable of producing large power outputs in large power stations, most
renewable sources such as photovoltaic are more suited for relatively smaller
sized power plants, either in isolation or as energy farms. Therefore, increasing
amounts of renewable energy generators will be connected at the lower voltage
distribution level in order to reap the maximum benefits, conveniently and ef-
ficiently. The technical term distributed generation refers to this scenario as a
whole. The electric power is generated close to the consumers, harnessing lo-
cally available energy resources, this also fits well with the intermittent nature
of renewable energy sources, where the main supply-grid can supplement any
deficit.
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This concept was modified and identified as a micro-gird, which essentially is
a power supply network designed to supply power to a small community. A
micro-grid may work independently of the main supply grid or connected to
the grid. But in either case, as an individual power entity, it is required to main-
tain good technical and regulatory practices, such that it does not hinder either
the consumers or the functioning of the main utility. This calls for various smart
control and optimisation techniques specific to low voltage weak-grids/micro-
grids, to achieve ‘good citizen’ standards in a large power grid.

1.1 Motivation

The sustained operation of any power system depends on the balance between
the generation and the load. The power system frequency is a direct indicator of
the power balance of the electrical grid. In the event of loading, the kinetic en-
ergy stored in the rotating generator is the immediate energy that supplies the
load change. Therefore, a drop in speed is inevitable during load disturbances
as kinetic energy is spent in supplying the demand. In centralised power dis-
tribution systems, the inertia of many large generators combine to provide a
large ’system’ inertia which keeps frequency excursions small. In a weak grid,
or in a micro-grid with high renewable energy factor, this is further exacerbated
by the typical low inertia, making the power system more frequency sensitive.
The conventional governor action of synchronous generators to provide fre-
quency regulation may be inadequate and extremely slow, such that the weak-
grid/micro-grid is not able to maintain the statutory operational regulations of
the utility. The result of this can be complete disconnection from the utility that
may lead to cascading blackouts in the main grid.

The solution to this problem may lay in energy storage technologies. The role
of energy storage in micro-grids is constantly growing. In fact, energy storage
has improved the penetration of renewable energy in micro-grids not only by
providing back-up energy reserves to counteract the intermittent supply, but
also by facilitating ancillary services such as frequency regulation. This has
further become viable as various energy storage technologies are now techni-
cally matured and financially favourable. For example, battery energy storage
technologies such as Li-ion can be competitive against the conventional stor-
age technologies such as flywheels and pumped storage in terms of economic
aspects [11, 12].
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Energy storage technologies exhibit many useful characteristics to alleviate the
frequency sensitivity of weak grids. The ability to supply active power over
relatively short periods is required to achieve frequency regulation. However,
supplying the active power throughout the load transient to balance the fre-
quency will hinder the generator’s own speed regulation, in addition, a large
energy storage unit with high power and energy density will be required to
sustain the load until the generator can provide the active power on its own.
On the other hand, if the energy storage is set to follow the traditional regula-
tion signal defined by the system operator, the energy delivery function will be
coupled to the grid it is connected to. In addition, there will not be enough pro-
vision for autonomous activation and deactivation of the energy storage supply
for its optimal utilisation.

A solution to this problem is to use an energy storage, while allowing tradi-
tional governor generation to provide frequency support in weak grids/micro-
grids. In this way, Energy storage acts during the faster transient of the fre-
quency fluctuations, while the traditional speed governing of the synchronous
generator follows the general trend of the load. In this way, the frequency of
the system is maintained within tight margins, while the speed governor has
the full control to bring the power system back to the equilibrium (50 Hz). This
may be achieved by using the power frequency of the grid as the main control
input of the energy storage. If the energy storage is set to recover the frequency
to a reasonable threshold frequency not equal to the equilibrium, the speed er-
ror between the threshold and the nominal can keep the speed governor work-
ing at the same time. If the power frequency is to be detected using the voltage
of the power system, the control of the energy storage can be decoupled from
the grid it is connected to. The frequency threshold can also be used for auto-
matic activation and deactivation of the energy storage, making sure that the
active power is optimally supplied.

1.2 Grid Frequency Regulation

Frequency regulation in the utility grid is one of the main responsibilities of the
National Grid for the effective operation of the utility [13]. When a step change
in load occurs, the generator inertia immediately works to restore the balance
between the load demand and the generation. This is known as the inertial re-
sponse. During the inertial response, the kinetic energy stored in the rotating
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part of the generator is released to balance the required electrical power slow-
ing down the generator. This change in frequency primarily depends upon the
size of load change, the power system inertia and the power rating of the gener-
ator. This initial frequency droop is commonly referred to as the rate of change
of frequency (ROCOF). The higher the inertia, the lower the experienced RO-
COF. Consequently, the generator’s speed governor brings the system to a new
equilibrium known as the new power set-point. This process is known as the
Primary Frequency Control (PFC). The inertial response is important to prevent
the frequency from falling. An illustration of how the main utility achieves fre-
quency regulation after a major disruption is shown in Fig.1.1. The figure shows
the values declared in the grid-code for Great Britain.

Figure 1.1: The frequency response requirements of the main utility grid of the
Great Britain [1]

After an occurrence of a loss of generation, which is indicated by a change in
frequency under the resistance of inertia, all Transmission System Operators
(TSO) abide by the grid-code to provide primary frequency support for a pe-
riod of 30 seconds. Once the PFC starts bringing up the frequency, the new
power set-point will increase the power generation in order to raise the fre-
quency to the nominal equilibrium (50 Hz). A half hour is allowed for the sys-
tem operators to perform this task called the Secondary Frequency Response
(SFC). The SFC is undertaken by the Automatic Generation Control (AGC) of
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the power system. Usually, PFC has a droop controlling mechanism that raises
the frequency to a level less than the nominal. Also, the SFC finally corrects any
remaining steady state errors in frequency by manual dispatch of further gen-
eration, hence generally slower than the PFC [1]. As illustrated in the figure,
if the disturbance causes the frequency to fall below 48.8 Hz, load shedding is
activated to prevent further worsening of frequency.

Essentially, in a stiff grid, TSO have readily available operating reserves a.k.a.
contingency reserves, to counteract large disruptions of generation/load. In
fact typical loading events of the power system are entirely resolved within the
primary frequency level, by small increases and decreases of power output of
participating generators [14]. A major frequency fall in a stiff grid is more likely
with a loss of generation of a large power plant than with a heavy loading[15].

However, in their weak counterparts such as micro-grids with high renewable
energy participation, the practical frequency regulation may essentially be dif-
ferent to that in the main utility. One reason for this is, lack of availability of
controlled power sources/reserves that can provide inertial responses in addi-
tion to that of synchronous generator(s). Most renewable power sources such
as solar power and wind power are not adequately capable of contributing to-
wards inertia. The resultant is a micro-grid that lacks sufficient inertial proper-
ties compared to its power demand profile. Therefore, a typical load perturba-
tion in a micro-grid can cause large frequency fluctuations due to the low inertia
[16]. Hence, situations similar to a loss of generation in a strong grid are faced
by a weak grid every time a comparable load change occurs. This calls for spe-
cial consideration in frequency regulation in weak-grids/micro-grids. In that
case, the techniques described in this thesis using energy storage would apply
to provide additional support for frequency in micro-grids.

1.3 Thesis Objectives and Contributions

The main aim of this thesis is to develop a novel control technique to opti-
mally supply active power from energy storage to support frequency in weak
electrical grids, in addition to the traditional speed governing. The control
technique uses state-of-the-art power system frequency detection to employ
real time power system frequency as the main control input; hence, facilitat-
ing independent operation and automation of the energy storage from the host
micro-grid. In achieving this, the following objectives are being addressed in
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this thesis.

The first objective is to deliver a control algorithm to maintain continuous oper-
ation of the traditional speed governing unhindered, while supporting the fre-
quency with energy storage. It also addresses how power frequency, which is a
direct indication of the load-generation imbalance, can be effectively exploited
in delivering a decoupled control of the energy storage.

In order to do so, a dedicated frequency detection technique was needed to
be identified that is both suitable and optimised for the energy storage control
application devised above. Hence, the second objective is to define frequency
detection requirements of the application and compare candidate frequency de-
tection techniques for the optimum performance of the energy storage control
when applied specifically to weak grid conditions.

In developing the proposed energy storage control technique, a niche was found
in the literature for a complete weak-grid simulation model. Therefore, the
third objective is to develop such a model based on an experimental weak grid
facility. The model contributes as the major simulation platform to perform all
developmental and analytical tasks presented in this thesis.

The work is further complemented with an experimental validation to confirm
the presented techniques as the fourth objective of the work.

In order to use the energy storage practically, one would want to find out the
optimal capacity of the energy storage, tuning parameters of the control strat-
egy, the level of decoupling of the energy storage, etc. These questions will be
answered in this work, as the fifth objective of devising "general design rules"
of the energy storage control application for frequency support.

1.4 Thesis Outline

The content of this thesis is organized as follows. This introductory chapter
is followed by a survey of current literature in Chapter 2, on techniques used
for frequency support. It also briefly discusses available weak-grid simulation
models and frequency detection techniques. Chapter 3 then introduces a com-
plete simulation model of a weak electrical grid representing the practical op-
erations of a prototype experimental weak-grid. Chapter 4 then describes the
design and the development of the proposed energy storage control technique.
The characteristics of the control strategy is described in the same chapter. In
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addition, requirements for a frequency detection technique for effective opera-
tion of the system, is also laid out in this chapter. Chapter 5 presents a compar-
ative analysis on candidate frequency detection techniques that were identified
as suitable methods to extract frequency information from the 3-phase voltage
of a weak-grid. Chapter 6 presents the experimental validation of the proposed
energy storage control and demonstrates its effectiveness in frequency support.
Chapter 7 explores the possibility of applying the proposed control technique
to multiple energy storage. Chapter 8 concludes the thesis by suggesting exten-
sions of the current work that needs further investigation in the future.

As a whole, this work demonstrates a novel technique to support frequency
in weak electrical grids, discovers how independent control of energy storage
using detected frequency can be achieved, and validates the benefits of the tech-
nique experimentally.
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Literature Review

Energy storage systems are increasingly considered as an important integral
part of the electric power systems due to the broad spectrum of benefits they
can bring in to the utility, the end-users and to the society as a whole. The pri-
mary benefit of energy storage to the electric supply is to store energy when its
price/value is low, so that the stored energy can be utilised when the price/value
is high. The contribution of energy storage as an enabling technology for inte-
grating intermittent RES at the distribution level has been significant in the re-
cent times. In this case, energy storage are beneficial to counteract the variable
nature of the RE power generation both short and long term. Also, the usability
of energy storage has been extended to provide ancillary services such as volt-
age and frequency regulation, to reduce the risk of blackouts and to improve
power quality. In fact using energy storage for ancillary services can offer faster
responsive regulation with less wear and tear compared to using conventional
generation for the same. In addition, it can bring environmental and economic
advantages to the electric grid if utilised properly [17, 18].

2.1 Energy Storage Technologies

The suitability of an energy storage technology for a given application depends
mainly on the following characteristics [17].

• Energy density - Measure of the amount of energy that the storage system
can provide

• Power density - Measure of the rate at which energy can be provided as
well as capacity.
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• Discharge duration - Measure of the time the energy storage can supply
at the rated power

Depending on the above criteria, energy storage technologies can be classified
into three categories [2, 17]. They are;

• Short-term energy storage (a few seconds - minutes)

• Long-term energy storage (minutes - hours)

• Very long-term energy storage (many hours - days)

Technologies with higher power densities and short response times fall into the
short-term category. These technologies are more suitable for providing pri-
mary frequency regulation, maintaining stability during voltage transients and
improving overall power quality [19–21]. Long-term energy storage technolo-
gies that can absorb and dispatch electrical energy for a few minutes to hours
are suitable for energy management (e.g. peak shaving/valley filling) and sec-
ondary/tertiary frequency regulation. Very long-term energy storage technolo-
gies can be employed to match demand-supply over 24 hours or longer [2, 22].
Fig.2.1 summarises various types of energy technologies that fall under differ-
ent classes using a charge/discharge characteristics called a Ragone plot [2, 23].

Figure 2.1: Classification of energy storage technologies [2]

As can be seen, battery energy storage [16, 24–27] , flywheels [28, 29], super
capacitors [30, 31], super conducting magnetic energy storage technologies [32]
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are suitable for short term grid applications such as Primary Frequency Regula-
tion, smoothing renewable power supply and emulating inertia [33–35]. On the
other hand, fuel cells [2, 36], lead acid batteries [37, 38] work well in long-term
applications.

Although not shown in Fig.2.1, pumped hydro storage (PHS) and compressed
air energy storage (CAES) are two other important energy storage technolo-
gies. While PHS is a mature technology, both PHS and CAES require large
volume facilities for storage. Both feature medium to long discharge times,
high power densities but low energy densities. PHS is the only currently fea-
sible large-capacity energy storage technology with medium discharge times
and high power capabilities; however, CAES is also expected to emerge in this
area with future research developments. Heat thermal storage is another en-
ergy storage technology that stores available heat in an insulated repository for
later use. It is currently used in various industrial and residential applications,
such as space heating/cooling, hot water production and electricity generation.
It can also be used to overcome the mismatch between demand and supply of
local thermal energy requirements, which is important in the integration of RES
[39].

In this thesis, a control technique to supply active power independently from
an energy store to support of frequency in a weak grid is described. In doing
so, the control technique has been developed based on an agnostic energy stor-
age technology, which is presumed to fall into the short-term energy storage
category. The literature review presented in this chapter explores control al-
gorithms proposed in the same context irrespective of the energy storage tech-
nology used. In addition, frequency detection and weak grid modelling have
given an especial focus in realising the proposed control technique. Therefore,
this chapter presents an overview on the following topics.

• Energy Storage control strategies for frequency stability

• Frequency detection techniques in weak electrical grids

• Modelling weak electrical grids for frequency response
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2.2 Energy Storage Control Strategies for Frequency

Stability

Decreased inertia present in grids with RE generation causes frequency insta-
bility issues [4, 30, 40]. When frequency deviations occur as a result of demand-
generation imbalances, traditional inertial response and speed governing takes
a significant time to perform frequency compensation. During this time, large
variations of frequency can occur instantaneously, as poor inertial response
causes higher ROCOFs. To avoid violation of regulations imposed by grid-
codes and other standards, supplying power from an auxiliary source such as
energy storage can be proposed [2, 41].

As a mechanism to support/regulate frequency in all scales of power systems,
several studies have been published by enlisting various energy storage tech-
nologies to perform short-term fast regulation [2, 12, 16, 24, 24, 26, 27, 30, 42–44].
As briefly introduced, a short-term fast responding energy storage technology
with high power density is suitable for frequency support during load tran-
sients. Essentially, the energy storage should be able to supply active power
immediately after a load disturbance to provide support during the time frame
of the primary frequency control. Battery energy storage systems (BESS), Fly-
wheels, super-capacitors and Superconducting Magnets (SMES) qualify under
these conditions [14, 20, 45, 46]. Li-ion has both a high energy density and high
power density, which explains the broad range of applications where Li-ion is
currently deployed. Among these, according to the contemporary literature, Li-
ion battery energy storage has been a popular choice for short-term frequency
stability services [12, 24, 39, 47]. High efficiency in the range of 95%-98% and
quick discharge time make it a reliable and flexible universal storage technol-
ogy. Even though the share of Li-ion batteries in the portable and mobile market
is high, it still faces challenges in the development in large scale applications.
One of the main obstacles is the high cost for special packaging and internal
overcharge protection circuits in such applications. However, it must also be
emphasised that the experimental validation of the proposed control technique
will use a Li-ion battery later in this work [39].

Generally speaking, the research trends can be identified as having two main
paths;

• Techniques for optimising the size of energy storage for primary frequency
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control;

• Techniques for integrating and controlling energy storage to provide pri-
mary frequency control

For both paths, it is common to recognise the energy storage as a reserve as well
as a load. In other words, all techniques discharge energy when the frequency
is below the nominal and absorb energy when the frequency is above the nom-
inal. Various disparate parameters related to the technical performance, the
life cycle cost/value, the size and the durability of energy storage have been
optimised in [16, 24, 48]. The research on control techniques describe how to
integrate energy storage to the power system electrically. This includes power
processing structures, power conversion topologies and control systems that
are needed when embedding energy storage in power systems [20, 27, 49, 50].
Apart from these two significant trends mentioned, there are a few studies con-
ducted as techno-economic assessments of using energy storage for frequency
stabilisation purposes [12, 24].

One of the earliest studies on using a battery energy storage for frequency reg-
ulation in a large island power system was published by Kottick et al. in 1993
[16]. This study was conducted for the National power system of Israel, which
at that time had a peak demand of 3800 MW. A large BESS of 25 MWh was
suggested to improve the reliability in case a large in-feed loss occurs. The
BESS was modelled as a first order lag and the active power was supplied pro-
portional to the frequency deviation. It was found that the battery discharges
quickly when operated in an open loop. Thus, a high pass filter was added to
the control signal in order to maintain its State of Charge (SOC). The maximum
sizing of the battery energy storage is determined such that it is able to sustain
a loss of 30 MW for a period of 15 minutes. Conclusions of the study state that
with the BESS facility the frequency deviations resulting from sudden demand
variations could be reduced drastically.

Another study proposed by Liang et al. [27], delivers a control method to pro-
vide a frequency regulation service. The method is proposed for a large power
system with one or more interconnected areas. The traditional Automatic Gen-
eration Control (AGC) loop of the power system was modified with a controlled
BESS. Therefore, the average power imbalance was considered as the control in-
put signal to the BESS. The BESS control method models the battery charging
loop and the effect of the DC/AC converter as first order lags. The BESS con-
trol was able to reduce frequency fluctuations caused by wind generators to less
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than 10% of its original value. However, the amount of energy storage required
for such frequency regulation was not addressed.

In [14], an interesting study on using an energy storage for frequency regulation
in the main utility grid is presented by Leitermann. In this study, Leitermann
emphasises that using the same thermal generators supplying the bulk of power
to perform frequency regulation is inefficient. It reports that using energy stores
on their own for frequency regulation would require large amounts of energy
storage. Hence, the optimum size for the energy storage was evaluated by us-
ing duration curves for the energy capacity and instantaneous ramp rates after
load disturbances. The traditional frequency regulation signal is then filtered
to separate the fast and slowly varying components. The former was suitable
to be controlled by energy storage, while the later was used in the regulation
offered by conventional governing of thermal generators. This work can be
considered as a case-study conducted on the utility grid of USA, which is one
of the largest power networks. However, the findings cannot be generalised as
benefits of using energy storage for frequency regulation may vary due to the
size and geographical differences in other utility grids.

So far all studies discussed have been designed for large power systems and
the energy storage control was mainly based on the average load current signal
or on the traditional frequency regulation signal. This has essentially coupled
the respective energy stores to the power systems they are connected to.

Frequency control in a small scale micro-grid of 11 kW, using energy storage
is reported in a more recent study by Agbedahunsi et al. in [30]. The study
introduces a closed-loop control of a STATCOM with super-capacitor energy
storage, in order to prevent the normal frequency response of the generator
during loading. The optimum control technique coordinates the control of both
the energy storage and the governor and sends the speed governor to saturation
as soon as a load disturbance is detected, by means of a throttle control. As
a consequence, the engine torque is increased at its maximum rate to reach
the torque disturbance of the load. By injecting an equal amount of energy
from the STATCOM+Supercapacitor storage, the frequency deviation is kept
minimal during the load transient. The control system is triggered by a change
in the load current and the rotational speed acquired directly from the machine
is regulated in a modified speed-governing loop [4, 50].

Using power frequency as a main trigger in energy storage control has been
considered in [51] for a power system of 220 KW. The control system monitors
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the grid-frequency using a PLL and activates an inverter to either charge or
discharge a capacitor bank. When the frequency is above/below the nominal
(60 Hz), frequency deviations are arrested by absorbing/injecting active power
proportional to the difference between the grid frequency and the nominal. In
this case the effectiveness of using an energy storage for frequency stabilisation
was tested against a step change in the motor speed instead of the typical speed
response during loading. Moreover, the article does not explain the effects of
grid frequency estimation such as delay and harmonic content.

A more closely related study to this work was published by Serban et al. [20]
in 2013. The article analyses the integration impact of BESS on short term fre-
quency control in a 100kW micro-grid using a BESS rated at 50 kW. The power
system with loads and BESS was modelled using small signal aggregated units
representing the frequency response. Two main control inputs to the BESS con-
troller are the frequency estimated by a PLL and the SOC of the BESS. The PLL
is tuned to have a 100 ms delay and the estimated frequency is further filtered to
reduce harmonic content. The study has found that the added delay in the fre-
quency estimation causes a delayed response in BESS, weakening the stability;
hence a compromise on the bandwidth of the frequency measurement system
has to be agreed based on the speed of required response and on the level of
the power oscillations. The output of the BES is determined by proportional
derivative (PD) control. The proportional gain represents the BESS droop that
delivers active power in steady state after the frequency disturbance, while the
derivative component acts as a virtual inertia to reduce the ROCOF. This energy
storage control was able to recover frequency to a droop-level, while decreasing
the ROCOF, compared to the original case. The stability of the control system is
limited by the noise amplified by the PD control and the delay imposed by the
frequency estimation. The optimum sizing of the energy storage with respect
to power system parameters was not discussed in this study.

The literature survey on using energy storage for short-term frequency support
clearly elaborates the path of evolution of research interests from primary opti-
misation techniques to advanced control strategies to improve standalone con-
trol and plug-and-play capabilities of energy storage applications. It has also
been learnt that the power system frequency has been used as the control signal
in some recent research. As reported, stability has been an issue depending on
the control systems used (PD-control) and on the delaying effects of frequency
estimation. In addition, none of the methods report an in-detail analysis to
choose a better frequency detection technique other than the conventional PLL.

14



CHAPTER 2: LITERATURE REVIEW

Also, most of the methods were developed based on lumped grid models or
small-signal models, but not on a realistic grid model, considering holistic ef-
fects of electrical power systems.

This indicates a need for further investigation on control strategies and fre-
quency detection techniques suitable for the effective control of energy storage,
with reasonable independence, while maintaining the stability of the overall
system. This opens up the literature review to the later parts that explore more
on frequency detection techniques specific to weak electrical grids and mod-
elling weak grids, complementary to the work carried out in this thesis.

2.3 Frequency Detection Techniques in Weak Electrical

Grids

Accurate power system frequency estimation is an essential requirement of all
electrical grids, in order to ensure correct operation of interconnected devices.
Under-frequency load shedding, ROCOF relay applications and grid connec-
tion of distributed energy resources (DER) including energy stores constantly
consult the measured grid frequency to maintain healthy utility conditions.

Power system frequency is usually measured by processing the network volt-
age through a dedicated frequency detection method . The frequency measure-
ment is sensitive to distortions and various forms of noise present in the voltage
waveform [6, 52]. As will be experimentally observed in Chapter 3, the typical
weak-grid voltage waveform is not only highly distorted with harmonics, but
also contains glitches due to comparable source impedance. In addition, due
to low inertia and slow frequency regulation, even small load perturbations in
a weak grid cause considerable variations on the network frequency [16]. As
the system inertia in a weak grid is small, frequency changes occur much more
quickly than those illustrated for a strong grid in Fig.1.1. Therefore, frequency
detection techniques suitable for weak-grids can be largely different to that for
strong-grids, where above effects are mitigated due to large generation capac-
ity and strict regulation of frequency and voltage. Hence, if the frequency is to
be used as the control signal of the energy storage control, a robust frequency
detection method needs to be incorporated to rapidly and accurately estimate
frequency by processing a relatively complex voltage waveform of a weak-grid.

Akke specifies three criteria that a frequency detection technique has to satisfy
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in a given application [53]. These criteria when combined with further sugges-
tions by Thomas and Woolfson given in [52], one is able to come up with a set of
essential properties of a frequency detection technique designed for a particular
application.

• Short time to convergence

• High accuracy of frequency estimation

• Robustness to noise

• Acceptable delay between the estimated frequency and the actual fre-
quency

• Ability to perform in the presence of voltage unbalances and faults

Frequency detection techniques in power systems have evolved through many
different branches such as zero crossing [52], phase-locked loops (PLL) [54–
56], Discrete Fourier Transform (DFT) based methods [57, 58], adaptive filtering
techniques [59–61], Kalman filter based methods [62] and numerical optimisa-
tion techniques [52, 53].

Zero-crossing has been a popular method in protection and control. The method
determines the time interval between two zero-crossings of the signal, thereby
estimating the frequency [52]. The original zero-crossing algorithm can be inac-
curate and unreliable in distorted conditions. Therefore, Begovic et al. [63] sug-
gests a modified zero-crossing technique with added curve-fitting to suppress
noise, that can deliver good tracking performance particularly in the presence
of significant harmonics. However, the noise rejection could not be improved
using the modifications. Therefore, for the estimation of dynamic frequency
response in power systems with harmonics and noise, zero-crossing methods
may be inadequate. The evaluation by Rodríguez and Holmes [64] of zero-
crossing techniques confirms this further.

Three-phase PLLs are extensively used in grid-synchronisation and are directly
associated with phase-detection rather than frequency-detection. However, since
frequency is the time-derivative of phase, frequency can be derived instanta-
neously as a by product of phase detection. The PLL is a feedback system
comprising of three stages, namely the phase-detector, the loop filter and the
voltage controlled oscillator (VCO) as shown in Fig.2.2. The VCO creates an
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Figure 2.2: A block diagram of a the SRF-PLL

oscillatory output based on the detected phase, until the loop filter minimises
the error between the VCO output and the input to the phase detector.

The most common PLL used in power systems is the conventional synchronous
reference frame PLL (SRF-PLL) [65]. Due to the basic loop-filtering used, the
SRF-PLL only performs well under ideal grid conditions. Under non-ideal
conditions, the SRF-PLL becomes highly frequency sensitive and susceptible
to harmonics and unbalances [66]. Moreover, in this method, improving the
settling time would degrade the harmonic rejection properties due to mutually
opposing effect of transient and steady state responses of a PLL. [6, 56, 67]. A
complete analysis of the performance of the SRF-PLL can be found in section
5.3 in Chapter 5.

As mentioned, the main problem with conventional three-phase PLLs is their
sensitivity to unbalance and harmonic-distortion in the voltage. The solutions
to improve PLLs evolved through the path of finding ways to separate the
unbalanced/distorted voltage as a combination of balanced components. The
phase-detector stage is modified to generate two sets of balanced in-quadrature
waveforms as inputs to the loop filter [54, 68–70]. The various approaches of re-
alising the above have given rise to more advanced three-phase PLL structures
such as double decoupled synchronous reference frame PLL (DDSRF-PLL) [71],
enhanced PLL (EPLL) [60], quadrature PLL (QPLL) [61] and double second or-
der generalised integrator PLL (DSOGI-PLL)[6].

The DDSRF-PLL has been designed with two rotating frames instead of the one
in the SRF-PLL [6, 56]. This method represents an unbalanced voltage vector
as a positive-sequence component and a negative-sequence component in two
rotating d− q frames, by proper use of transformations, prior to the loop filter.
The amplitude and the phase of the positive component is estimated by remov-
ing the effects of the estimated negative component and low pass filtering the
results. The negative component is similarly estimated by using the knowledge
of the positive component estimated. Thus, the phase and the amplitude of the
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positive sequence voltage, are used to calculate the instantaneous frequency of
the voltage [71, 72].

The quadrature signal generation was implemented using two second-order
generalised integrators (SOGI) in the DSOGI-PLL. The pair of SOGI-based adap-
tive filters generate two pair of orthogonal signals in a stationary reference
frame α− β. These quadrature signals are then passed into a positive-negative
sequence calculation block that transforms them in to the d− q rotating frame
to produce the conventional d-q components that are input to the loop filter.
The ability of SOGI to produce clean orthogonal signals which are pre-filtered,
improves the quality of the phase/frequency estimation under faulty grid con-
ditions [6, 73]. In addition, the frequency adaptability of SOGI can be used to
directly estimate the frequency using a frequency-locked loop (FLL). This struc-
ture is then called a DSOGI-FLL. In this modification, the SOGI is tuned in such
a way that it resonates when the grid frequency is equal to the natural frequency
of the SOGI. The FLL is tuned to lock in to the frequency of the voltage, so that
the SOGI resonates. This way, fast and accurate estimation of frequency is pos-
sible under unbalanced and distorted conditions. A more detailed explanation
of the DSOGI-FLL can be found in section 5.5 in Chapter 5.

The enhanced PLL (EPLL) [60] and the quadrature PLL (QPLL) [61] use more
advanced structures for phase detection. The EPLL has an adaptive notch filter
(ANF) with a conventional PLL. This particular phase detector does not need
additional transformations or subsystems to generate quadrature signals. Also
the output exhibits superior harmonic and noise rejection capabilities. In ad-
dition to that, it gives more information such as amplitude and phase angle
[60, 73]. The QPLL is a variation of the EPLL and can estimate the in-phase and
the quadrature phase amplitude of the fundamental component of the input
voltage. Unlike in the EPLL, the amplitude and the phase angle in the QPLL
are not obtained directly, but are calculated indirectly. The QPLL shows better
noise and harmonic rejection and more robustness to large and abrupt varia-
tions of frequency with its high filtering capabilities [74].

Another popular method of frequency detection is the DFT [57, 75, 76]. The DFT
is a spectral analysis method for efficient estimation of components in the grid
voltage. A commonly used DFT technique called the recursive DFT reduces the
computational complexity as reported in [77, 78]. A modified DFT technique
for real time frequency detection is presented in [57]. A method that uses DFT
based SOGI technique is published in [76]. This literature survey revealed that

18



CHAPTER 2: LITERATURE REVIEW

DFT techniques have not yet been particularly applied for frequency detection
purposes in weak-grids. Generalisation of the modified DFT method presented
by Lobos and Rezmer [57] applied to frequency detection in weak-grids, can be
found in section 5.4 in Chapter 5.

Other methods of frequency detection techniques include Kalman Filters [77,
79, 80], numerical methods such as least square estimation (LSE) [81] and linear
estimation of phase [82] and Prony estimation [57]. All these methods are com-
putationally heavy and the implementations can be too complex to be used in
real time three-phase systems [52].

In order to identify suitable frequency detection techniques for the energy stor-
age control, a comparison of existing methods should be performed. While
comparison studies amongst different methods can be found in references [52,
66, 68–70, 77, 83, 84], the need for a new comparison is indicated due to fol-
lowing problems. Different studies use various criteria for testing performance
such as various levels of unbalance and arbitrary levels of harmonic distortion.
Aptitude of these methods are mainly tested for step and ramp changes in fre-
quency, under distorted conditions.

Generally speaking, the literature survey on frequency detection techniques in
weak grid context revealed the following valuable insights. Firstly, the com-
parison studies presented so far may be inadequate to decide the best tech-
nique for a weak-grid environment. One reason for this is that even though the
input voltage waveform exhibits a higher harmonic content and larger unbal-
ance or was in a strong-grid situation, it may not necessarily represent a worst-
case weak grid, covering all important variations including effects of source
impedance and AVR that can affect the frequency detection. Secondly, this re-
search strictly needs to estimate the frequency trend after a load disturbance
rather than estimating a step or a ramp change in frequency. Another point of
emphasis is the unavailability of an unbiased criteria for comparison among
frequency detection methods of different theoretical backgrounds. Therefore,
a niche has been identified for the requirement of a proper comparison study
among frequency detection techniques specifically for weak grid conditions us-
ing an unbiased criteria. This requirement will be fulfilled in Chapter 5 of this
thesis.
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2.4 Weak Grid Simulation Models

Weak electrical grids are usually found towards the medium or low voltage
feeders of conventional grids. Some of these weak grids are supported by dis-
tributed generation resources (DGR) consisting of renewable energy sources
(RES) and energy storage facilities. Compared to strong grids, weak grids fea-
ture lower inertia and higher impedance, in addition to their typical low power
ratings typically in the order of 100 kW [85]. System inertia of 1 kgm2 or less can
cause significant fluctuations in power system frequency for relatively low vari-
ations in loading. Also, the source impedance enforces significant effects on the
voltage during loading and shedding of loads, DGRs and energy storage at the
PCC. These manifest as distortions and unbalances at the PCC such as voltage
dips and voltage glitches. This means that both the magnitude and the phase of
the voltage in a weak grid is not as uniform as in a strong grid. Moreover, in a
weak grid with only a few single synchronous generators, switching regulators
cause high harmonic contamination in the voltage. This is also a concern in this
study, as it directly affects frequency detection.

Having understood the need for an impartial comparison of frequency detec-
tion techniques in weak grids, the necessity to create a simulation model/platform
which can mimic a worst-case weak grid can be justified. Such a model has to
account for all important frequency and voltage dynamics in a weak-grid repli-
cating the voltage and frequency characteristics appropriately and adequately
for further design and development of the techniques. This includes the design,
development and comparing of frequency detection techniques and the devel-
opment and testing of the proposed energy storage control system. In order to
satisfactorily perform the above, the model should ideally comprise of;

• The frequency dynamics of the power system, representing the inertial
response and the governor controlled primary frequency control response

• The Automatic Voltage Regulation (AVR) characteristics

• Harmonics and unbalances typically found in a weak-grid

• The Effects of Supply impedance

• Connection of loads
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Therefore, a survey has been conducted to identify suitable power system sim-
ulation models in the existing literature, that may be able to replicate a weak-
grid.

Kundur et al. in [85] presents generic control system models of active power
control for frequency regulation in power systems. The models are derived
for large thermal power systems of large inertias that can supply a significant
proportion of the national power generation. According to Kundur et al., there
are two speed governing mechanisms practised in power systems to recover
the immediate inertial response; i.e,

• Isochronous governors

• Governors with speed-droop characteristics

When a load disturbance occurs, isochronous governors can bring the decreas-
ing frequency back to the nominal value, while a governor with speed-droop
characteristics can restore the frequency to a set-point below the nominal. The
use of isochronous governing is applicable, when a single generator is appointed
for the speed regulation. However, when two or more generation units with
speed regulation capabilities are present in a system, droop control has to be
used to share the load among the generators at the steady state without con-
flict. The participating generators in that case are provided with a speed droop
to settle in a steady state [85].

Anderson and Mirheydar in [3] published a low-order system frequency re-
sponse (SFR) model for large power systems. The main aim of this model was
to showcase only the essential dynamics, so that a droop frequency control is
replicated using per-unit values of the inertia constant (H), the reheat time con-
stant (TR) and the droop gain ( 1

R ) as the most dominant time constants. Other
factors included are the damping factor (D), the fraction of the power generated
by the high power turbine (FH) and the mechanical power gain factor (Km). See
Fig.2.3 for an illustration of the SFR model. The SFR model shown regulates
the power deficit equivalent to the load disturbance causing a deviation in the
angular frequency, which is the output of the model. To realise the model to
demonstrate frequency control, the knowledge of the dominant thermal time
constants is necessary.

A more recent study by Costabeber in [4] introduces another speed-governing
model based on the angular speed ω; so that, instead of active power, torque
is considered in the loop. The engine is defined as a first order lag, and the
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Figure 2.3: System Frequency Response model by Anderson and Mirheydar
[3]

generator is modelled using actual inertia J(Kgm2), which are the dominant
time constants of the overall system. The speed governor is a PI controller that
is tuned to deliver the desired speed dynamics. As shown in Fig.2.4, the angular
frequency error occurring as a result of the load torque disturbance is regulated
by the speed governor at the nominal. Instead of the speed difference, this
system provides the angular speed at the output of the loop.

Figure 2.4: Speed governor loop by Costabeber [4]

Having considered several power system models for frequency control, the last
model proposed by Costabeber was understood as the most suitable model for
this work, due to its properties. The emulation of the diesel engine is achieved
by representing the engine/prime mover as a first order lag and the generator
is represented by its inertia. Note that the torque producing current gain was
linearised and included in the PI control speed loop gain. This configuration
delivers a simplified representation of the swing equation that can sufficiently
indicate the speed change occurring as a result of the load torque disturbance.
In a weak-grid, the speed control is usually performed by a single unit and
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due to low inertia, the ROCOF following a load change can be very high (e.g.
−50Hz/s) [41]. Also, the angular frequency makes provision to use angle θ to
generate sinusoidal signals, which create the electrical network. These char-
acteristics are fulfilled by the low order isochronous speed-control model pre-
sented in [4]. Nonetheless, the model needs to be updated with the inclusion of
automatic voltage regulation and a supply impedance to adequately replicate
the voltage of a weak-grid. The harmonic distortion can also be added manu-
ally to the voltage. The process of modifying Costabeber’s model with the new
additions can be found in Chapter 3, where a complete weak-grid simulation
model is presented.

2.5 Summary

A Literature Survey was conducted in three major areas of the scope of this
research. They are a) control and optimisation techniques of using energy stor-
age for frequency regulation/support in electrical grids; b) frequency detection
methods suitable for weak-grids; c) weak-grid simulation models. The sur-
vey revealed that the research theme of energy storage control for short-term
frequency stability has taken different control and optimisation approaches.
Some methods were proposed to supply the whole of active power demand
during the disturbance, while others were controlled between tight frequency
margins. Only a few studies used the power frequency in their energy storage
control algorithms as a trigger, but not necessarily with the intention of gaining
independent control. Due to primitive and non-optimal frequency estimation
techniques used in those, the algorithms could not reap the full benefits of us-
ing frequency, which is a direct indication of the load-demand imbalance. This
called for adequate comparison studies between candidate frequency detection
techniques for weak-grids. In order to develop energy storage control and to
perform a comparative analysis on frequency detection methods, a complete
weak-grid simulation model with important voltage and frequency characteris-
tics is also required. The rest of the thesis attempts at providing some solutions
to the problems identified here.
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CHAPTER 3

Model of A Weak Electrical Grid

3.1 Introduction

The experimental investigation carried out to observe the properties of a proto-
type weak-grid under test, and their effective replication on a simulation plat-
form are discussed in this chapter. From this, a set of worst-case weak-grid
conditions is declared, under which the designed system must operate. The
findings of this chapter are to be used in the design and development of the
proposed energy storage control, discussed in the next chapter. In addition, the
selection of the most suitable frequency detection technique for the proposed
energy storage control depends mainly on the worst-case weak-grid charac-
teristics and on the weak-grid model derived in this chapter. The developed
weak grid simulation model contains a speed-governor controlled generation
system and a representation of the automatic voltage regulator (AVR) present
in the synchronous generator under test. The weak-grid simulation will also
include source impedance to represent voltage glitches and dips, in addition to
the harmonic distortion. A comparison between the results obtained from the
simulation and the experiments is included followed by conclusions.

3.2 Weak-Grid: An Experimental Investigation

This section describes the experimental technique and qualitatively discusses
the voltage and frequency variations observed during the experiment. The
experimental set-up represents a rudimentary low voltage weak-grid with a
single generation source. The weak-grid is powered by an 8 kW synchronous
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generator attached to a 16 kW induction motor acting as the prime mover. The
prime mover is controlled by a vector drive with a speed governor. The load
demand of the grid is defined by a 3-phase 3 kW resistive load. Both the gen-
erator and the load are Y-connected. Using this experimental facility, we can
observe,

1. The variation of the voltage and the speed of the generator during load-
ing/shedding of the resistive load.

2. The effects of source impedance on 3-phase voltage profile during load-
ing/shedding

3. The effects of the AVR of the generator on the voltage, during loading/shedding.

4. The typical harmonic content of the 3-phase voltage generated by a syn-
chronous generator.

3.2.1 Experimental Setup

The overall layout of the experimental weak-grid is shown in Fig.3.1. As shown,
the microgrid is constructed using a Leroy Somer R© 4-pole alternator, labelled
as the synchronous generator [9], a Magnetic 4-pole induction motor [86] and a
three phase resistive load. The vector controlled induction motor is used to em-
ulate a diesel engine with governor control, which represent the prime mover
in a conventional power system [85]. Prime mover is connected to the syn-
chronous generator to form the weak microgrid. Even though the induction
motor is powered by the grid via the vector drive, the micro-grid is isolated
and operates independently to demonstrate the weak-grid characteristics. The
development of the diesel engine emulation and its simulation model were re-
ported in detail in two related research projects conducted in the PEMC group
at the University of Nottingham. Further information can be found in PhD the-
sis [4] by Costabeber and [50] by Agbedahunsi.

The generator equivalent impedance is shown as Xs in series with the syn-
chronous machine. During normal operation, the generator operates at the
rated speed. The synchronous generator supplies the resistive load connected
to the PCC via breaker C. When there is a load change, both speed and the volt-
age undergo a sudden variation. The synchronous generator uses an AVR to
regulate the voltage and the IM drive uses a speed control to regulate the speed
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Figure 3.1: Schematic of the experimental rig

of the prime mover and emulate a governor. The selection criteria of the control
dynamics of AVR and speed governor is explained in sections 3.3.4 and 3.3.1.
The connection impedance of the resistive load was neglected.

The speed control in the IM drive is a PI controller with a proportional gain
(Kp) and an integral time constant (Ti). These parameters can be set via the
induction motor drive using its user interface [8].The speed loop was tuned in
such a way that the speed governor has slow dynamics so that the frequency
experiences a higher ROCOF and a longer settling time. This could be achieved
with Kp = 1 and Ti = 200ms which gives a ROCOF of −86.23Hz/s and a
settling time of ≈ 3s for the rated load disturbance. The respective parameters
of the experimental grid are shown in Table 3.1.

Parameter Value
Synchronous Generator 8 kW/10 kVA at cos φ = 0.8
Synchronous Generator pole pairs 2
Synchronous generator voltage 400 V (RMS) line-line
Induction motor 16 kW
Induction motor pole pairs 2
Motor voltage (V) 390 V
Motor current rating 34 A (RMS)
Induction motor drive 22kW
IM drive speed loop prop. gain (Kp) 1
IM drive speed loop int. time (Ti) 200 ms
IM drive rated speed 1500 rpm
IM drive max. speed 2000 rpm
Resistive Load 57 Ω per-phase
Load step 2.78 kW

Table 3.1: Experimental rig parameters
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3.2.2 Experimental Results

The speed of the prime mover can be accessed via the control terminals of the
IM drive as a voltage signal proportional to the speed. The calibration pro-
cedure and the determination of the resolution of the speed acquisition is de-
scribed in detail in appendix A. From this the frequency resolution was iden-
tified as 0.27 Hz (±0.135Hz). The 3-phase voltage at the PCC was also logged
synchronised to the speed response. In the following sections the experimental
results obtained for the frequency (calculated using (A.0.3) in Appendix A) and
the voltage at the PCC will be studied.

3.2.2.1 Speed of the Synchronous Generator During Loading

At first, the speed of the synchronous generator was observed when a 3-phase
resistive load R = 57Ω is connected by closing the breaker C. Fig.3.2a shows
the power frequency variation during loading. Note that the governor speed
loop was set with the parameters reported in Table 3.1.

As can be seen in Fig.3.2a, the power frequency drops critically during loading.
The active power demand during loading is equivalent to 2.78 kW at 230V rms.
Considering the generator rating of 8 kW, this represents a loading of 37.5%
of the rated load. This has caused a severe dip of nearly 4.5 Hz, in frequency,
which is well below the normal operation limit of 1% of the 50 Hz nominal
(= 49.5 Hz) as stated in the grid-code. The drop of frequency during loading
can be explained by the classic swing equation.

J
dω

dt
= Tm − Te (3.2.1)

where the total inertia J (kgm2) of the system is the sum of individual inertia
component on the same shaft, dω/dt is the acceleration/deceleration caused
by the imbalanced torque (i.e. loading/load-shedding), Tm is the mechanical
torque and the Te is the electrical torque.

In steady state operation, the mechanical torque is equal to the electrical torque
(equivalent to electrical power spent). When there is sudden loading (i.e. sud-
den increase in Te), the prime-mover and the governor act to match Tm to Te.
However, this reaction is relatively slowly. During such an incident, the deficit
energy is supplied by the rotational kinetic energy; thus, the electrical torque
demand causes a drop in the mechanical speed (or a deceleration), which also
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(a) Loading

(b) Load shedding
Figure 3.2: Frequency response obtained experimentally with governor set-

tings Kp = 1,Ti = 200ms, for a) loading and b)load shedding of
a 2.78 kW step-load at t = 1 s

manifests as a drop in the frequency of the generated voltage.

This initial drop in the frequency is determined by the inertia of the system and
the applied load. Then the speed governor activates and actuates the prime
mover to supply the additional torque. Therefore, the settling time is defined
by the speed loop dynamics. The combined effect of the inertia of the power
system, the loading and the speed-loop dynamics determine the maximum fre-
quency drop. A mathematical discussion on this is presented in section 3.3.1.

3.2.2.2 Voltage at the PCC During Loading

The 3-phase voltage at the PCC was observed simultaneous to the speed signal
during loading as illustrated in Fig.3.3a. One can see that loading has caused a
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dip in voltage magnitude. To explore and understand these effects more clearly,
an envelope of the voltage is generated. Fig.3.3b shows the envelope of the volt-
age dip section calculated by passing the 3-phase voltage through a simulated
full-bridge rectifier and a first-order smoothing filter with a time constant of
10ms. Note that this envelope does not take harmonics into account, thus, has
a lower voltage than the apparent envelope.

(a) Full voltage profile

(b) The envelope of the fundamental
Figure 3.3: 3-phase voltage during a loading of 57Ω

The voltage envelope is zoomed-in in Fig.3.3b to view the balanced amplitude
dip in the PCC voltage, occurring immediately after the load is switched on
due to the presence of source impedance. However, when the terminal voltage
at the generator undergoes a change from its nominal value, the AVR activates
and restores the voltage to its rated value within 50 ms of applying the load.
According to Fig.3.3b however, a more prominent prolonged dip can be seen
which is an effect of the AVR response as explained below.

The AVR used in this synchronous generator is a custom built Leroy Somer R©

R 220 shunt-type AVR. A transient voltage drop at the terminal is recovered
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during a load impact in a specific voltage-frequency profile, which is deter-
mined by the drop of the generator rated speed (i.e. frequency of the voltage).
The voltage recovery profile taken from the R 220 AVR data-sheet [5] is shown
in Fig.3.4. The voltage response of the experimental system is represented by
the U/ f curve without the Load Acceptance Module (LAM). According to the
figure, if the speed drop is within 48 Hz and 50 Hz, the voltage is restored in
a fast AVR response. If the speed drops below 48 Hz, the voltage follows the
speed response, thereby reducing the load to allow the prime mover to restore
the speed more easily [5].

Figure 3.4: Leroy Somer R© R 220 AVR Response [5]

From Fig.3.3b, it can be seen that the envelope of the actual experimental 3-
phase voltage follows the anticipated response shown in Fig.3.4 as given in the
data sheet [5]. By comparing the shape of the frequency response below 48 Hz
in Fig.3.2a, one can confirm that the voltage profile approximately fits the data-
sheet description.

Further investigation in to the voltage dip caused by the load disturbance re-
veals that all three phases exhibit a sudden glitch in voltage for about 1 ms as
soon as the load is switched on as shown in a further zoomed figure of the volt-
age waveform in Fig.3.5a. The load current flow during the load disturbance is
shown in Fig.3.5b.

A circuit diagram illustrating the elements is given in Fig.3.6. When the switch
in the circuitry is closed, the resistive load draws a current completely de-
termined by its terminal voltage. The current through the inductor increases
slowly for 1 ms. Thus the load voltage (PCC voltage) increases slowly from a
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(a) Voltage

(b) Current

Figure 3.5: Three phase voltage and current during loading, zoomed to show
the glitch.

very small value for all three phases. This duration is determined by the L/R
time constant τL/R = Ls/(Rs + RL).

3.2.2.3 Harmonic Distortion

Having examined the temporal properties of the voltage at the PCC during
loading, the next important property of the voltage to consider is the harmonic
distortion at steady state.

The weak grid voltage profile presented in Fig.3.7 can give a brief idea of the
harmonic distortion present in the voltage. In order to discover more about the
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Figure 3.6: Circuit elements during loading

harmonic content in the voltage signal, an FFT analysis was carried out.

Figure 3.7: 3-phase voltage of the microgrid showing the harmonic distortion
present

The 3-phase voltage vabc was converted to vαβ using Park transform. An FFT
was taken after forming the complex signal vα + jvβ. The magnitude of the
FFT normalised to the fundamental is shown in Fig.3.8. As can be seen, the
most prominent harmonic is the 7th harmonic (i.e. 350Hz), which has a 4.63%
content compared to the fundamental. The other significant harmonics include
the negative and the positive components of the 5th (250Hz) with 3.90% and
0.33% of the fundamental respectively.

The phase values relative to the fundamental components are shown in Ta-
ble 3.2.

THD% =
√

∑
j

Aj = 6.07%
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Figure 3.8: FFT of the 3-phase voltage during loading showing the level of har-
monic distortion

where Aj are the magnitude of jth harmonic as a percentage of the magnitude
of the fundamental.

Harmonic Percentage Phase (rad)
7th 4.63 % -1.6862
−5th 3.90 % 0.8375
5th 0.33 % -1.1995
−11th 0.32 % -2.4344

Table 3.2: Harmonic content in the experimental weak-grid voltage signal

3.3 Weak Grid: A Modelling Study

This section explains the overall design procedure of the weak grid simulation
platform. The speed characteristics will be used in designing the speed gover-
nor. The voltage characteristics will be replicated by the AVR design and will
be used to determine the electrical composition of the weak grid. As part of this
exercise, the simulated results for the speed and the voltage will be compared
with the experimental results.
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3.3.1 Speed Regulation

As briefly introduced in section 3.2.2, the induction motor and drive in the ex-
perimental rig is used to emulate a diesel engine. The typical prime mover
speed regulation is carried out by a PI control. Fig.3.9 illustrates the speed loop
of a typical prime mover diesel engine. The linearisation of the speed loop is
based on the angular speed and the torque. The power P(W) is related to torque
τ and the angular speed ω as,

P = τω (3.3.1)

Figure 3.9: Block diagram of the speed governor loop by Costabeber [4]

The prime mover energy conversion from the energy source is modelled by the
engine transfer function Gen(s), which is responsible for delivering the torque
demand τd. Gen(s) was modelled as a first-order delay with a time constant of
Ten. According to the actuation set by the speed governor, GωPI(s), the torque
producing current gain Gτ(s), assumed here as a constant gain, sets the throttle
demand to the prime mover. Then the resultant torque will restore the gen-
erator’s speed to the nominal. The speed loop model developed to replicate
the diesel engine emulation by Costabeber [4] and Agbedahunsi [50] of the
PEMC group at the University of Nottingham was used in this thesis. The Mat-
lab/Simulink block diagram of this model is shown in Fig.3.10. The torque
producing current gain that amplifies the speed actuation that increments the
required current to produce the torque by the engine is combined in the propor-
tional gain Kp of the PI speed governor inn this model. Essentially the entire
speed loop is linearised around the torque representing the conventional swing
equation (3.2.1).

The transfer functions of the speed loop (GωPI(s)), the engine (Gen(s)) and the
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Figure 3.10: Simulink block diagram of the speed governor

generator (Gmech(s)) are shown in (3.3.2). The governor transfer function repre-
sents a typical PI transfer function with proportional gain Kp and integral gain
Ki, the generator transfer function was obtained by s-domain representation of
the swing equation (3.2.1).

GωPI(s) = Kpω +
KIω

s

Gen(s) =
1

1 + Tens

Gmech(s) =
1

B + Js
(3.3.2)

The Speed Governor

The transfer functions presented in (3.3.2) linearise the system using speed of
the generator. This allows the power generated by the engine (Pen) and the
active power required by electrical (resistive) loads (PL) to be represented as
equivalent torques.

The closed loop transfer function of the speed loop can be written as,

GCL(s) =
ω(s)
TL(s)

=
Gmech(s)

1 + Gmech(s)Gen(s)GωPI(s)
(3.3.3)

By substituting for Gen(s), GωPI(s) and Gmech(s),

GCL(s) =
(Tens + 1)s

JTens3 + (J + BTen)s2 + (Kp + B)s + Ki
(3.3.4)

Therefore, the characteristic equation of the speed loop is a third-order equation
given by,
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s3 +
(J + BTen)

JTen
s2 +

(Kp + B)
JTen

s +
Ki

JTen
= 0 (3.3.5)

As of now, the combined inertia of the system (J) and the combined windage
constant (B) are unknown. Costabeber in [4] and Agbedahunsi in [50] have
assumed a value of 31.8 ms for Ten in their thesis regarding the same induc-
tion motor. However, in realistic conditions, this value can be much larger [85].
Even though, Kp is set in the IM drive as 1.0, the torque current gain is unknown
and should be included in Kp per current design. Therefore, a regression anal-
ysis was conducted on four parameters, Kp, Ten, J, B to match the experimental
frequency response to the simulated frequency response using Matlab function
fmincon. Note that during this analysis, it is assumed that the load is a step
torque, whereas in reality it depends on the frequency and the AVR action due
to frequency drop.

The fitted curve is presented in Fig.3.11 along with the experimental frequency
response. The respective values of fitting parameters are listed in Table 3.3.

Figure 3.11: The curve fitting for the experimentally obtained frequency re-
sponse.

Since the windage constant (B) is small, it is ignored in the subsequent models,
representing the generator by 1/Js. This means that the generator and the en-
gine has no damping and represents a worst-case weak grid. Such conditions
are beneficial in validating the main work proposed in this research (i.e. the
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Parameter Value
J 0.0447kgm2

H 0.22s
B 0.0002kgm2rad−1

Ten 38.1 ms
Kp 0.1942

Ki = 5Kp 0.9709
Table 3.3: Parameters obtained from curve fitting the experimental speed re-

sponse

frequency stabilisation algorithm).

The engine time constant (Ten) was found to be 38.1 ms which is close to the
value used by Costabeber[4] and Agbedahunsi[50]. Because Kp value used
in the IM drive is 1.0, the torque current gain of the drive can be inferred
as 0.1942. The Bode Plot of the complete system given in (3.3.4) is shown in
Fig.3.12. Hence, one can find that the speed loop with the above PI governor
has a bandwidth of 8.61 rads−1 and a phase margin of 34.5◦. The phase mar-
gin, according to the control theory is a rough estimation of the damping factor
(i.e. phase margin ≈ 10ζ) [87]. This provides an insight in to the relatively
low damped speed response. On the other hand, after the second oscillation,
there is a slight mismatch between the fitted and the experimental frequency
response waveforms. This can be mainly attributed to the non-linear behaviour
of the IM control such as the simplification of the torque loop of the IM drive in
the simulation. Yet, the ROCOF at the beginning of the frequency drop, is the
same suggesting that the estimation of J is valid and the initial drop confirms
that the values Kp, Ten are also valid. Hence, it can be assumed that this lin-
earisation model with the given parameters closely resembles the experimental
speed loop characteristics.

The values listed in Table 3.3 will be used in the simulated speed-loop through
out this thesis. Fig.3.13 illustrates the speed response of the simulated governor
for loading and shedding of a load step of 2.78 kW compared with the experi-
mentally obtained speed response. The simulated and the experimental speed
responses exhibit significant approximation in the initial ROCOF and settling
times in the entire transient.

Using (3.3.4), with the identified speed loop parameters, the system response
from various aspects can be observed, such as the effect of inertia, the engine
time constant and the speed loop bandwidth on the frequency variation for a
change in load. These effects are discussed next partly because they provide an
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Figure 3.12: Bode plot of the closed speed-loop

insight into the system and also because these concepts are revisited later in the
thesis.

Effect of Inertia

The inertia of a system is a measure of its resistance to changing velocity. When
a load disturbance occurs, the inertia of the power system acts as a resistance
to changing speed of the rotor, before the governor reacts. Therefore, the ini-
tial ROCOF soon after the load disturbance is defined by the system inertia. In
other words, the higher the inertia of a power system, the speed fall resulting
from load disturbances is more resisted, and the less steep is the ROCOF expe-
rienced. This is the typical case of a strong grid, where the combined system
inertia is high, whereas for a weak grid, the ROCOF is higher due to lower
combined inertia.

The influence of inertia on the initial ROCOF can be observed by simulating
the system for different inertia for the same load step change. Fig.3.14 shows
the speed variations observed for different inertia values, around the original
inertia value. Note that the speed loop parameters (Kp, Ti) were kept the same.
The torque load step used for the simulation is equivalent to the active power
change that occurs in connecting a 3-phase 57Ω resistive load to the experimen-
tal system. This can be obtained using (3.3.1).
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(a) Loading (b) Load shedding
Figure 3.13: Frequency response of the designed governor for a 2.78 kW step

load change at t = 1 s
.

Even though angular speed ω changes in P = τω throughout the load transient
in reality, for the purpose of this investigation, ω was chosen as the nominal
angular frequency (i.e. 100 ∗ π rad/s) ignoring any effect of changing ω on the
resultant torque. This was considered to generate an ideal step load torque to
mainly observe the effect of inertia.

From the results, the effect of inertia can be seen in the initial slope after the
occurrence of the load change. Also, it has a significant effect on the peak drop
and the time of peak drop. However, the inertia has not influenced the steady
state frequency due to the PI control.

Revisiting the swing equation in (3.2.1), the relationship between the system
inertia and the change of speed for a change of load can be identified (angular
speed is directly proportional to the frequency). To estimate the relationship
between ROCOF and the inertia, the classic swing equation can be rearranged
as follows. The rotational energy of the engine rotor E(J) can be written as a
function of the rotational speed ω(rad s−1) and the combined moment of inertia
of the prime mover and the generator J(kgm2),

E =
1
2

Jω2 (3.3.6)

When the power system operates at its nominal speed ω0, (3.3.6) becomes,

E0 =
1
2

Jω2
0 (3.3.7)

When a sudden load disturbance occurs, the engine must supply the load with
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Figure 3.14: Frequency response of the synchronous generator for various sys-
tem inertia

its existing rotational energy until the governor action takes over.

By differentiating (3.3.6), following is deduced;

dE
dt

= Jω
dω

dt
(3.3.8)

Just after the application of the load disturbance, the rotor speed is close to the
nominal value i.e. ω ≈ ω0; thus, (3.3.8) becomes,

dE
dt
≈ Jω0

dω

dt
(3.3.9)

After rearranging,

⇒ dω

dt
=

1
Jωo

Pd (3.3.10)

where Pd = dE/dt is the active power required by the load disturbance.

By substituting ω = 2π f , and ω0 = 2π f0 one can obtain,

d f
dt

=
1

4π2 f0

Pd
J

(3.3.11)

The above equation describes the relationship between the ROCOF and the load
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disturbance. For a given load change the ROCOF is inversely proportional to
the system inertia. The same can be confirmed in the results shown in Fig.3.14,
where the ROCOF decreases with increased inertia. The values of ROCOF cal-
culated according to the (3.3.11) are shown in Table 3.4. The ROCOF values
calculated match with the ROCOF graphically observed in Fig.3.14. As can be
seen, the calculated ROCOF values shows a good approximation to the ROCOF
values that were observed from the graph.

J (kgm2) ROCOF calculated (Hz/s) ROCOF observed from Fig.3.14 (Hz/s)
0.0247 57.02 56.2
0.0347 40.59 40.0
0.0447 31.51 30.8
0.0547 25.75 25.3
0.0647 21.77 21.3

Table 3.4: Calculated ROCOFs for different inertia (J kgm2) for a load of
2.78 kW compared with the values observed from Fig.3.14

Effect of Engine Time Constant

The transfer function of the engine was chosen to be a first-order system to
simplify the engine transfer function. From the regression analysis, the value
of the engine time constant was found to be Ten = 38.1 ms. The impact of
this pole can be better understood in the root-locus diagram of the complete
speed feedback system, shown in Fig.3.15, for the forward path transfer func-
tion GωPI(s)Ggen(s)Gmech(s).

The most influential roots (the dominant poles) belong to the PI speed con-
troller and the generator. The fast engine pole has a little effect on the transient
according to control theory [87].

3.3.2 Creating the Voltage Waveform

Having modelled the speed loop with acceptable accuracy, next the voltage can
be generated from the frequency response to replicate the experimental voltage.
This is important for frequency detection later in the study.

The angle of rotation is related to the rotational speed of the generator by the
relationship,

θ(τ) =
∫ τ

0
ω(t)dt (3.3.12)
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Figure 3.15: Root locus of the speed-loop

θ can be used to create a quadrature voltage Vαβ as,

vαβ = Vpkexp(jθ) (3.3.13)

where vαβ = vα + jvβ, Vpk is the voltage amplitude.

This in-quadrature vαβ can be transformed in to a balanced 3-phase voltage vabc

using an inverse Clarke transform given by,

va

vb

vc

 =


1 0

−1
2

√
3

2

−1
2 −

√
3

2


[

vα

vβ

]
(3.3.14)

The block diagram that was used to generate the 3-phase voltage is illustrated
in Fig.3.16. Thus, a balanced and undistorted 3-phase voltage is created, of
which the amplitude is 325 V and the fundamental frequency is 50 Hz.

1
s

Integrator

In1 Out1

exp (u + phi)

Product

Re
Im

Complex to
Real-Imag

0

Constant

1

w_gen

2

Vpk αβ0
abc

Alpha-Beta-Zero
to abc

1
Vabc

Figure 3.16: Transformation of the 3-phase sinusoidal waveforms using the
speed signal of the generator

Since the actual weak grid voltage to be reproduced has considerable harmonic
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contamination, a similar distortion needs to be added to the clean voltage wave-
form generated in simulation. Using the magnitude and the phase values rela-
tive to that of the fundamental as listed in Table 3.2, the quadrature harmonic
waveforms in the α − β frame vn

αβ on the original waveform given in (3.3.13)
were superimposed before transforming to vabc.

The quadrature nth harmonic in the α− β frame is given by,

vn
αβ = Vpk {Vnexp(nθ + φn)} (3.3.15)

where Vn and φn are the magnitude and the phase relative to that of the funda-
mental.

The block diagram in Fig.3.17 augments this system to add four more harmonic
components.
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Figure 3.17: Procedure to add harmonics to the 3-phase voltage signal

The 3-phase voltage waveform created with harmonic distortion is shown in
Fig.3.18.

3.3.3 Source Impedance

The source impedance is significant compared to the load-side in a weak grid.
Thus, the effect of the source impedance can be seen during connection (discon-
nection) of loads. As discussed earlier, it causes an abrupt voltage glitch (due
to inductive reactance) followed by an overall voltage dip (due to impedance)
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Figure 3.18: 3-phase voltage simulated with harmonics

during loading. During load shedding, a voltage surge occurs (due to induc-
tive reactance). In this section, these properties are mathematically modelled in
order to estimate the source impedance.

It is assumed that the source-side impedance is represented by an equivalent in-
ductance of Ls and an equivalent resistance of Rs as illustrated in the generator
equivalent circuit diagram drawn with the load-side resistance of RL in Fig.3.6.
When the resistive load is switched on, the resulting voltage transient provides
some information regarding the ratio of Ls/(Rs + RL). However, this informa-
tion was particularly difficult to extract since one cannot clearly observe the rise
of the voltage in the sinusoidally varying 3-phase voltage waveform. Therefore,
the current waveform during shedding of the load is considered, two phases of
which are shown in Fig.3.19.

As shown in Fig.3.19, when the load is switched off, the current decreases grad-
ually. This is because the current through the inductance can only decay grad-
ually via the path through Rs. If the initial current just before switching off is
I0, the current waveform is given by an exponential decay,

I(t) = I0exp(−t/τ) (3.3.16)

where τ is the time constant of an RL circuit given by Ls/Rs. By definition, τ is
also the time taken for the current to decay down to 36.8% of the initial value
I0. This time can be estimated from Fig.3.19 for both phases as τ = 25 ms.

Hence, the relationship can be deduced,
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(a)

(b) zoomed (a)
Figure 3.19: Two phase currents during shedding of 2.78 kW step load

.

Ls = τRs = 25× 10−3Rs (3.3.17)

Earlier it was shown experimentally in Fig.3.5 that a voltage glitch occurs at the
beginning of the load transient, which corresponds to point A in Fig.3.20. As
soon as the glitch is recovered, the VPCC attains a steady state level due to the
fast action of the AVR at point B. However, since the frequency drops below
48Hz, the frequency responsive AVR action commences to reinstate the voltage
amplitude to the nominal at point C. At the intermediate steady state (point B),
a voltage divider is formed between the voltages seen at the generator (VGEN)
and at the PCC (VPCC) as given in (3.3.18),
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Figure 3.20: Experimental PCC Voltage for a load change of 2.78kW

∣∣∣∣VPCC

Vgen

∣∣∣∣ = RL

|RL + RS + jωLS|
(3.3.18)

The voltage variation at the PCC for the loading of 57Ω resistive load observed
experimentally was displayed in Figs.3.5 and 3.3b (envelope). From the figures
the values of VGEN and VPCC for the fundamental were obtained as 307.5 V and
300.5 V respectively. Also, from (3.3.18),

(RL + Rs)
2 + ω2L2

s = R2
L

(
Vgen

VPCC

)2

By substituting (3.3.17),

R2
s (1 + ω2τ2) + 2RLRs − R2

L

((
VGEN

VPCC

)2

− 1

)
= 0

and

Rs =

RL

√
1 + (1 + ω2τ2)

((
VGEN
VPCC

)2
− 1
)
− RL

1 + ω2τ2 (3.3.19)

the values of Rs and Ls can be found and are listed in Table 3.5.

RS 0.9Ω
LS 22.5mH

Table 3.5: Calculated values of source resistance and inductance using experi-
mental results

The calculated values of Rs and Ls will be adopted in developing the weak
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electrical grid simulation. The impact of adding source impedance, is replicated
in the simulation and the corresponding voltage envelope is shown in Fig.3.21
and the zoomed in voltage glitch is shown in Fig.3.22.

Figure 3.21: Simulated voltage after introducing source impedance

As can be seen, the voltage glitch and the overall voltage dip is now created dur-
ing loading as a result of the presence of the source impedance. It can be con-
firmed by comparing Figs.3.3b and 3.21 regarding the voltage dip and Figs.3.5
and 3.22 regarding the glitch duration, that the source impedance is adequately
modelled. Note that the simulated voltage in Fig.3.21 does not regain the nom-
inal value as the AVR is not yet included in the design at this stage. The design
of the AVR is explained in the following section.

Figure 3.22: Simulated voltage glitch after introducing source impedance
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3.3.4 The Effect of Automatic Voltage Regulation

During a voltage drop due to source impedance, the AVR activates in order to
regulate the terminal voltage at the nominal. In this section, the replication of
a response similar to that shown in Fig.3.5 is attempted in the simulation by
modelling the AVR.

In section 3.2.2.2 it was realised that the activation of the AVR is fully frequency
dependent. This means that the reference voltage is defined as a function of
the instantaneous frequency of the voltage below 48 Hz. When the frequency
is above 48 Hz, the rms reference voltage is 230 V (Vrated). Once the frequency
falls below 48 Hz, the rms reference voltage is determined by the constant U/ f ,
where U and f are the instantaneous rms voltage and the instantaneous fre-
quency. Then the instantaneous rms voltage reference, Vre f can be calculated
as,

Vre f =

{
Vrated f ≥ 48
Vrated f

48 f ≤ 48
(3.3.20)

which is activation mechanism of the AVR. Using this, the designing of an AVR
that brings the voltage to the reference voltage is considered. In this research,
the aim is to replicate the AVR response with the simplest model possible.
Fig.3.23 shows the block diagram of the AVR, as stated in the data-sheet [10].
The R 220 AVR has a shunt excitation system that consists of a 3-phase full-
bridge rectifier, an exciter and a generator field. The AVR is a PID controller
which regulates the amplitude of the instantaneous 3-phase voltage obtained
via the rectifier.

For a design of the fast PID controlled AVR, the shunt excitation system is rep-
resented as a control block diagram as illustrated in Fig.3.24. The parameters
used in the control blocks can be found in the Leroy Somer R© LSV40 generator
data sheet [9] and are presented in Table 3.6.

Parameter Symbol Value
Smoothing time constant τs(AVR) 20ms

Exciter time constant τe(AVR) 11ms
Generator field time constant τg(AVR) 780ms

Line Voltage VLL 400V
Table 3.6: Control block parameters of the AVR as reported in data sheets

[9],[10]
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Figure 3.23: Block diagram of a classic AVR [5]
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Figure 3.24: Control block diagram of a classic AVR

The rise time of the AVR was assumed based on the observations made ex-
perimentally in voltage from Fig.3.3b. The rise time of the AVR response is
estimated to be 50ms. As a rule of thumb in control theory, the rise time (tr) and
the bandwidth (BW) are related by,

BW ≈ 0.35
tr

This provides a bandwidth of 7.0Hz for the AVR. The phase-margin of 65◦ was
chosen to represent a damping factor ζ ≈ 0.707. Using the Matlab PID tuning
tool, the parameters Kp, Ki and Kd of the PID controller were derived for the
above bandwidth and the phase margin. All the control design parameters
used in the AVR design including the PID gains are recorded in Table 3.7.

49



CHAPTER 3: MODEL OF A WEAK ELECTRICAL GRID

phase margin PMAVR 65◦

rise time tr(AVR) 50ms
ζAVR 0.707

Kp(PID) 39.1
Ki(PID) 142
Kd(PID) 1.59

Table 3.7: PID controller gains in the AVR design

The envelope of the simulated voltage with the designed AVR along with the
experimental counterpart is shown in Fig.3.25. The two voltage envelopes ex-
hibit a reasonable closeness, noting the lack of information of the AVR internal
operation. However, the designed AVR is capable of delivering a good platform
to recreate the characteristics of weak grids.

Figure 3.25: Voltage envelope: a comparison between simulation and experi-
ment

3.3.5 The Complete Weak-Grid Simulation

The complete weak electrical grid model developed in Matlab/Simulink is shown
in Fig.3.26. This model is capable of sufficiently replicating the effects present
in an actual low voltage weak-grid powered by a single synchronous generator,
as it has been developed consulting an actual weak grid emulation conducted
in an experimental setup.

Next, the developed model was validated for various loads including the rated
load listed in Table 3.8.
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Figure 3.26: The complete weak-grid model

case per-phase resistive load 3-phase load
case 1 57Ω 2.78kW
case 2 27.5Ω 5.77kW
case 3 20Ω (rated load) 8kW

Table 3.8: Per-phase resistive loads considered for validating the weak grid
simulation model

The respective voltage and frequency variations will be observed. All the de-
sign parameters used in the simulation are now listed in the Table 3.9. These
parameters will be used throughout the simulation studies in this thesis unless
otherwise stated.

The simulated weak grid was loaded with 3-phase resistive loads of 57Ω and
27.5Ω. In Fig.3.27, the experimental frequency response due to loading of 57Ω
and 27.5Ω are shown along with the corresponding simulated frequency re-
sponses. As can be seen from the results, the simulated system shows a suf-
ficient approximation of the actual weak grid considered. The results confirm
that the inertia of the two systems matches well in both cases, which is exclu-
sively responsible for the initial rate of change of frequency. A higher drop in
frequency is experienced when the load was increased. Moreover the system
shows its integrity for different loads by settling around the same time. How-
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Parameter Value
Synchronous Generator 8kW/10kVA
Synchronous generator voltage 230VRMS line-line
Generator Equivalent Inductance 22.5mH
Generator Equivalent Resistance 0.9Ω
Inertia 0.0447kgm2

Engine Time Constant 38.1 ms
Governor speed loop prop. gain Kp = 1
Governor speed loop int. time Ti = 200ms
AVR Kp(PID) 39.1
AVR Ki(PID) 142
AVR Kd(PID) 1.59

Table 3.9: Simulated weak grid model parameters

ever, a slight mismatch after the second overshoot can be seen. This may be
due to unaccounted non-linearities in the experimental system, especially in
the IM vector drive, due to the limited disclosure of the internal parameters by
the manufacturers.

Figure 3.27: Speed response for loading case 1,2

In Fig.3.28, the envelopes of two voltage waveforms observed experimentally
and simulated for loads case 1 and case 2 are shown. For 57Ω, the simulated
and the experimental voltage envelopes exhibit a reasonable likeness. The ap-
plication of the actual AVR mechanism in the simulation (as explained in sec-
tion 3.3.4) has produced a similar effect to that observed in the experiments,
confirming the frequency responsive voltage regulation. However, when the
load resistance is roughly halved i.e. 27.5Ω (active power doubled) the exper-
imental voltage follows a significantly different envelope after the load appli-
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cation (from t ≈ 1.5 s) as shown in Fig.3.28. This AVR behaviour may be due
to the activation of the LAM module of the AVR as given in the data sheet [10],
occurring as a result of rapid and excessive drop of the frequency. However,
the restoration of voltage and its dynamics under the LAM module were not
disclosed in documentation.

Figure 3.28: Voltage response for loading case 1,2

In the frequency response during load shedding as shown in Figs.3.29 and 3.30,
the simulated and the experimental results have maintained the validity of the
deduced inertia , as that in the case of loading. Other characteristics explained
for loading are also true in this case. However, the subsequent oscillations in
the speed response shows a visible discrepancy, especially for the higher load.

Figure 3.29: Speed response - shedding of loads for case 1,2

The disclosed behaviour of the IM drive in experiments does not suggest that
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the vector control mechanism behaves differently in loading and load shed-
ding. The developed simulation model is sufficient to effectively model load
shedding in a practical weak-grid, even though the result is not as good as for
the case of loading.

The voltage envelope during load shedding as presented in Fig.3.30 also shows
considerable approximation for 57Ω load and a partly unexplained response
for 27.5Ω. In the latter case, the frequency drops below 48 Hz in the second
oscillation, the time and the amplitude of which differ in the simulation. In ad-
dition, the envelope detection algorithm does not cope well during load shed-
ding as lots of voltage spikes and harmonics are generated due to the sudden
change in current through the source inductance, in both simulation and exper-
iment. Within these limits and in the absence of LAM in simulation, it can be
concluded that the simulated model resembles the experimental system satis-
factorily.

(a) R = 57Ω (b) R = 27.5Ω
Figure 3.30: Voltage response - shedding of the loads for case 1,2

It has been suggested that such irregular voltage regulation in weak grids dur-
ing load disturbances can be alleviated with the introduction of the proposed
energy storage methods. Since frequency dips can be significant in weak-grids,
the use of energy storage to limit off-nominal frequency deviations can directly
minimise frequency dependant automatic voltage regulation as observed in the
case of this weak-grid. The application of such method will be explained in de-
tail in Chapter 4.

As an additional exercise the model was also simulated for the rated load to
observe the validity in the extreme case. The rated load of 8 kW is equivalent
to a per-phase resistance of 20Ω in a 230 V/400 V system. During loading and
load shedding, the frequency response is shown in Fig.3.31.
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(a) Loading (b) Load shedding
Figure 3.31: Speed Response for loading and shedding of the rated load (case

3)

The rated load experiences the maximum frequency drop of ≈ 11Hz. This is
slightly less than the load shedding overshoot of ≈ 13 Hz, which is mainly due
to the apparent load reduction provided by the AVR during loading. The corre-
sponding frequency response for the rated load disturbance was not observed
experimentally for the safety reasons.

3.4 Conclusion

In this chapter, a complete simulation model has been created using Matlab/Simulink
in order to replicate a weak electrical grid powered by a synchronous generator.
The development of the model was aided by an example 8 kW generation fa-
cility. The experimental results observed for speed and voltage during loading
and shedding of various resistive loads were used to estimate the parameter
values of the approximate model. The model includes a speed governor, an
AVR and source impedances. The simulated model was validated for two re-
sistive loads and has shown an adequate level of approximation between the
experimental results and the simulated results. Further, the model displays ca-
pability to handle higher loads up to the equivalent rated load in simulation.

In the upcoming chapters, the simulated weak grid model will serve as the
basis for the design and the development of the energy storage control and for
comparison of associative frequency detection techniques, by providing a more
realistic and accurate simulation environment compared to other simulation
models presented in the literature.
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CHAPTER 4

Frequency Stabilisation In Weak
Grids Using Independent Energy

Storage

4.1 Introduction

Frequency instability during load transients is a common power quality issue
present in the weak electrical grids with distributed generators [19, 20, 30, 88].
The origin of frequency instability can be accounted by the low inertia and slow
dynamics of the generation side as experimentally observed in Chapter 3. Im-
proving frequency stability in low voltage weak grids may help prevent island-
ing, cascading failures in the main utility and consequential power disruptions
to the consumers.

A novel energy management scheme is proposed in this chapter to utilize an en-
ergy storage for frequency stabilisation by fast injection of active power, while
keeping the application independent from the host micro-grid. The decoupling
of the energy storage (ES) control was made possible by using detected power
system frequency as the main control signal. The power frequency is a direct
indication of the real-time generation-demand imbalance and can be extracted
from the voltage signal at any point in the grid. This obviates the need for load
torque/current measurements to detect load changes, improving the plug-and-
play capability of the proposed method. The proposed ES control technique is
able to constrain the frequency within ±1Hz limits, during load transients, yet
maintain a finite speed error so that the generator’s own speed governor can
work unhindered to take over the load demand at the steady state. Also, the
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control system facilitates efficient use of the energy available by making pro-
visions for automatic activation and deactivation of the ES based on real time
frequency, supplying only when frequency support is required.

In this chapter, the overall topology of the control scheme will be introduced
first. Next, achieving independent control by using detected power frequency
is explained. In support of this, application-wise frequency detection require-
ments will be discussed. Then, an approximated s-domain model representing
each component of the control system is developed to examine the stability
margin and to conduct off-line tuning. The complete control system is then val-
idated under various tests, using the simulated weak-grid model developed in
Chapter 3. Finally, some conclusions will be drawn followed by suggestions for
further developments.

4.2 The Proposed Control Technique

As discussed in chapter 3, a large frequency drop occurs due to the inertial
response of the power system in response to sudden load disturbances. The
dynamic frequency response to the rated load disturbance in the 8 kW power
system is shown in Fig.4.1a. The speed governing activates almost immedi-
ately to reverse the frequency drop by increasing the prime mover supply to
the generator. This is known as the primary frequency response (PFR). Accord-
ing to the UK grid-code, DNOs are bound to provide PFR within 30 s from the
occurrence of a disturbance [13].

An ES providing short-term active power could be used to prevent/mitigate
such sudden frequency drops during PFR. Initially, the ES system is assumed
to have the same rating as that of the power system and is connected in parallel
with the load and the generator at the point of common coupling (PCC) of the
grid. The amount of additional active power required to completely prevent
the frequency from dropping is theoretically equivalent to the power derived
using the time varying generator torque shown in Fig.4.1b. This also assumes
that the speed governor increases the mechanical power as if there was a speed-
error shown in Fig.4.1a. If the ES supplies active power to balance out frequency
variations, the speed governor would see a null-error preventing the governor
action. This means that when the frequency settles at the nominal without the
help of the governor, the load is unsupported by the generator. In such a case,
continuous support of the ES is essential until the shedding of load, for unin-
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(a) Frequency response

(b) The torque deficit as seen by the generator.
Figure 4.1: Simulated Frequency response and generator torque during the

rated step load change (without ES support)

terrupted supply. Secondly, if the governor is made sensitive so that the prime
mover is sent to saturation as in [50] even for minute speed errors, the gover-
nor and generator will be exposed to excessive wear and tear [14]. Therefore, a
method is required to both increase the engine power via the governor with a
non-null speed error and also to supply active power to balance the frequency
fluctuations within constraints.

As briefly mentioned, the proposed ES control strategy is developed around the
power system frequency, recognising its ability to indicate real time generation-
demand imbalance of the grid. Also power frequency can be monitored through-
out and it can eliminate the need for intercommunication between the governor
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and the ES control, offering plug-and-play capability to the ES control. The de-
viation of the frequency from the nominal value (which indicates the load de-
mand) is used as the actuation signal to the energy injection function. The two
frequency bounds that the ES control is activated and deactivated are named as
the lower frequency threshold ( f l

TH = 49 Hz) and the upper frequency thresh-
old ( f h

TH = 51 Hz). The ES provides active power to the grid, when the fre-
quency falls below the lower threshold 49 Hz and charges the ES from the grid
when the frequency rises above the upper threshold of 51 Hz; thus controlling
the frequency within a ±1 Hz limit.

At first, instead of using the detected frequency, the instantaneous frequency
derived from the rotational speed of the generator was considered as the ideal
input signal for the primary development of the control technique. This is pur-
posely adapted to understand and appreciate the properties of the control sys-
tem. The ideal frequency signal will later be replaced by the non-ideal detected
frequency signal in the latter sections of this chapter.

Fig.4.2 shows a schematic diagram of a typical speed governor controlled power
generation system as introduced in section 3.3.1 in chapter 3, with the proposed
ES control. The ES is controlled in such a way that it supplements active power
during periods when the frequency drops below the predefined threshold fre-
quency.

Figure 4.2: The control block diagram of the proposed ES control system
within governor controlled power system.

Fig.4.3 shows how the frequency response without ES is improved by the pro-
posed control technique. The proportional gain KES was set to 30 for this sim-
ulation (Note that the determination of the value of KES is explained in sec-
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tion 4.7 of this chapter). When the frequency crosses the lower threshold of
49 Hz, the ES control activates and supplies active power proportional to the
instantaneous frequency deviation from the threshold, so that the frequency is
recovered at 49 Hz. Throughout the duration of the load transient, the speed
governor acts until it reclaims the full speed regulation. Once the frequency is
above the threshold, the ES control is deactivated.

Figure 4.3: Frequency control improvement with the proposed method

As shown in Fig.4.3, the energy is supplied in the form of a torque TES to sup-
plement the prime mover torque. This technique can now be expressed mathe-
matically using a proportional gain of KES as;

TES = KES


f l
TH − f f < f l

TH

0 f l
TH < f < f h

TH

f − f h
TH f > f h

TH

(4.2.1)

The torque generated by the proportional actuation of the instantaneous fre-
quency deficit is shown in Fig.4.4b. As shown, the ES is activated at 11 ms
after the load disturbance, when the frequency crosses the threshold. While
the active power supply from the ES is occurring, the governor action creates a
gradual increase in the prime mover torque as shown in Fig.4.4c. This is only
possible due to the sufficient finite frequency error left as a consequence of the
ES effort to bring the frequency up to the threshold.

The proportionally controlled active power injection maintains a finite error of
at least 1 Hz until the active power supplied by the prime mover surplus the
power required to bring the frequency above 49 Hz. At this point, the ES sees
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(a) The frequency response with ES con-
trol, without ES control

(b) The equivalent torque supplied by the
ES control

(c) The engine torque (d) The total energy supplied by the ES
Figure 4.4: The frequency response, ES control torque, the engine torque and

the energy supply with the proposed ES control during the rated
step load change at t = 1s,(KES = 30)

no frequency error relative to the threshold; thus, automatically switches off.
At the same time, the frequency regulation is fully handed over to the speed
governor with a starting frequency error of 1 Hz. The rest of the frequency
regulation occurs in a shape similar to the ordinary governor response, but with
less overshoot in frequency as shown in Fig.4.4a.

According to Fig.4.4b, the torque profile suggests that the maximum torque is
approximately equal to the rated load torque applied. This amount decreases
gradually both due to the continuous proportional control action on the de-
creasing frequency deficit and the increasing prime mover power, and reaches
zero resulting in an automatic switch-off. The triangular shape of this curve
exhibits the gradual handover of responsibility from the quick acting ES buffer
to the slow acting governor-prime mover.

As shown in Fig.4.4c, the engine accelerates gradually during the time period,
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in which the ES is activated, as the frequency error is maintained at a near
constant value. After this period, the engine torque undergoes a temporary
overshoot, before settling at the steady state, due to the typical dynamics of the
governor.

When comparing the torque response of the engine with ES support with the
torque response without ES support as shown in Fig.4.5, the abrupt response
of the governor and prime mover action seems to be damped in the presence
of the ES control. The reason for this is associated with the modified governor
action with the ES support. The speed governor is now acting upon a minute
decreasing portion of speed error, in addition to the finite 1 Hz error left by
the design, which in total is much smaller than the abrupt speed error imposed
without ES support. Thus, the engine torque experiences a gradual acceleration
and smooth transition at the equilibrium. This is also reflected in frequency as
can be seen in Fig.4.4a.

Figure 4.5: The engine torque with and without ES support

The total energy used by the ES can be calculated by integrating the torque pro-
file multiplied by the speed in rads−1 as shown in Fig.4.4d over time. This value
for a rated load is an indication of the size of the ES required to supplement the
worst-case load disturbance.

4.2.1 More Proportional Control Properties

Another property observable from the frequency response shown in Fig.4.4a is
that the time taken for the overall frequency to reach the steady state is longer
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with the ES support. During the ES active time, the time taken for the engine
torque to reach the required torque is determined by the speed of the PI con-
trolled governor. This is because the speed governor has a slower bandwidth
than that of the proportional ES control. As explained earlier, the ES keeps the
frequency error of the power system nearly a constant at about 1 Hz. When
zoomed in, the shape of the frequency error becomes trapezoidal. By slow-
ing down the ES controller, one can expect to lengthen the first edge of the
trapezoid, increasing the frequency error and thereby shortening the governor
response time.

In order to slow down the ES controller, the proportional gain KES needs to be
lowered. Fig.4.6 shows the frequency response for systems with different KES,
while keeping the same governor. A smaller proportional gain means there is
more frequency error available to the governor. The larger the frequency error,
the faster the governor response becomes, relatively reducing the total time
taken to achieve the steady state. On the other hand, smaller KES increases the
frequency drop. Thus, one would want to keep KES as large as possible to limit
the frequency, but only large enough that it does not lengthen the settling time
beyond the requirements i.e. ≤ 30 s to fulfil frequency support during PFR.

Figure 4.6: Frequency responses for a rated step load disturbance of a power
system with ES controllers with different KES

Subsequently, the nominal steady state frequency is reached in equal time inter-
vals from the instant the frequency arrives at 49 Hz, after completing the active
power support. If a faster governor is used, the time to reach the steady state
can be reduced. Since the project aims to deal with weak grid conditions with
slow dynamics, the governor was kept as it is.
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Having discussed the effects of KES value of the ES control on the overall fre-
quency improvement, the next step is to explore the limits of KES. In order to
discuss this, a control theory approach was used. The proposed ES controller is
inherently non-linear due to the switching action at 49 Hz. During the ES active
time the system can be considered linear time invariant. Hence, the switch was
ignored in the control system analysis. This approximation is exact if the ES is
switched on/off only once during a load disturbance, which is the condition in
this ideal system (using ideal power frequency).

The open-loop transfer function of the generator + ES control system is given
by;

ω(s)
TEN(s)

=
1
Js

1 + KES
2π Js

(4.2.2)

In Fig.4.7, the root locus of the speed governor + ES control system is drawn for
varying KES. According to the evaluation of the open loop transfer function, it
can be said that the complete system is stable irrespective of the value of the
proportional gain KES. Therefore, for this ideal system, it is unable to define
a limit for KES and the previously mentioned statement about KES still stands
(i.e. increase KES as far as the settling time does not surpass 30 s).

Figure 4.7: The root locus of the ideal ES control system for different KES
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4.3 Frequency Detection Requirements

Up to now, the control of the ES was achieved using the instantaneous ideal
frequency signal (i.e. the speed signal from the generator) of the power system.
To improve the control system ideal frequency will be replaced by detected fre-
quency. Therefore, it is necessary to introduce non-ideal conditions and test the
control technique against them. Practically, the power system frequency cannot
be obtained instantaneously. In real world applications, the frequency has to be
estimated via a dedicated frequency detection method. Usually, the frequency
is estimated by processing the voltage waveform. Because the proposed control
technique and its properties depend on the power system frequency, this sec-
tion is dedicated to observing the effects of using a detected frequency signal
on the control system.

The grid environment considered in this research is a weak grid powered by
a synchronous generator. The typical 3 phase voltage signal generated by a
synchronous generator in a weak grid was experimentally observed in Chapter
3. The voltage was not only distorted with harmonics but also contained ef-
fects of AVR and supply impedance as various forms of unbalances. While the
frequency detection methods were thoroughly investigated for performance in
highly distorted weak-grid conditions in Chapter 5, this section mainly concen-
trates on the effects of having a generic frequency estimation method in place
of the ideal frequency signal in the ES control application.

When the voltage is processed by a frequency detection method, the following
two characteristics are embedded in the estimated frequency. They are,

• The transient time delay (transient response)

• The steady state ripple (steady state response)

The transient and the steady state responses are specific to the frequency de-
tection method used. The transient delay is a combined result of the voltage
signal processing method of the frequency detection method, which usually in-
corporates filtering of the distorted voltage waveform. It is also a measure of
the time taken to accurately detect changes in the frequency. The steady state
ripple is the residual of the harmonic rejection mechanism of the frequency de-
tection method. The larger the harmonic content in the input voltage signal,
the higher the steady state ripple and the less precise the detected frequency is

65



CHAPTER 4: FREQUENCY STABILISATION IN WEAK GRIDS USING
INDEPENDENT ENERGY STORAGE

[6, 54–56, 68]. An improvement in the transient response degrades the steady
state response (i.e. a transient response with a smaller delay in the measured
frequency results in an increased ripple in the steady state and vice versa). This
is due to the interdependence of the two responses on the same process, such
as filtering. The requirements of a generic frequency detection technique is pre-
sented next to identify the best compromise of the transient and the steady state
responses for the application of the ES control for frequency support.

4.3.1 The Effect of Frequency Detection Time Delay

In order to observe the effects of time delay in frequency detection, the ideal
frequency signal was modified with varying time delays. A time delay can be
approximated by a first order lag according to control theory [87]. The modified
control block diagram is shown in Fig.4.8. As can be seen, the first order lag of
Td (frequency detection delay) is placed before the proportional ES controller
to impose the effect of the frequency detection delay at the most appropriate
point.

Figure 4.8: Block diagram of the proposed ES control system with frequency
detection delay

Delay in frequency detection causes a delay in activating the ES. This condition
directly influences the way the active power is supplied. The ideal frequency
signal in the ES control is now replaced by the delayed signal, allowing the
effect of the delay Td to be seen in the frequency recovery. The frequency re-
covery achieved during rated load disturbance with the ES support for vary-
ing frequency detection delays of 10ms, 20ms and 40ms are shown in Fig.4.9a.
These values represent typical delays associated with common frequency de-
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tection methods [6, 57, 59, 68, 70]. Fig.4.9a also shows a reference frequency
recovery with no frequency detection delay. The active power supplied from
the ES, corresponding to the delays considered is shown in Fig.4.9b.

(a) Frequency recovery

(b) Active power
Figure 4.9: The effect of frequency detection delay Td (ms) on frequency recov-

ery and active power supplied by the ES control during the rated
load disturbance, KES = 30

The Figs.4.9a and 4.9b show the consequences of having a frequency detec-
tion delay on the recovered frequency and the ES usage. According to Fig.4.9a,
when the delay is increased, the recovered frequency experiences more under
damped oscillations with larger initial oscillations. However, the time taken
for the frequency to settle at the final steady state is approximately the same.
Therefore, it can be concluded that the first order delay decreases the damp-
ing factor of the system for a fixed proportional gain KES. The reason for the
appearance of oscillations can be explained as follows.

A delay in the detected frequency delays the detection of crossing the frequency
threshold. During this delay, the actual frequency drops further. Therefore, the
ES supplies power trying to catch up. During this time, due to the supplied en-
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ergy, the frequency reduces its drop rate down to zero. Yet, the ES still supplies
power. During the next phase, the frequency starts to rise due to extra energy.
After realising this, the ES reduces the supplied power during which time, the
frequency stops rising and starts decreasing again but to a lesser extent creating
exponentially damped oscillations in the frequency response. This scenario is
illustrated in zoomed images of Figs.4.9a and 4.9b.

This phenomenon can also be viewed in a different perspective. The oscillations
occur due to the high rate of injecting energy (i.e. injected power) proportional
to the frequency drop. If the constant of proportionality KES is decreased, one
might be able to reduce the oscillations. Therefore, when the frequency detec-
tion delay is increased, KES needs to be limited to mitigate frequency oscilla-
tions. In extreme cases where KES is too high, the ES may switch on and off
rapidly. On the other hand, understandably, the maximum frequency drop in
the recovered frequency increases with increased frequency detection delay as
shown in Fig.4.10d. This may be of concern that a larger initial frequency dip
crossing 47.5 Hz may start load-shedding, hence, reducing the effectiveness of
the frequency support technique.

In Fig.4.10a, the peak active power response from the ES is seen to be increasing
with respect to the time delay. Due to the exponential damping of the frequency
oscillations, the initial peak active power is significantly high. Moreover, the
damped oscillations in the frequency and the active power supplied has a cou-
pled effect on each other (P = τω = KESδω.ω

2π ). The energy supplied during
the frequency oscillations aids in damping the frequency oscillations, while the
frequency triggers the ES to supply active power demand.

Another important characteristic measure of the ES control system is the total
energy supplied during the frequency support period (the period during which
the frequency falls below the threshold). The integrated power over the time
of the load disturbance transient, calculated for various frequency detection de-
lays are shown in Fig.4.10b. As seen in the figure, the time delay has a negligible
effect on the total energy supplied. In fact, with increasing time delay, the total
energy spent decreases slightly.

This result can be explained with the peak active power supplied and the time
taken for ES control to bring the system above the threshold. According to
the results, longer frequency detection delays were found to be associated with
larger initial peaks and shorter settling times. This means that the frequency
recovery is over assisted as a result of the frequency oscillations; thus, is able to
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(a) Peak active power (b) Total energy injected

(c) ES active time (d) Maximum initial frequency drop
Figure 4.10: ES usage with different frequency detection delays Td (for the

rated load disturbance, KES = 30)

achieve the threshold with a subsequently shorter time, resulting in a marginal
reduction in total energy supplied. Also, the ES active times of delivering active
power support are relatively consistent under increasing detection delays as
can be seen in Fig.4.10c.

4.3.2 Effects of Steady State Ripple of Frequency Detection

The steady state response of the detected frequency contains a ripple as a resid-
ual of the harmonics present in the input voltage signal. The amplitude of this
ripple directly affects how the ES is used during the frequency recovery. This
section will investigate the possible impacts of the ripple on the frequency re-
sponse, in addition to the peak power and the total energy required from the
ES.

In Chapter 3, the 3 phase voltage generated in the experimental weak grid was
shown to prominently consist of the 5th, 7th and the negative 5th harmonics of
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the fundamental 50 Hz. The effects of harmonic distortion is present in almost
all frequency detection methods as a residual ripple at the steady state. Fre-
quency mixing occurring in most frequency detection techniques contributes
towards this ripple. This especially creates a double frequency component of
the fundamental. In order to eliminate the double frequency component a fil-
tering technique is usually employed. The main task of the filtering is to extract
the fundamental (50 Hz), while attenuating other remaining components.

In order to keep this section generic, the ripple frequency was assumed to be
100 Hz for this application as it is the most common occurrence in frequency
estimation techniques [6, 55]. Higher ripple frequencies are usually attenuated
by frequency detection techniques and their effects will be further attenuated
by current controllers later used in the ES control system. In general, ripple
is expected to switch the ES control on and off at the ripple frequency, but the
extent of this switching is determined by the ripple amplitude. Thus, the key
parameter considered in superimposing the ripple is the ripple amplitude. The
modified frequency signal is fed into the ES controller. Fig.4.11 shows the fre-
quency response for varying ripple amplitudes. Due to the ripple, the ES first
switch-on frequency value has not changed, but the final switch-off frequency
value has increased by the amount of ripple amplitude. That is, in the pres-
ence of harmonics the ES helps the engine above the threshold and has much
smoother transfer indicated by the smaller frequency overshoot of the power
system. As a result of this, the settling times are increased with the increas-
ing ripple amplitude as well. However, note that in doing so, the ES system
switches on and off frequently (at the frequency of the ripple). This also as-
sumes that the ES can supply energy instantaneously.

The peak active power, the total energy spent, the time period of ES support
were plotted against the ripple amplitude in Fig.4.12. Fig.4.12a shows that the
peak active power increases linearly with increasing ripple amplitude. Figs.4.12b
and 4.12c show that the total energy spent and the total time for recovery in-
creases exponentially with increasing ripple amplitude. All of this suggest that,
increasing ripple amplitude increases energy and power requirements of the
ES. Taking all these into account, one can conclude that the increasing ripple
requires larger ES and converters, but may provide smoother but longer fre-
quency responses due to sustained oscillations at the 49 Hz threshold.

Further, the ripple in the detected frequency will toggle the supply, whenever
the ripple superimposed on the signal crosses the frequency threshold. The
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Figure 4.11: Frequency recovered for various ripple amplitudes (rated load,
KES = 30)

amount of power delivered may depend upon the instant and the rate at which
the frequency crosses the threshold. Therefore, it is possible that the peak power
and the energy injected, to depend on the phase angle of the ripple. With this
in mind, the next simulation study was carried out by switching the ES by a
frequency signal with a ripple of constant amplitude of 0.25 Hz, but varying
the phase angle. The observations made are shown in Fig.4.13.

The results presented show that the phase angle of the ripple at the point of
trigger has no significant effect on both peak power supplied and the total en-
ergy injected as shown in Figs.4.13a and 4.13b. This is further supported by
the ES active times shown in Fig.4.13c that have taken approximately the same
amount of time for the frequency to reach steady state.

A study on effects of the frequency detection on the proposed ES control was
carried out to identify specific requirements for frequency detection techniques
suitable for independent ES control. The results based on the transient de-
lay strongly suggest that a small delay results in efficient ES usage and better
frequency recovery, while the results from the steady state ripple insist that a
larger amplitude of the ripple requires more energy and power from the ES.

Therefore, it can be concluded that the candidate frequency detection technique
has to be capable of,

• Fast transient response to minimise oscillations in the frequency recovery,
in terms of magnitude and the frequency of occurrence.

• Less ripple amplitude for smaller energy and power requirements of the
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(a) Peak active power (b) Total energy injected

(c) ES active time
Figure 4.12: ES usage when the ideal frequency signal is superimposed by a

100 Hz ripple of varying amplitudes (for rated load disturbance
and KES = 30)

storage.

Referring back to Fig.4.10a, one can see that the peak power nearly doubles
beyond a frequency detection delay of 50 ms. Hence, for this application, one
would consider 50 ms as the transient response requirement. A longer delay in-
advertently requires one to financially invest more for a larger power converter
as well.

The discussion on the ripple amplitude suggests that even though it is theoret-
ically possible to allow for ripple to be as large as 1 Hz (more than 1 Hz would
never switch ES control off), one would want to keep the size of the power con-
verter to a minimum. Hence, 0.5 Hz was taken as the requirement considering
that using a 50 ms frequency detection delay would double the size of the units
already.

After consulting various possible frequency detection techniques in Chapter 5
for optimum transient and steady state responses, a Double Second Order Gen-
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(a) Peak active power (b) Total energy injected

(c) ES active time
Figure 4.13: ES usage when switch-on occurs on different phase angle posi-

tions with rippled frequency input of 0.25 Hz (for rated load dis-
turbance and KES = 30)

eralised Integrator based Frequency Locked Loop (DSOGI-FLL) was concluded
to be the best technique to be used in independent ES control for frequency sta-
bility improvement in a weak grid. The selected optimum DSOGI-FLL with its
tuning parameter Γ = 125 settles within 40 ms and has a ripple amplitude of
≤ 0.2 Hz for the given harmonic content. Further details of the decision pro-
cess of selecting and optimising the DSOGI-FLL can be found in section 5.5 in
Chapter 5.

4.4 The Energy Storage Control System With Fre-

quency Detection

In the previous section, the frequency detection in general was represented as
a first order lag. However, a detailed analysis to identify the best frequency
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detection technique was carried out in chapter 5 of this thesis. This analysis
concluded that the DSOGI-FLL based frequency detection is the most suitable
method to estimate the frequency and it was understood that the frequency de-
tection time lag must be represented as a second order transfer function for the
DSOGI-FLL used in this work. This is explained fully in the section 5.5 in chap-
ter 5. An LTI approximation of the DSOGI-FLL can be performed to analyse
the stability by means of a simplified system and to validate the feasibility of
the independent control of the ES by tuning the parameters prior to application
on the grid. This section contains validating studies performed based on the
approximation with the corresponding electrical system.

The approximated DSOGI-FLL system equation derived in section 5.5 in chap-
ter 5 is given in (4.4.1),

GDSOGI(s) =
1

s2 + 183.5s + 23.69× 103 (4.4.1)

It is necessary to validate the DSOGI-FLL approximation further by including
it in the main ES control system. In order to do so, two systems were consid-
ered in the following discussion. System 1 generates a 3-phase voltage signal at
the frequency of the generator and is distorted with harmonics found in the ex-
perimental voltage (as listed in 3.2). This will then be input to the DSOGI-FLL.
The DSOGI-FLL detects the frequency deviation occurring due to the load dis-
turbance and the resultant detected frequency signal becomes the input to the
ES control. The ES control then injects the necessary active power as a torque
equivalent at the PCC, thereby recovering the frequency change. A schematic of
the system 1 is shown in Fig.4.14a. System 2 in Fig.4.14b replaces the DSOGI-
FLL of System 1 with the approximated second order system, while keeping
other control blocks the same with the properties defined in the previous sec-
tion.

The two systems described above were simulated under different load distur-
bances. Fig.4.15 presents the respective frequency responses for varying step
load disturbances. The frequency response of the ES control with the second
order approximation of the DSOGI-FLL follows that of the ES control with the
actual DSOGI-FLL well for different load conditions. This confirms the viabil-
ity of using a second order approximation in the control system to represent the
corresponding effects of frequency detection by a DSOGI-FLL.
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(a) System 1: Partially electrical system

(b) System 2: LTI equivalent
Figure 4.14: The partially electrical system with DSOGI-FLL and its control

system approximation
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(a) 100% rated load (b) 75% rated load

(c) 50 % rated load (d) 25% rated load
Figure 4.15: Validation of the control systems approximation of the partially

electrical system with DSOGI-FLL (Γ = 125), for different load
disturbances (KES = 30)

4.5 Validation of The ES Control in a Simulated Electrical

Grid

In the previous section, the approximation of the non-ideal ES control with the
DSOGI-FLL, with an ideal 3 phase voltage source was validated. In this section,
more non ideal conditions that affect the ES control in a real world application
are investigated using more non ideal electrical components in the system. The
approximated system is also tested for its validity for control and tuning pur-
poses. The following non ideal properties that are mainly associated with weak
electrical grids are to be considered.

• Application of electrical loads (only resistive loads were considered in this
thesis),

• Effects of source impedance,

• The generator automatic voltage regulator (AVR) response,
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• The power conversion delays associated with vector control.

As the first step, the load torque will be replaced by an equivalent resistive
load. This load was connected to the 3 phase grid model developed in Chap-
ter 3. The details of adding the 3 phase resistive load, calculation of power
consumed in each phase, the total power consumption, hence, obtaining the
equivalent torque as discussed in Chapter 3. Due to the pulsating nature of the
load power and the dependence on the engine speed, the load torque now con-
tains small variations in time, compared to a ideal step load torque. The load
torque calculated is also fed into the approximated system in order to make an
unbiased comparison. At this point, the voltage waveform includes the effects
of the AVR and the source impedance described in Chapter 3.

In the presence of source inductance, the voltage experiences a sudden dip
when a load disturbance occurs, since the current through the inductor can-
not increase instantaneously. The sudden transient only lasts less than a cycle
as was observed in the experimental weak grid studied in chapter 3. However,
when the PCC voltage with the voltage glitch is processed through the DSOGI-
FLL, an initial erroneous frequency dip occurs in the estimated frequency. This
can falsely switch the ES control on and supply active power inaccurately. A
detailed discussion on this is presented in section 5.7 in chapter 5, including a
remedial method. A hybrid filter was used to mitigate the spurious frequency
dip by means of combining a slow and a fast filter. Its effect can essentially be
considered as equivalent to the effect of a fast filter, which can be represented
as a first order transfer function with a time constant of 1 ms given in (4.5.1).

Fs(s) =
1

0.001s + 1
(4.5.1)

The block diagrams of the electrical system and the approximated system with
the modified elements are shown in Fig. 4.16.

The two systems are then simulated using a DSOGI-FLL with Γ = 125 for rated
load disturbance and ES control gain KES = 30. The frequency recovery ob-
tained by the electrical system and the approximated system are presented in
Fig.4.17. The consistency in the performances of the two systems can be ap-
preciated; hence, it can be concluded that the non-ideal parameters have been
modelled in the approximated system appropriately.
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(a) System 1: Partially Electrical System

(b) System 2: LTI equivalent
Figure 4.16: Block diagram of the electrical system complete with AVR source

impedance and DSOGI-FLL along with the system

4.6 The Complete System With Current Injection

Up to now, the proposed ES control was tested with the assumption that the
ES is supplying a torque equivalent of the required active power support at the
PCC. In reality, the ES is connected to the PCC via a DC/AC converter that is
synchronised with the 3-phase voltage at the PCC. The inclusion of this power
conversion in the electrical system and its equivalent approximated control sys-
tem will be discussed in this section.

4.6.1 The Complete Electrical System

The active power requirement needs to be supplied through a DC/AC inverter,
because the ES is usually a DC battery. Due to internal resistance and depen-
dence on the state of charge, the battery voltage changes in short term and
in long term respectively, when drawing current from the battery. Hence, in
the most common configurations, the battery is connected to a DC bus via a
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Figure 4.17: Frequency recovered by the ES control : In the electrical system
(blue), and in the approximated system (red), (rated load, KES =
30

DC/DC converter. The DC/DC converter attempts to keep the DC bus at a
respecified voltage by drawing current from the battery at the varying battery
voltage. The DC bus is then connected to the 3 phase PCC via a DC/AC con-
verter. This configuration allows the energy to flow both ways as required in
this application. Both DC/DC and DC/AC converters are PWM controllers
that switch at frequencies typically above 10 kHz.

In order to include the DC/DC and DC/AC converters by a simple model, a
current controller (a current source inverter) was selected to inject power at the
PCC. Since frequency support is the theme of this study, the converter was set
to supply only active power. The required active power was injected as a d-axis
current assuming that the required q-axis current is zero. The required d-axis
current can be calculated using (4.6.1);

Id =
2π fDSOGI TES

Vd
(4.6.1)

where Id and Vd are the d-axis current required and the d-axis voltage at the
PCC, fDSOGI is the frequency measured from the PCC voltage.

The d-axis voltage Vd is calculated by the Park-transformation using the phase
of the 3-phase voltage estimated by the DSOGI-FLL as detailed in chapter 5.
Once the required current Id is calculated, the per-phase currents are deter-
mined by the inverse Park-transformation using the same technique. The re-
sultant current is directly injected at the PCC.
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Typically, power converters, incur a relatively small delay both due to micro-
processing and due to the control strategy. In chapter 6, the total delay of the
power injection was identified as approximately 11 ms, from the experiments.
This was accomplished by comparing the required power and the actual power
delivered at the PCC. Hence, a delay of 11 ms was included as a first order lag
to model the total delay including the vector control response between the ES
and the PCC, as given in (4.6.2).

Vs(s) =
1

Tvs + 1
(4.6.2)

where Tv is the total delay between the ES and the PCC including the vector
control delay. The complete electrical diagram of the weak-grid supported by
the ES is shown in Fig.4.18.
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4.6.2 The Complete Control Approximation

The complete electrical system has introduced many non-linear components in
to the system. This includes the d-axis voltage determination, the active power
calculation, the d-axis current calculation and the 3-phase current injection. At
each point, the control system depends non-linearly on both instantaneous volt-
age and instantaneous frequency rendering them rather difficult to model.

While keeping the power conversion delay as a first order lag of 11 ms in the
system, the other effects are lumped together as an unknown pole-zero pair. In
order to determine the pole-zero pair, the equivalent load torque of the load
power in the electrical system was fed into the approximated system with the
pole-zero pair Tbs+1

Tcs+1 placed before supplying the ES torque (TES) to the grid. By
using a regression analysis, the torque equivalent of the injected power of the
electrical system was matched with TES of the approximated system after the
pole-zero pair. The resulting Tb, Tc was found to be Tb = 0.0264 s and Tc =

0.114 s.

The pole-zero pair determined this way is only valid for the specified impedance
at the PCC, and the AVR of the generator. Even though these are characteristics
of the host grid, they can be determined by an automated regression analysis as
mentioned above to obtain an equivalent lumped LTI system transfer function.
Therefore, this does not necessarily reduce the plug-and-play capabilities of the
proposed ES control.

The final approximated control system is shown in Fig.4.19.
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4.6.3 A Comparison Between The Approximated & The Elec-

trical Systems

The electrical system and the approximated system were simulated with an ES
control gain KES = 30. The resulting frequency responses of both systems are
shown in Fig.4.20 for rated and half-rated load conditions.

(a) Rated load (b) Half rated load
Figure 4.20: Frequency recovery using the complete approximated system

(red) and the electrical system (blue) for rated and half rated loads
(KES = 30)

From the results, one can see that the pattern of the frequency recovery un-
der both load conditions are almost equal. Most importantly, the exponential
damping of the rapid initial oscillations are the same, which is essential for con-
trol system analysis.

4.7 The Stability Analysis of The Proposed ES Con-

trol System

In the past sections, the complete control system was developed step by step.
The complete control approximation system was illustrated in Fig.4.19. A sta-
bility study of the proposed ES control technique and a subsequent study on
the tuning of the key parameters of the control system will be carried out in
this section.

The stability of the system is one of the key factors that define the limitations
of the system. Such an analysis reveals the parameters on which the stability of
the system depends on, and their respective influence on the dynamic response.
To do so, a root locus analysis was conducted considering the approximated
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control system.

First, consider the approximated control system as two subsystems as shown
in Fig.4.21. The inner loop subsystem consists of the generator and the ES feed
back, whereas the outer loop subsystem includes the speed regulation in ad-
dition to the inner loop subsystem. Understandably, the inner control loop is
faster than the outer loop so that the inner loop can deliver the desired quick
frequency recovery. Therefore, the stability margin of the inner loop may be-
come a deterministic factor of the stability margin of the overall system.

Figure 4.21: The complete approximated system showing the two major sub-
systems boxed

The forward control path and the feedback control path of the inner loop can
be derived as given in (4.7.1) and (4.7.2).

ω(s) =
1
Js
(TEN(s)− TES(s)) (4.7.1)

TES(s) =
KES

2π

(
ω2

n
s2 + 2ζωn + ω2

n

)(
Tbs + 1
Tcs + 1

)(
1

Tvs + 1

)(
1

0.001s + 1

)
(4.7.2)

The root locus of the inner loop for the open loop transfer function of ω(s)
TEN(s)

is shown in Fig.4.22. The two complex poles in the inner loop belong to the
DSOGI-FLL. The most dominant poles start from the lumped pole and the pole
at the origin belonging to the generator, as shown in Fig.4.22. Yet, the positions
of the dominant poles crossing the imaginary axis are dependent on the location
of the complex poles of the DSOGI-FLL.

The branches cross to the positive half of the real axis at Gain ≈ 70. Revisiting
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Figure 4.22: The root locus of the generator and the ES controller

the open loop transfer functions given in (4.7.1) and (4.7.2), one can see that the
Gain in the loop, directly corresponds to the proportional gain KES of the ES
control. This means specifically that the stability margin for the overall system
can be defined using the proportional gain KES.

Now consider the overall system transfer function, including the PI speed gov-
ernor and the engine transfer function.

TEN(s) =
Kp

s

(
s +

Ki

Kp

)(
a

1 + a

) (
ωre f −ω(s)

)
(4.7.3)

To acknowledge the above findings regarding the proportional gain KES at the
stability margin, the root locus depicting the closed loop response of the overall
system was considered as shown in Fig.4.23, for when KES = 70, i.e. KES cor-
responding to the stability margin of the inner loop. In the root locus shown in
Fig.4.23, the system is not unconditionally stable as some of its branches cross
over to the right half of the real plane.

If the root locus is drawn for when KES = 60 as shown in Fig.4.24, one can
clearly see that the latter is marginally and conditionally stable. Hence, one can
obtain the stability criterion for the overall system as KES < 60.

The recovered frequency obtained using the approximated system for different
KES values can be used to further validate the point. The Fig.4.25 shows fre-
quency recovery responses carried out for a rated load disturbance for KES =

60, 70 . The frequency recovery for a KES that satisfies the above stability crite-
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Figure 4.23: The root locus of the complete system including the governor and
the ES control (KES = 70)

ria shows an exponential damping in the frequency oscillations, which corrob-
orates with the proposed ES control design. On the contrary, when marginally
unstable i.e. KES = 70, the recovered frequency experiences sustained oscil-
lations throughout the period the ES support is active. Seeing that, one can
deduce that the sustained yet converging oscillations are a result of the non-
linear switching of the ES. Moreover, this means that even when the stability
margin is violated, the ES can supply energy to constrain the power frequency
within the limits.

In an approximated system such stipulation may be acceptable; however, it
may not be the case in a practical grid where an unstable gain in the connected
ES control can produce voltages and currents that can jeopardize the normal
operation of the grid. Therefore, it is necessary to test whether the same stability
criteria can be applied in a non-ideal weak grid with ES support.

In addition, to find out any direct dependences of KES on power system param-
eters, the closed loop transfer function of the inner loop was considered. From
the inner loop system, one can write the characteristic equation as,

s(0.001s + 1)(Tvs + 1)(Tcs + 1)(s2 + 2ζωns + ω2
n) +

KESω2
n

2π J
(Tbs + 1) = 0

(4.7.4)

Thus, at the stability margin, the factor KES/(2π J) will have a specific value
depending on all other parameters ωn, ζ, Tv, Tc, Tb. Out of these parameters,
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Figure 4.24: The root locus of the Complete system including the governor and
the ES control (KES = 60)

(a) KES = 60 (b) KES = 70
Figure 4.25: Stability of the approximated system: Observed in the frequency

recovery for KES = 60, 70

ωn, ζ depends on the frequency detection technique, Tv depends on the vector
control, and Tc, Tb depend on the electrical impedance and AVR effects in the
system. When these parameters are fixed, KES is directly proportional to sys-
tem inertia J. That is, a system with higher inertia would let one use higher
proportional gain KES for the ES controller.

4.7.1 Stability Analysis of The Proposed ES Control: Non-ideal

Electrical Grid

Having demonstrated the stability criterion for the proposed ES control using
the approximated system, the same criteria is now checked against a practical
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weak grid. The response of the frequency recovery was observed for different
KES using the complete weak electrical grid model shown in Fig.4.26.

(a) KES = 30 (b) KES = 40

(c) KES = 50 (d) KES = 60
Figure 4.26: Stability of the electrical system: Observed in the frequency recov-

ery for KES = 30, 40, 50, 60

The results presented in Fig.4.26 show that the stability criterion defined for the
approximated system is still valid for the ES control in the simulated weak grid,
which shows instability at KES ≈ 60. The frequency recovery corresponding to
KES = 60 in Fig.4.26d shows how the instability is manifested in the frequency
in a practical situation. The prevalence of such oscillations will result in a sim-
ilar oscillatory speed response in the prime-mover. On the other hand, this
means the rapid connection and disconnection of the ES. An analysis based on
the hybrid system theory may benefit in understanding the stability of the ES
control in detail. However, such an analysis is out of the scope of this work;
thus, may be suggested as future work.

The effect of larger KES can also be observed from the voltage at the PCC, when
the ES is activated during a load disturbance. The voltage at the PCC when
the ES control is active for different KES are shown in Fig.4.27. For smaller KES

(i.e. more stable) the voltage at the PCC has been improved during the load
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transient by not allowing the frequency to fall too low so that the AVR does
not modify the voltage drastically. (See Fig.3.3 for the VPCC without ES support
during the rated load disturbance). Nevertheless, VPCC under unstable condi-
tions as shown in Fig.4.26d, becomes unbalanced in the three phases and con-
tains a high harmonic content. Therein lies the answer to the decreased stability
observed for the electrical system. Because the signal gets distorted, the load
torque gets distorted and hence the frequency. It can be further explained by
the current injected from the ES and the d-axis current injected to the grid. The
corresponding results are presented in Figs.4.28 and 4.29. As can be seen, the
peak current increases slightly with increasing KES, except when KES increases
from 50 to 60 resulting in a significant increase of current to a value over 40A.
Hence, for KES = 60, the peak current of 40 A results in a peak power injection
of 9.2 kW, which is higher than the power capability of the prime mover used
in the study.

(a) KES = 30 (b) KES = 40

(c) KES = 50 (d) KES = 60
Figure 4.27: Stability of the electrical system: Observed in the 3-phase voltage

at the PCC for KES = 30, 40, 50, 60

The reason is that, up to now in this simulation study, no restriction has been
placed upon the amount of current (or power) that can be injected. In practice,
the current is naturally limited by the power converter used. Nonetheless, it
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(a) KES = 30 (b) KES = 40

(c) KES = 50 (d) KES = 60
Figure 4.28: Stability of the electrical system: Observed in the 3-phase current

supplied by the ES at the PCC for KES = 30, 40, 50, 60

should not provide more power than the prime mover itself. Imposing these
restrictions are being discussed later. In conclusion, it can be said that even
though the power frequency converges both in the approximated system and in
the electrical system, KES value should be kept well below the stability margin.

4.8 Simulated Results

The analysis presented in this section is dedicated to appreciate the robustness
of the proposed ES control in frequency stabilisation in a weak grid. The value
of the proportional gain KES was chosen to be 30 for the simulation studies.
Using the complete weak grid with ES support, the following simulations were
conducted to observe the frequency.

• Loading of the rated and 50% rated load

• Shedding of the rated and 50% rated load

91



CHAPTER 4: FREQUENCY STABILISATION IN WEAK GRIDS USING
INDEPENDENT ENERGY STORAGE

(a) KES = 30 (b) KES = 40

(c) KES = 50 (d) KES = 60
Figure 4.29: Stability of the electrical system: Observed in the d-axis current

extracted from the grid at the PCC for KES = 30, 40, 50, 60

In addition to the frequency response, the relevant 3 phase voltages and cur-
rents at the PCC and the active power injected by the ES are also studied for
each case.

4.8.1 Performance of the ES Control During Loading

The Fig.4.30 illustrates the improvements in frequency recovery using the pro-
posed technique. To appreciate this, the results are presented with the fre-
quency response in the absence of the proposed technique. When there is no
ES support, the frequency drops drastically and reaches a level less than 40 Hz
for a rated-load disturbance, warranting disconnection of the DG unit from the
main utility according to the grid code [13, 89]. Comparatively, the frequency
for a half-rated load, falls to a level less severe; yet, well out of the normal op-
erational limits. When the new ES control was applied, the frequency refrains
from falling to critical levels and settles within the set threshold within a few
seconds. With the proposed method, the frequency during worst case load dis-
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turbance i.e. rated, was recovered above 48 Hz within half a second, and the
overall frequency was regained within the 1 Hz limit in 4 s.

(a) rated load (b) 50% rated load
Figure 4.30: The frequency response with and without ES support for different

load disturbances at t = 1 s (KES = 30)

The effect of the frequency recovery is also reflected on the voltage at the PCC.
Fig.4.31 shows how the voltage is affected during the rated and the half rated
load disturbances respectively. The effects of the AVR response is visible in the
voltage at the PCC, which follows the shape of the frequency response as soon
as the frequency falls below 48Hz as seen in Figs.4.31a and 4.31c. This response
has been significantly improved by the ES support as can be seen in Figs.4.31b
and 4.31d, understandably, due to the respective improvement in frequency.

The 3-phase current supplemented at the PCC by the ES control is shown in
Fig.4.32. When there is a rated load disturbance, the maximum current that has
to be injected was around 20 A, for the system under test and this was halved
when the half rated load was applied. As the amount of power required gets
halved, the required current also is halved, since the PCC voltage does not vary
much. The triangular shape of the current waveforms corroborates with the
concept of the ES support, which starts injecting at the required current and
slowly passing the control over to the governor by decreasing linearly until the
frequency reaches the threshold. The ES in this case completely hands over the
control within 4 s and 2 s from the occurrence of the disturbance for rated and
half rated loads respectively. In particular, these properties show the consis-
tency and robustness of the ES support for different load conditions. A similar
behaviour can be observed in the discharging ES current i.e. the d-axis current
shown in Fig.4.33.

Having studied the electrical parameters, it is worthwhile looking at the changes
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(a) rated load without ES support (b) rated load with ES support

(c) half rated load without ES support (d) half rated load with ES support
Figure 4.31: 3 phase voltage at the PCC with and without ES control during

rated and half rated load disturbances a t = 1s),(KES = 30)

taking place in the electro-mechanical relationship of the synchronous gener-
ator subsequent to the ES support. This area can be explored by observing
the engine torque and the total torque seen at the generator, both when active
power support is available and when it is not available.

The engine torque increases gradually with the ES support as shown in Fig.4.34
as opposed to the rapid increase in the engine torque in the absence of the ES
support. As shown in Fig.4.35, the generator suffers a rapid oscillatory response
in the rotor due to the initial response of the ES, occurring as a result of associ-
ated delays in energy injection. Yet, these oscillatory variations in torque occur
for less than a quarter of a second compared to the significant acceleration and
deceleration torques occurring for a couple of seconds when there is no ES sup-
port. Further, the synchronous generator model used in the simulated weak
grid was designed as a worst case representation by avoiding rotor losses and
frictional damping that are usually present in practice. Therefore, a further
damping of these oscillations can be expected in practical circumstances, which

94



CHAPTER 4: FREQUENCY STABILISATION IN WEAK GRIDS USING
INDEPENDENT ENERGY STORAGE

(a) rated load (b) 50% rated load
Figure 4.32: The 3 phase current supplied by the ES at the PCC during different

load disturbances at t = 1 s (KES = 30)

(a) rated load (b) 50% rated load
Figure 4.33: d-axis current injected by the ES at the PCC during different load

disturbances at t = 1 s (KES = 30)

might also provide additional stability.

4.8.2 Performance of The ES Control During Load Shedding

Following the approach taken in the previous section, load shedding effects are
to be observed in this section for rated and half-rated load disturbances. An
upper frequency threshold of 51 Hz was used to adapt to the over-frequency
variation. While this only affects the switching of the ES, the rest of the config-
uration was kept the same. Also, it is important to note that that, bi-directional
power flows were assumed to direct current from the grid to the ES via the
current controller and charge the ES, mitigating the load shedding effects on
the frequency. Therefore, during load shedding the power system is able to
maintain an equal and opposite response in frequency, compared to that dur-
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(a) rated load (b) 50% rated load
Figure 4.34: The torque supplied by the engine during load disturbances at

t = 1 s),KES = 30

(a) rated load (b) 50% rated load
Figure 4.35: The torque seen at the generator during different load distur-

bances at t = 1 s),KES = 30

ing loading as shown in Fig.4.36.

Even though the frequency response was the equal and opposite for both load-
ing and shedding, the voltage observed at the PCC behaves differently. Accord-
ing to Fig.4.37, there is no significant improvement in the voltage due to the ES
support. In fact, the voltage waveforms have worsened slightly during load
shedding. In a typical electrical grid, the frequency regulation is coupled with
active power, whereas the voltage regulation is coupled with reactive power.
The proposed ES control only supplies active power; thus can only be expected
to aid in the frequency recovery. In other words, if the grid was provided with
reactive power support at the same time during load shedding, the voltage at
the PCC might have been improved. Such investigation can be noted down as
a suggestion for future work.

As the ES absorbs the surplus power that needs to be utilised, the current flow
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(a) rated load (b) half rated load
Figure 4.36: The frequency response with and without ES support for load

shedding at t = 5s when (KES = 30)

to the ES gets reversed (i.e. ES is charging), as shown in Fig.4.38, thereby pre-
venting the frequency from rising above the upper threshold. The 3-phase ES
currents are shown in Fig.4.39.

The mechanical response of the synchronous generator during load shedding
mirrors that was observed during loading. For instance, as shown in Fig.4.40,
with the ES support the engine torque decreases gradually. The rapid initial
oscillations are present in the net generator torque as shown in Fig.4.41, analo-
gous to the effects of loading.

4.9 Effect of The Current Limits

Up to now, the ES was assumed to be of the same size as the synchronous gener-
ator. Also, there has been no imposed limit on the maximum current the ES can
supply. However, in a practical situation, the size of the ES is a deterministic
factor as to how well the frequency can be recovered.

In this step, limits are imposed on the current, hence on the peak power to repli-
cate real world limitations. The maximum ES current will be limited either by
the maximum battery current or by the maximum converter current. The Li-ion
battery ES available in the Flexelec laboratory at the University of Nottingham
was taken as an illustration. The maximum ES current was limited at ±25A
at a battery terminal voltage of 350 V, hence the equivalent d-axis current was
limited at ±27 A (Vd = 325 V) in the simulation. The d-axis current was calcu-
lated using the battery voltage and the d-axis voltage. The frequency recovery,
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(a) rated load without ES support (b) rated load with ES support

(c) half rated load without ES support (d) half rated load with ES support
Figure 4.37: 3phase voltage at the PCC during load shedding at t = 5s, (KES =

30)

and the d-axis current injected are shown in Figs.4.42 and 4.43.

With saturation, one can see that injected d-axis current is curtailed at 27 A in
Fig.4.43, whereas in the case with no saturation limits, the current goes up to
38 A. When the load was halved, systems with both with and without satura-
tion limits produce a current of about 19 A. For the smaller load, the current
required is well within the limitations and is not affected by the saturation lim-
its.

The current injection for two frequency responses presented in Fig.4.43 for rated
and half rated load disturbances respectively confirm that the current limitation
affects only the rated load. Since the ES current is curtailed at the maximum,
the naturally exponentially damped fluctuations in the frequency is dampened
further by the saturation limit after the first oscillation. This in fact is a positive
effect that effectively withholds gain KES temporarily for larger loads, stabilis-
ing the system. When the maximum output power does not reach the limits,
frequency recovery is unaffected.
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(a) rated load (b) 50% rated load
Figure 4.38: The d-axis current absorbed by the ES at the PCC during load

shedding at t = 5 s, (KES = 30)

(a) rated load (b) 50% rated load
Figure 4.39: The 3 phase current absorbed by the ES at the PCC during load

shedding at t = 5 s, (KES = 30)

(a) rated load (b) 50% rated load
Figure 4.40: The engine torque released by the engine during load shedding at

t = 5 s (KES = 30)
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(a) rated load (b) 50% rated load
Figure 4.41: Torque error seen at the generator during load shedding at t = 5s,

(KES = 30)

(a) rated load disturbance (b) 50 % rated load disturbance
Figure 4.42: The frequency response with and without saturation limits, for

different load disturbances at t = 4s (KES = 30)

(a) rated load (b) 50% rated load
Figure 4.43: The d-axis current supplied by the ES at the PCC during a load

disturbance at t = 4s, with and without current limits (KES = 30)
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In order to further observe the increase in stability with current limiting, the
frequency recovery for high proportional gains KES = 50, 60 for the current
limited and unlimited cases are shown in Fig.4.44.

(a) KES=50 (b) KES=60
Figure 4.44: The frequency response with and without saturation limits, for the

rated load disturbances at t = 4s for higher gain values of KES

According to Fig.4.44, the stability has clearly increased as one can now observe
the exponential damping of the initial oscillations, which is a characteristic of
a stable system. However, when KES = 60, which is the stability margin pre-
dicted from the control system analysis, in Fig.4.44b the frequency response at
the tail end just before reaching the threshold of 49 Hz, there is a slight build-
ing up of non converging oscillations. Therefore, one should still consider the
stability limit of KES < 60 for the system considered in the study.

4.10 Characterisation of The Proposed ES Control

Technique For Varying KES

The main parameter of the ES control as witnessed is the proportional gain
KES. Up to now KES has been a deterministic factor in stability, and it was
understood that for best frequency recovery KES needs to be as high as possible.
However, this is valid when there is no restriction on the size of the ES or the
rating of the power converter. In order to determine an optimum KES, a study
is now conducted to observe the power and energy usage when KES is varied.

The power rating of the ES corresponds to the maximum active power required
(PMAX (kW)), while the energy capacity corresponds to the total energy sup-
plied (Etotal (kJ)). Hence,the peak active power and the total energy spent were
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recorded for varying KES, while imposing a current limit of 27 A on the d-axis
current to perceive the size requirements.

As one can see in Fig.4.45a, PMAX increases when KES is increased, for both
rated and half rated load disturbances. For the rated load, the peak power
does not increase much with KES as the current limit affects the maximum
peak power. For the half-rated load, the peak power increases significantly for
smaller KES, but levels off for KES > 50 as a consequence of reducing frequency
drop. Nonetheless, one can select any power converter and limit the current
accordingly, while selecting a high KES below the stability margin.

(a) Maximum active power supplied (b) Total energy supplied

(c) Maximum frequency drop (d) Settling Time
Figure 4.45: ES performance against various KES, for rated and half rated loads

The size requirement of the ES can be determined from the total energy spent
in delivering the required frequency response. As shown in Fig.4.45b the to-
tal energy supplied increases with KES as expected. The total energy used has
a stronger dependence on KES as the capacity should increase by nearly 20%
when KES is increased from 30 to 70. Therefore, KES has to be determined ac-
cording to the available capacity of the ES.
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Consequently, higher KES produces lower initial frequency drops as displayed
in Fig.4.45c. Even though for higher KES, the initial peak power is limited at a
constant value, for higher KES, the ES provides energy longer at this high peak
power, reducing the actual frequency drop. The settling times, as shown in
Fig.4.45d increase with KES. When using higher KES, the frequency error seen
by the governor becomes slightly smaller, lengthening the time taken for the
governor to increase the engine torque up to the required torque.

In conclusion, in selecting a KES value, one must consider both the stability
margin and the energy capacity. If one has a large enough ES, KES should be as
high as possible without violating the stability margin to decrease the frequency
drop.

4.11 Conclusion

In a weak electrical grid, due to low inertia, frequency drops are eminent dur-
ing load disturbances. The slow dynamics of typical speed governors exac-
erbate the response and usually produce frequency responses outside of the
desired regulatory limits levied by the grid code. This situation may be disad-
vantageous to emerging distributed power generation, as failure to abide by the
frequency regulations of the main utility may result in islanding and cascading
disconnection of weak counterparts of the grid, causing undesirable blackouts.

As a solution, this research proposes a novel technique to independently con-
trol an ES, for the specific purpose of frequency stabilisation in weak electrical
grids. It was successfully achieved by employing power system frequency as
the key control input. In brief, the proposed technique compares the instan-
taneous power frequency with a set frequency threshold and as soon as the
frequency falls below this threshold, the ES is automatically activated. The re-
sultant frequency deficit proportionally actuates the ES to generate additional
active power required to restore the power frequency above the threshold.

In this way, a non-zero frequency error is maintained throughout the load dis-
turbance; thereby, not interfering with the power system’s usual speed govern-
ing, while supplementing active power. The prime mover (engine) experiences
a gradual torque increment compared to the rigorous action required without
ES support, as a combined result of the proposed ES control and speed gov-
erning. Once the power frequency reaches the threshold, the ES is deactivated
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and smoothly hands over the rest of the power frequency control to the speed
governor, meaning the prime mover continues to supply the added load de-
mand in steady state without further support. This indicates and assures the
rest of the grid that the DG is self sufficient to accommodate the new demand.
An equal and opposite scenario was also observed during load shedding. Us-
ing detected frequency completely eliminated the need for communication be-
tween the speed governor and the ES.

In a practical situation, detected frequency is associated with inevitable tran-
sient delays and steady state ripple. It was also revealed that a delay in fre-
quency detection causes an oscillatory response in the recovered power fre-
quency. On this basis, a smaller delay and a higher attenuation of the steady
state ripple were declared as desirable for the proposed technique. Such criteria
in frequency detection could be realised using a DSOGI-FLL.

To explore the properties of the new control technique, application of the ES
with the proposed method in a weak grid was approximated in the s-domain
using control systems analysis. The stability criteria for the proposed control
was derived using the complete approximated system, which implies that the
stability of the method depends on the inertia and the impedance of the power
system it is coupled with. In other words, a higher value of KES may be desired
for larger power systems.

The ES support was represented as a controlled current source, which injects
d-axis current in order to supply the additional active power as calculated by
the ES control. This simulated environment was used to examine and validate
frequency recovery in more practical situations.

The purpose of frequency recovery for both loading and load-shedding was
validated using the simulated electrical system. Consistent performance could
be observed for different load conditions. The proposed ES control was suc-
cessfully able to restore frequency within the ±1 Hz in 4s for the loading and
shedding of the rated load and in 2s for the half the rated load. The method was
successfully able to maintain the d-axis voltage, Vd nearly a constant, given that
no reactive power control is specified.

The investigation of power and energy usage showed that the choice of KES

depends on the power and energy rating of the ES, provided that the stability
margins are maintained.

A saturation limit on the current defines the maximum power injection possible

104



CHAPTER 4: FREQUENCY STABILISATION IN WEAK GRIDS USING
INDEPENDENT ENERGY STORAGE

under practical conditions. The simulated results suggest that having satura-
tion limits only affects the responses with respect to larger load disturbances,
which commands the ES current to exceed the nominal limits. This was found
to have a positive effect on the recovered frequency by further damping the
initial oscillatory response for larger loads.

Since the proposed method works by supplementing the active power, the most
significant improvement was seen in terms of frequency. While the frequency
following AVR effect on the PCC voltage was eased during loading, drawing
power at the PCC slightly disturbed the voltage during load shedding. Since
the voltage control is associated with reactive power, an analogues control tech-
nique may be suggested to control reactive power at the PCC as a future study.

On the whole, compared with the conventional governor controlled frequency
regulation, the proposed ES control technique was successfully able to deliver a
much better frequency regulation in a worst case weak grid, by independently
controlling an ES that uses detected frequency as the main control input and
trigger. The proposed technique improves the viability of weaker parts of the
grid, subsequently aiding in sustaining a safe and assured DG power supply in
places where the strong grid is unable to reach.

105



CHAPTER 5

Comparison of Methods For
Accurate Frequency Trend
Estimation Following Load

Transients in Weak Electrical Grids

5.1 Introduction

Estimating the frequency trend following a load disturbance accurately is of
utmost importance in the scope of this research, which proposes using energy
storage for frequency support in weak grids. The particular energy storage
control technique presented in Chapter 4 exploits the detected frequency sig-
nal as the main control input, thereby calling for unique frequency detection
requirements, as discussed in the section 4.3. In support of this, Chapter 5 in-
vestigates selected frequency detection techniques with the aim of discovering
the best suited method(s) for the energy storage control applied specifically to
weak electrical grids.

In this chapter, three candidate frequency detection methods were chosen for
comparison, from different technical backgrounds; namely, a phase locked loop
(PLL) based Synchronous Reference Frame PLL (SRF-PLL), a Discrete Fourier
Transform(DFT) based Generalised Modified DFT and an adaptive filtering
technique called Double Second-Order Generalised Integrator Frequency-Locked
Loop (DSOGI-FLL). The methods will be first investigated individually against
a set of specifications for frequency detection requirements derived specific to
weak grids. Then, the three methods will be compared on an unbiased criteria
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based on bandwidth-matching. After declaring suitable method(s) to be used
in the energy storage control strategy, a further optimisation technique to avoid
spurious frequency variations in the estimation due to abrupt changes in volt-
age will be presented. Then, the comparison of methods are validated using
experimentally acquired voltage data from the weak-grid facility presented in
Chapter 3. Finally, conclusions are drawn.

5.2 Classification of Requirements

In Chapter 3, a characteristic worst-case weak-grid scenario was developed.
There a typical voltage waveform generated in a weak grid with AVR effects
and a comparable source impedance was observed experimentally and was
replicated in a simulation environment. This sets the context for comparison
of frequency detection methods.

In order to optimise the frequency detection methods for this application, the
following required properties and boundaries in the context of operation can
be considered.

• Maximum frequency range

• Maximum rate of change of frequency (ROCOF)

• Required speed of convergence

• Required accuracy (relates to harmonic attenuation)

Hence, the discussion on frequency detection techniques will take the above
into account with respect to the weak-grid condition presented in Chapter 3
and the energy storage control proposed in Chapter 4.

5.2.1 Frequency Range and Maximum Rate of Change of Frequency

The frequency range corresponding to the worst-case load disturbance i.e. load-
ing and shedding of the rated load torque (see Fig.3.31 in chapter 3)sets the
maximum allowable range of frequency as 40Hz− 60Hz.

According to (3.3.11) in chapter 3 that relates ROCOF, system inertia and ap-
plied load, the maximum ROCOF can be calculated by considering the maxi-
mum possible load disturbance. In most cases this is equivalent to the power
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system rating which in the case of the practical system is 8kW. Therefore, the
maximum ROCOF value that the power system under study can experience for
rated loading is,

d f
dt

∣∣∣∣
max

= −86.23Hz/s (5.2.1)

The ROCOF detected using the frequency detection technique must not under-
estimate or over-estimate the ROCOF so that the rate of energy supply from the
energy storage is neither too low nor too high. If the detected ROCOF is too low,
the rate of energy supply will be too low and the recovery will be slow. On the
other hand, if it is too high, the rate of energy supply will be too high causing
oscillatory effects in the system. For the correct operation, it is acceptable to set
a ±15% bound on the ROCOF error. In order to cover a broader range of weak
grids, the maximum followable ROCOF was set to 100 Hz/s.

5.2.2 Requirements For Speed of Convergence

The proposed energy storage control aims to prevent the frequency from falling
below 49 Hz. This frequency level is reached at -86.23 Hz/s within 12 ms (as-
suming frequency was nominal before the disturbance). If this is to be detected
properly, the frequency detection method needs to settle in 12 ms to ensure an
accurate control signal is sent to the energy storage.

However, this is quite a challenging requirement to achieve using any frequency
detection method, as it is less than a full cycle length (20 ms). In addition, steady
state ripple that increases with decreasing settling time must be considered.
Therefore, a settling time range of 10 ms < tdelay < 50 ms (i.e. between 0.5 to 2.5
cycles) was defined, so that the steady state requirements can be met.

This requirement has also been discussed in the context of energy storage con-
trol in section 4.3. The transient delay needs to be minimised for effective en-
ergy storage control. Therefore, the aim is to find a settling time for each fre-
quency detection method such that it minimises the time delay, while meeting
the steady state requirement.
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5.2.3 Steady State Requirements

The harmonic contamination in the voltage at the PCC is mainly responsible for
the ripple on the steady state detected frequency. In addition, most of the fre-
quency detection methods, including PLLs, generate a double frequency com-
ponent of the fundamental, as a result of essential frequency mixing occurring
at the phase-detector stage [73, 83, 84]. Both these factors cause ripple in the
steady state frequency, which affect the accuracy (error in frequency detection)
of the estimation. The attenuation of such components depends on the band-
width and the high-frequency roll-off of the frequency detection system, factors
which also govern the settling time.

The measured worst-case voltage profile from the experimental system was
found to contain a total harmonic distortion of 6.07% of the fundamental. In
section 4.3.2 of chapter 4, the maximum allowable ripple content was discussed
with regard to the energy storage control. The ripple content was found to have
a lower effect than the transient delay, on the effective operation of the energy
storage. However, if the ripple amplitude is more than 0.5 Hz, the peak power,
the energy spent by the energy storage and the time taken to settle increase
significantly. Hence, the requirement for the accuracy at steady state may be
defined as ∆ f ≤ ±0.5Hz, where 2∆ f is the peak− peak steady state ripple.

The Table 5.1 presents an overall summary of frequency detection requirements.

Parameter Requirement
frequency 40Hz− 60Hz

ROCOFmax 100Hz/s
transient delay 10ms ≤ tdelay ≤ 50ms

accuracy ∆ f ≤ ±0.5Hz
Table 5.1: Frequency detection requirements for ES control

5.3 Synchronous-Reference-Frame Phase-Locked Loops

The most commonly used grid synchronisation technique in 3 phase power
converters is the synchronous-reference-frame Phase-locked loop (SRF-PLL) [6,
67]. The simplicity in design, application and tuning has made SRF-PLL a pop-
ular choice.

A diagram of a SRF-PLL is shown in Fig.5.1, which summarises the function
of phase-locking. As can be seen, conventionally the 3-phase input voltage
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signal is transformed in to d− q rotating reference frame, by employing Park’s
Transformation. If the rotating d− q axis is synchronised and aligned to the d-
axis, the q-axis voltage will be zero. Therefore, the q-component of the resulting
d − q axis voltage is considered the error signal, which is minimised by the
feedback loop. By doing so, the d-axis voltage will represent the amplitude of
the fundamental input voltage signal. The only modification required to obtain
the voltage signal amplitude is to reverse the scaling factor of 3/2 introduced
in the Park-Transformation.

Figure 5.1: The model of an SRF-PLL

In the following mathematical discussion, the input voltage is assumed to be
normalised, so that the amplitude of each phase is unity. The open-loop transfer
function can be written using estimated θ′ as,

GOL(s) =
θ′

Vq
=

(
Kp +

Ki

s

)
1
s

(5.3.1)

Hence, the closed-loop phase transfer functions,

Gθ(s) =
θ′

θ
=

Kps + Ki

s2 + Kps + Ki
(5.3.2)

Since θ′ = ω′
s and θ = ω

s , the closed-loop frequency transfer function is also
the same as (5.3.2) , from which the second-order characteristic equation can be
derived,

s2 + Kps + Ki = 0 (5.3.3)

By equating coefficients with a characteristic second-order system of a damping
factor, ζ and a natural frequency, ωn;

s2 + Kps + Ki ≡ s2 + 2ζωns + ω2
n (5.3.4)
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the tuning criteria for Kp and Ki for a normalised PLL can be obtained as,

Kp = 2ζωn (5.3.5)

Ki = ω2
n (5.3.6)

Also, from control theory [6, 87], the settling time, ts of a second-order system
can be approximated as,

ts ≈
3.9
ζωn

(5.3.7)

By substitution and rearrangement, Kp, Ki in (5.3.5) can be obtained, using the
approximated function of settling time ts as shown below,

Kp ≈
7.8
ts

(5.3.8)

Ki ≈
(

3.9
tsζ

)2

(5.3.9)

Another key parameter that needs considering in tuning a PLL is the lock range.
The lock range is defined as the frequency range within which the PLL is able
to stay locked. (5.3.10) gives an approximation for the lock range ∆ωL, based
on the design parameters ζ and ω [6].

∆ωL ≈ 2ζωn ≈ Kp ≈
7.8
ts

(5.3.10)

From the restriction of ∆ωL > 20Hz (from frequency range requirement), a
restriction for the settling time can be set as ts < 390 ms. This requirement must
be met, otherwise SRF-PLL would not be able to function.

5.3.1 SRF-PLL Response to Step Change

The response of SRF-PLL for a balanced and undistorted signal undergoing a
step frequency variation is considered in this section. The PLL was tuned for
various settling times ts, while keeping the damping factor, ζ at 0.707 for fast
detection with minimal oscillations - see Fig.5.2a. For each designed settling
time ts, the actual settling time (i.e. within 2%) measured from the graph is
shown in Fig.5.2b.

According to Fig.5.2b, one can see that for smaller settling times, the measured
is close to the designed settling times. It differs slightly for longer settling times,
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(a) Frequency step down (b) Measured Settling Time
Figure 5.2: Frequency responses to step frequency change and measured set-

tling times for varying design settling times

but the measured settling time and the design settling time has a linear relation-
ship. The exact reason for the difference in two settling times is the effect of the
zero in the closed-loop transfer function. The approximation of the design set-
tling time given by (5.3.7) is for an ideal second-order system with no zeros.
From the results, the design settling time parameter can be restricted such that
ts < 56 ms in order to adhere to the requirements.

5.3.2 SRF-PLL Response to Ramp Change

The next frequency variation considered is a ramp of 100Hz/s. The input volt-
age signal remains clean and balanced, while the ramp frequency variation was
applied. For each design settling time ts, the derivative of the ramp frequency
response was calculated to obtain the rate of change of frequency. The maxi-
mum ROCOF obtained in each case was recorded against the design settling
time as shown in Fig.5.3b. In order to illustrate the settling for a ramp, the
frequency response for three settling times are shown in Fig.5.3a.

According to Fig.5.3a, the SRF-PLL converges to the ramp at about its settling
time. This naturally will make the estimated ROCOF at some point higher than
the actual value. The longer the settling time, the smaller the overestimation
of ROCOF as can be seen in Fig.5.3b. According to Fig.5.3b, the settling time
needs to be at least 200 ms, in order for SRF-PLL to not overestimate ROCOF by
more than a 15%.
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(a) Frequency ramp (b) Measured maximum ROCOF
Figure 5.3: Frequency responses to ramp frequency change of 100 Hz and mea-

sured maximum rocof for varying design settling times

5.3.3 SRF-PLL Response to Harmonics and Unbalance

In a weak grid, the voltage waveform is usually contaminated by harmonics
especially when connected to a grid with switching power converters. Recall
that the experimentally measured harmonic content was THD = 6.07%. Com-
pared to the undistorted case, the SRF-PLL clearly shows a rippled response in
detected frequency when the input signal is distorted, even though, there has
not been a frequency change as shown in Fig.5.4a. Therefore, the average value
of the ripple frequency matches the expected value. This means that additional
filtering can attenuate the ripple further by tuning the loop-filter with a higher
settling time, at a cost of longer delay. Moreover, from Fig.5.4a, the ripple fre-
quency could be seen as approximately 300 Hz. The formation of 300Hz can be
accounted to the mixing of 7th harmonic (350 Hz) and the fundamental as well
as mixing of −5th harmonic (−250Hz) and the fundamental.

An unbalance in the voltage input is caused by a sudden dip in the amplitude(s)
of one or two phases. Even though the main concern does not include dealing
with severe unbalance, the selected method must be able to tolerate relatively
small unbalances. Hence, an unbalance of 5% was assumed by reducing phase-
A by 5%. When the voltage experiences a 5% dip in one of the phases, the de-
tected frequency becomes oscillatory with a double frequency ripple as shown
in Fig.5.4b. The figure shows the response for three different settling times. This
is caused by the frequency mixing effect of the Park transformation. Hence, the
q-axis voltage contains a double frequency component caused by the frequency
summation in addition to the error component (frequency difference) already
present in the q-axis voltage. Since, the PLL is designed to minimise the error
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(a) Frequency Response with Harmonics (b) Frequency Response with Unbalance
Figure 5.4: Frequency responses of a constant frequency with a) added har-

monics to replicate the weak grid voltage and b) unbalance.

in the q-axis voltage by minimising the phase difference, the double frequency
component appears as a double frequency ripple in the detected frequency [6].

In order to obtain a measure of error in estimated frequency due to ripple
caused by both harmonics and voltage unbalance, the ramp response was ob-
served from 60 Hz to 40 Hz with 2 Hz/s. This slow ramp rate was chosen in
order to capture the ripple at all frequencies in a single simulation. The error at
each point in time relative to the actual frequency is recorded. By doing so, one
can find the maximum error throughout the entire frequency range, if there ex-
ists any variation in ripple due to variations in the fundamental frequency. The
maximum error at each design settling time provides a measure of uncertainty
in the context of the weak grid facility. The maximum error is recorded for
several SRF-PLLs with varying settling times and is shown in Fig.5.5a, where
frequency estimation error due to harmonics and unbalance are shown sepa-
rately and in Fig.5.5b, where a combined error is shown.

According to Fig.5.5a, one can see that the error due to 5th and 7th harmonics
dominate the error due to the 5% unbalance. As expected, longer settling times
attenuate the ripple better. Also, Fig.5.5b shows that the design settling time
must at least be 230 ms in order for the steady state error to be less than 0.5 Hz as
per the requirements. Note that this is for the specific harmonics and unbalance
present in the weak grid considered. A higher harmonic distortion and a larger
unbalance in the voltage would require one to increase the settling time further.
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(a) Error due to harmonics and unbalance (b) Combined error
Figure 5.5: Error in the frequency measurement due to ripples in the steady

state due to harmonics and voltage unbalance.

5.3.4 SRF Bandwidth Considerations

In the previous sections, the main design parameter of the SRF-PLL was the
settling time (ts), which is the traditional technique followed [6]. However, the
linearised transfer function given in (5.3.2) shows that there is a zero in the
closed loop system. Usually, a closed-loop zero quickens the response, while
lessening the damping (i.e. more overshoot) [87]. Therefore, one can expect
to see a difference between the SRF-PLL response and a typical second-order
system response with no zeros. The bandwidth of the SRF-PLL can be derived
by evaluating the transfer function (5.3.2) in the frequency-domain as follows,

Using s = jω, (5.3.2) becomes,

Gθ(jω) =
2ζωn jω + ω2

−ω2 + 2ζωn jω + ω2
n

(5.3.11)

The magnitude of this is,

|Gθ(jω)| =
[

(ω2
n)

2 + (2ζωnω)2

(ω2
n −ω2)2 + (2ζωnω)2

] 1
2

(5.3.12)

The bandwidth of the system is defined as the frequency at which the magni-
tude response crosses over −3dB. Therefore, at the bandwidth frequency the
magnitude is,

|Gθ(jω−3dB)| =
1√
2

(5.3.13)

By solving for the resulting quadratic equation in (ω−3dB)
2 and taking its posi-
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tive square root, the bandwidth of the SRF-PLL can be derived as,

ω−3dB = ωn

[
1 + 2ζ2 +

√
(1 + 2ζ)2 + 1

]1/2

(5.3.14)

Because ζ = 0.707, and ωn ≈ 3.9/ζts, the bandwidth is given by,

ω−3dB ≈
1.185

ts
(5.3.15)

This confirms that the bandwidth is inversely proportional to the settling time
as expected. This relationship is graphically shown in Fig. 5.6, which is to be
used in section 5.6 to compare all three frequency detection techniques with the
same bandwidth.

Figure 5.6: Bandwidth of SRF-PLL for varying settling times.

5.3.5 Optimum SRF-PLL Parameters For Energy Storage Control

The Table 5.2 summarises the requirements of the application (Energy storage
control) and the design parameter ts restrictions that must be adhered to, if one
should satisfy the requirements.

Parameter Requirement Restriction
frequency range 40Hz− 60Hz ts < 390 ms

ROCOFmax 100Hz/s ts > 200 ms
transient delay 10ms ≤ tdelay ≤ 50ms ts < 56 ms

accuracy ∆ f ≤ ±0.5Hz ts > 230 ms
Table 5.2: SRF-PLL Design Parameter Restrictions

Immediately, from Table 5.2, it can be seen that a SRF-PLL is unable to satisfy
all the requirements together. Out of all the requirements, only the frequency
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range and the accuracy requirements are mandatory, so that both the SRF-PLL
and the ES control can function. (The others increase the performance of the ES
control and are thus essential.) Therefore, a design settling time of ts = 230 ms
has to be selected, in order to satisfy the mandatory requirements.

5.3.6 Summary

So far, the effective use of SRF-PLL for frequency detection purposes in a weak
grid was demonstrated. The SRF-PLL tuning is relatively straight forward, be-
cause the equivalent second-order system allows tuning based on the required
settling time. As observed, the transient response and the steady state response
are coupled and one can tune the PLL to obtain a compromise for the desired
outcome. Even though the SRF-PLL can be tuned to achieve individual require-
ments, not all the requirements can be met at the same time. Therefore, its use
in a weak grid, where voltage unbalances and high harmonic distortion is com-
monplace, is not recommended.

5.4 The Generalised Modified DFT

In this section, a Discrete Fourier Transform based frequency detection tech-
nique by Lobos and Rezmer presented in [57] has been studied. The method
which has been originally published as a modified DFT with a window length
equivalent to one cycle (20 ms) was further generalised supported by a math-
ematical investigation. The contributions in this section improved the method’s
application in real time frequency determination to use different window lengths
and components.

Discrete Fourier Transform (DFT) based frequency detection can primarily be
expected to yield discrete frequency components with frequency resolution cor-
responding to the DFT’s time interval. The classic DFT formula of a sinusoidal
signal is given by,

Xk =
N

∑
i=1

vie−j2πk i
N (5.4.1)

where Xk is the kth frequency component that are multiples of the fundamental
frequency f0, vi is the ith instantaneous voltage value, N is the total number
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of samples within the window. The time length of the window T = N∆t =

1/ f0. Since the equation does not contain any terms concerning f0 or T, it is
normalised.

For example, if the fundamental component of the power system frequency
is 50Hz, a typical voltage waveform after discrete Fourier transformation re-
sults in a series of frequency components at 50Hz, 100Hz, 150Hz, 200Hz, etc.,
when the window length is 20 ms (one-cycle) [58]. There are two tangled uncer-
tainties associated with the DFT; namely the temporal uncertainty and the fre-
quency uncertainty. This is in fact a property associated not only with the DFT,
but with functions related by a Fourier transform and is known as Heisenberg
uncertainty principle. Because the results of the DFT depends on past values
within the sampling window, there is an inherent maximum temporal delay
equal to the window’s time length. The uncertainty in frequency (or frequency
resolution) is equal to the reciprocal of the window’s time length. Hence, in
order to improve frequency resolution, one must increase the window’s time
length; but increasing the window’s time length would proportionally increase
the time delay.

Power system frequency in low voltage feeders (weak-grid) usually varies within
a few Hz (i.e. ±10 Hz) around the nominal frequency (50Hz). Therefore, a reso-
lution higher than 50Hz is required from a DFT based frequency detection tech-
nique. Thus, the DFT needs to be modified to find instantaneous frequencies
at various levels apart from the discrete repetitions of 50Hz, while keeping the
same time-delay of 20 ms (i.e. one cycle). The method presented by Lobos and
Rezmer in the literature uses angular velocity of the fundamental rotating volt-
age phasor to measure the instantaneous frequency in [57]. This is explained in
the following section.

5.4.1 Modified DFT Technique: Theoretical Investigation

Lobos and Rezmer in [57] present a real time frequency detection technique that
involves DFT and a windowing technique to extract the fundamental compo-
nent of the voltage instantaneously. This has been realised by means of calcu-
lating the angular velocity of the rotating voltage phasor, which can be defined
as the instantaneous frequency. This method was specifically used in a single-
phase environment in [57].

It has been considered for a complex voltage waveform with amplitude A and
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frequency f of the form,
y(t) = Aej(2π f t+φ) (5.4.2)

where φ is a constant phase shift. In a balanced three phase system, such a
waveform can be obtained from the Clarke transform (αβ transform), by repre-
senting the real part by vα and imaginary part by vβ.

The kth component in the frequency domain can be obtained using the Fourier
series for the continuous signal within the window (0, T). This assumes that
the signal within the window is repetitive with a period equal to the window
length T. This is common to both the Fourier series and the DFT presented
in (5.4.1). The only difference is that the DFT time signal is discrete, while the
Fourier series time signal is continuous.

In addition, in the method presented by Lobos and Rezmer, a running DFT is
conducted that modifies (5.4.1), such that at each time step, the DFT of the past
N values is calculated. Hence, the modified DFT equation can be presented as
follows.

Xk[n] =
N

∑
i=1

vi+n−Ne−j2πk i
N (5.4.3)

Similarly in the continuous domain, another time variable τ is considered as
the current time. Then, in the Fourier series, the time (t) window is the range
(τ − T, τ). When t varies in this range, the time value in the Fourier series
exponent should vary from 0 to T. Therefore, it can be identified that the time
in the exponent of the Fourier series should change to t− τ + T. Therefore, the
kth component of a running Fourier series at time τ can be obtained as

Ck(τ) =
2
T

∫ τ

τ−T
y(t)e

−j2πk(t−τ+T)
T dt (5.4.4)

Note that the fundamental frequency is defined as f0 = 1
T .

By substituting for y(t) and simplifying,

Ck(τ) =
2Aejφ

T
ej2π f τe−jπ( f+k f0)T

[
sin(π( f − k f0)T)

π( f − k f0)

]

Since normalised sinc(θ) is defined as sin(πθ)
πθ , the following can be obtained,
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Ck(τ) = 2A sinc(( f − k f0)T)ejφej2π f τe−jπ( f+k f0)T (5.4.5)

The phase angle of the kth component w.r.t. τ is,

∠Ck(τ) = φ + 2π f τ − π( f + k f0)T (5.4.6)

The derivative of the angle of the kth component is,

d∠Ck(τ)

dτ
= 2π f (5.4.7)

This shows that the frequency of a balanced 3-phase signal can be obtained
using a running DFT from the derivative of the phase angle of any frequency
component. The magnitude of the component is a sinc function dependent on f
and is largest when the frequency of the kth component is closest to f . Of course
one should select the component with the maximum magnitude in order for the
phase to be resilient to noise.

Compared to a classic DFT, which can only extract frequencies at harmonics
of the fundamental, the modified version can detect any frequency around
the fundamental with only a delay equivalent to the time length of the DFT-
window. However, in practice, there are other parameters limiting the fre-
quency resolution of the frequency detection, such as ripple due to harmonic
content and imbalance in the voltage.

Another interesting fact about this method is that the magnitude of the com-
plex envelope is defined as a sinc function. According to the graphical illus-
tration of a sinc function as shown in Fig.5.7, the function reaches zero at even
multiples of f0 around k f0. If f0 = 50 Hz and k = 1, this means that the de-
tected frequency will produce a null response at 0Hz,±50Hz,±100Hz,±150Hz,
±200Hz, ±250Hz, ±300Hz . . . Since the frequency range of interest is 40Hz ≤
f ≤ 60Hz, this is not an issue for f0 = 50Hz. However, if f0 < 10 Hz (i.e.
T > 100 ms), for any selected k, one or more magnitude nulls will occur within
the frequency range of interest. Hence, some very narrow frequency ranges
will become unmeasurable. The solution is to modify the magnitude function
to not contain frequency nulls, by applying a window function.

Now that the method has been demonstrated in ideal circumstances, it is inter-
esting to see how the method changes mathematically in the presence of har-
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Figure 5.7: The magnitude of a sinc function

monics and/or unbalances.

In order to theoretically investigate the effectiveness of the DFT in the presence
of harmonics, consider the input signal,

ynh(t) = A
(

ej(2π f t+φ1) + αej(2πn f t+φ2)
)

(5.4.8)

where n 6= 1 is the integer harmonic component.

The kth component now changes to include the extra harmonic component.

Ch
k (τ) = 2A sinc(( f − k f0)T)ejφ1ej2π f τe−jπ( f+k f0)T

+ 2Aα sinc((n f − k f0)T)ejφ2ej2πn f τe−jπ(n f+k f0)T (5.4.9)

In general, the above equation can be written as,

C′k(τ) = Bejγ
(

ej2π f τ + βejδej2πn f τ
)

(5.4.10)

where B = 2A sinc(( f − k f0)T), γ = φ1 − π( f + k f0)T, β = α
sinc((n f−k f0)T)
sinc(( f−k f0)T)

and
δ = φ2 − φ1 − π(n− 1) f T.

The phase angle of Ch
k (τ) can be written as

∠Ch
k (τ) = γ + tan−1

(
sin 2π f τ + β sin(δ + 2πn f τ)

cos 2π f τ + β cos(δ + 2πn f τ)

)
(5.4.11)

The derivative w.r.t τ can now be written as,

d∠C′k(τ)
dτ

= 2π f
(1 + nβ2) + β(n + 1) [cos(δ + 2π(n− 1) f τ)]

1 + β2 + 2β cos(δ + 2π(n− 1) f )
(5.4.12)
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According to (5.4.12), the presence of the nth component creates a ripple of (n−
1)th harmonic. In the experimental weak grid, the most prominent components
of 350 Hz and−250 Hz will create a ripple of 300 Hz and−300 Hz respectively.

A voltage unbalance can also be thought of as harmonic contamination due to
the negative fundamental (i.e. n = −1).

Hence, the derivative w.r.t τ can be written as,

d∠C′k(τ)
dτ

=
2π f (1− β2)

1 + β2 + 2βcos(δ + 4π f τ)
(5.4.13)

(5.4.13) reduces to (5.4.7) when β = 0. The derivative of the phase angle now
oscillates between 2π f 1−β

1+β and 2π f 1+β
1−β at a frequency of 2 f . This oscillation

around 2π f reduces the accuracy of the detected frequency.

Lobos and Rezmer suggest filtering out the negative component using window-
ing techniques such as Hamming or Blackman windows. This will decrease β

and improve the accuracy. This is not only effective against unbalance, which
creates a double frequency component, but also effective against higher order
negative and positive harmonics.

Spectral leakage influences the steady state response for a given window length.
In order to improve the filtering qualities of the modified DFT, Lobos and Rezmer
suggest using a smoothing window, that is usually used in the traditional DFT.
Two common window-functions, Hamming and Blackman are considered in
their study and are representative of most available window functions. The
Hamming window (5.4.14) is optimised to minimise the first side-lobe, whereas
the Blackman window (5.4.15) has a flatter top at the centre and a good overall
attenuation beyond the first side-lobe. The window functions in the frequency
domain are illustrated in Fig.5.8.

ωHamming = 0.54− 0.46 cos
2πn

N − 1
(5.4.14)

ωBlackman = 0.42− 0.5 cos
2πn

N − 1
+ 0.08 cos

4πn
N − 1

(5.4.15)

According to Fig.5.8a, it can be seen that the magnitude response is significant
at all frequencies between −2 f0 and 2 f0 (in the figure f0 = 50 Hz) for both
Hamming and Blackman windows. Due to the windows, the window length
can now be increased by twice the limit of the standard DFT. In this case, the
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(a) Linear Scale (b) Log scale
Figure 5.8: The frequency domain of the Hamming and the Blackman win-

dows for a window length of T = 20 ms in linear and log scale.

window length is limited by T < 100 ms. Beyond this, some frequency bands
will be unmeasurable between 40Hz and 60Hz. Mathematically, this require-
ment can be generalised as,

f0 >
1
4

∆ frange (5.4.16)

A block diagram of the Modified DFT method is shown in Fig.5.9.
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Figure 5.9: A block diagram of the modified DFT method

In Lobos and Rezmer’s method, the window length was fixed as the time pe-
riod of the nominal fundamental (i.e. 20 ms for 50 Hz). However, with the
generalisation, the window length can be allowed to vary and the choice of
specific component is free. In this thesis, the component closest to the nominal
fundamental was selected. But in theory, it should be the component that pro-
vides the largest magnitude for a given frequency. For most window lengths,
the former is the same as latter.

In a DFT, the two prominent characteristics that can vary are the length of the
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window(T) and the number of samples (Ns) in a window. Since the frequency
of the fundamental is f0, the number of samples (Ns) can be obtained by

Ns =
fs

f0
(5.4.17)

where fs is the sampling frequency.

Using a sampling frequency larger than twice the highest component of har-
monics present in the input, can avoid the aliasing effect. In this case, it has
already been found out that the highest harmonic dealt with is 550Hz. Hence,
theoretically, any sampling frequency higher than 1100Hz can be used in the
DFT. Varying the sampling frequency within valid limits (i.e. > 1100 Hz) showed
no significant improvement in the detected frequency. The sampling frequency
is 8 kHz in the experimental facility and was kept at 10 kHz in the simulation.
Both fulfil the Nyquist requirement and provide integer number of samples per
millisecond so that the window length can be varied with millisecond precision.

In the following sections, the optimum design parameters (i.e. window length)
of the DFT that satisfies all the requirements of the ES control application, will
be investigated.

5.4.2 Generalised Modified DFT Response to Step Frequency

A frequency step change test is conducted in this section, under undistorted
and balanced voltage conditions. However, windowing functions are applied,
as they are used in the presence of harmonic distortion and unbalance in later
sections. This gives an opportunity to vary the window length (T) and observe
the settling of the generalised modified DFT.

Fig.5.10a shows the detected frequency for three window lengths 10 ms, 20 ms
and 40 ms. The settling time to settle within 2% is measured and plotted for
various window lengths in Fig.5.10b.

According to Fig.5.10a, DFT detected frequency always settles within the win-
dow length (T). As can be seen, the rise times are different between the Ham-
ming windowed DFT and the Blackman windowed DFT, indicating that the
two have different bandwidths. From both Figs.5.10a and 5.10b, the Blackman
windowed DFT is seen to be slightly faster. The discontinuities present in the
settling time graph are when the component is changed from k = 1 to k = 2
at 30 ms and from k = 2 to k = 3 at 50 ms and also due to the stepwise nature
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(a) Detected step frequency (b) Settling time of the DFT
Figure 5.10: Illustration of DFT frequency detection for three illustrative win-

dow lengths and the settling times for varying window lengths
with with Hamming and Blackman windows.

of settling time measurement. From Fig.5.10b, one can infer that the window
length T < 60 ms for the Hamming windowed DFT and T < 62 ms for the
Blackman windowed DFT, satisfy the delay requirement. However, as a rule of
thumb, it is safer to restrict the window length T < 50 ms of the generalised
modified DFT so that it satisfies the settling time requirement for any window
type.

5.4.3 Generalised Modified DFT Response to Ramp Frequency

A ramp frequency variation of 100 Hz/s was applied to the clean balanced
3-phase voltage signal. The detected frequency for three different window
lengths are shown in Fig.5.11a for illustration. Even though the steady state
error of the step response is null, for the ramp response it is finite. This error
has been caused by the finite delay in frequency detection, which is defined
by the window-length of the DFT. This steady state error of the ramp response
cannot be eliminated, since the DFT is not a closed-loop system. This may be a
drawback compared to the SRF-PLL as the SRF-PLL has zero steady state error
for both step and ramp responses.

However, it is interesting to note that the detected frequency of the DFT does
not experience a transient over-shoot as seen with the SRF-PLL. That indicates
that the DFT does not overestimate the ROCOF too much for these window
lengths.

As with the SRF-PLL, the ROCOF from the derivative of the detected frequency
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(a) Detected Ramp frequency (b) Maximum ROCOF estimated by the
DFT

Figure 5.11: The illustration of DFT frequency detection for three illustrative
window lengths and the maximum ROCOF for varying window
lengths with Hamming and Blackman windows.

was measured. The maximum ROCOF for varying window lengths are shown
in Fig.5.11b. From this figure, it is evident that the ROCOF is never overesti-
mated if the window length T < 26 ms. This characteristic opens up the DFT
for applications based on ROCOF limiters. In terms of energy storage control,
the only restriction is that T < 68 ms so that the estimated ROCOF is within
15% of the actual value. Similar to that witnessed in the settling time figure, ir-
regular values could be observed just before a change in the component k used
to calculate phase. In addition, when T > 40 ms, the DFT in general underes-
timates the ROCOF. Therefore, it is best to keep a smaller window length, that
will both minimise the frequency error and ROCOF underestimation.

With the same ramp input, another test was conducted. Fig.5.11a shows that
there is a finite delay between the actual and the detected ramps. This delay
was calculated and observed that it increases with time, by a small amount
for shorter window lengths and by a relatively large amount (≈ 6 ms for T =

90 ms) for longer window lengths. This behaviour can also be confirmed by the
detected ROCOF being slightly less than 100 Hz/s for longer window lengths.
The maximum ramp delay for each window length was recorded and is shown
in Fig.5.12.

According to Fig.5.12, the ramp delay is almost linearly proportional to the win-
dow length. This delay value is less than the settling times shown in Fig.5.10b.
In fact, one can see that the relationship between the window length and the
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Figure 5.12: The DFT frequency detection delay of a 100 Hz/s ramp for vary-
ing window lengths

ramp delay time to be,

tdelay(ramp) ≈
1
2

T (5.4.18)

For the application of energy storage control, both of these delays need to be
minimised. In comparing two frequency detection methods, one must take both
delays into account.

5.4.4 Generalised Modified-DFT Response to Harmonics and

Unbalance

In this section, the variations in the detected frequency when harmonics and
unbalance are present in the input signal are observed. The voltage signal was
contaminated by the harmonic content listed in Table 3.2, similar to the signals
used in section 5.3.3. An unbalance of 5% of a single phase was created. A ramp
frequency variation of 2 Hz/s was imposed and the input signal was processed
through DFTs of different window-lengths. The detected frequency ramp in the
presence of harmonics and unbalances are shown separately for three different
window lengths in Figs.5.13a and 5.13b respectively.

From Figs.5.13a and 5.13b, one can see that increasing the window length de-
creases the ripple content as expected. Yet, one can appreciate that the ripple
content is significantly lower than that observed in the SRF-PLL. The ripple ef-
fect due to unbalance for the DFT with a window length of 10ms is significantly
more than that observed for window lengths of 20ms and 40ms. In order to
obtain a complete picture, the ripple amplitude against window length in the
presence of harmonics, unbalance and both effects are shown in Figs.5.14a and
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(a) With Harmonics (b) With Unbalance
Figure 5.13: Illustration of DFT detected frequency of a slow ramp with three

different window lengths with Hamming window.

5.14b respectively.

(a) Separate Error (b) Combined Error
Figure 5.14: Error in DFT detected frequency in the presence of harmonics and

unbalance for varying window lengths.

From Fig.5.14a, one can observe that when using the Hamming window, the
ripple due to harmonics and unbalance reduces quickly when T > 12 ms. When
using the Blackman window, the error due to harmonics drops around T =

12 ms, while the error due to unbalance drops around 30 ms. This is because
the Blackman window does not attenuate the double frequency as much as the
Hamming window, even when T = 20 ms as can be seen from Fig.5.8b. The
DFT with Blackman window attenuates when the main lobe is narrow enough
to cut off the double frequency component beyond T = 30 ms.

According to Fig.5.14b, the application requirement of energy storage control
can be met for T > 12 ms when using the Hamming window and T > 14 ms
when using the Blackman window.
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5.4.5 DFT Bandwidth Considerations

The main tuning parameter of a DFT is its window length. The window length
determines the settling time for a step change in frequency, and the steady state
error for a ramp change in frequency. Also, in the presence of harmonics and
unbalances in the input voltage, adjusting window length varies the filtering
properties of the DFT, changing the magnitude of the ripple. In order to com-
pare the DFT performance against other methods, the bandwidth of the DFT is
defined similar to that defined for the SRF-PLL in section 5.3.4.

Unlike the second-order SRF-PLL, the DFT is an Nth order system. However,
a simplified linearised approximation of the DFT to a second/ third/ fourth-
order system can be suggested. For this, the response of the DFT to a step
change in frequency for a clean and balanced input signal was considered and
compared with the typical second/third/fourth order system responses given
in (5.4.19), (5.4.20) and (5.4.21) respectively.

HDFT2(s) =
ω2

n
(s2 + 2ζωns + ω2

n)
(5.4.19)

HDFT3(s) =
αω2

n
(s + α)(s2 + 2ζωns + ω2

n)
(5.4.20)

HDFT4(s) =
ω2

n1ω2
n2

(s2 + 2ζ1ωn1s + ω2
n1)(s

2 + 2ζ2ωn2s + ω2
n2)

(5.4.21)

A regression analysis was then performed to estimate the parameters (i.e. ζ,
ω, α, ζ1, ζ2, ωn1 and ωn2) such that the difference between the approximated
system response and the DFT response is minimised using the fminsearch utility
in Matlab.

Figs.5.15a and 5.15b shows the DFT response with Hamming window and its
approximated responses for window lengths of 10 ms and 40 ms respectively for
illustration. According to the figures, one can see that the second order system
is unable to approximate the DFT step response in terms of either the rise time
or the settling time.

For T = 40 ms case, the third-order approximation shows a good proximity
compared to that obtained by the second-order system. Not only the rising
times are closer, but also the settling times are improved. Unlike in the second-
order system the overshoot is reduced.

As can be understood, the modified DFT was better approximated when the
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(a) Window length of 0.01s (b) Window length of 0.04s
Figure 5.15: Hamming DFT approximation with a 2nd/3rd/4th order systems

order of the approximation was increased, since the DFT is inherently a higher
order i.e. Nth order system. This is proven when a fourth-order approximation
was carried out. Figs.5.15a and 5.15b display excellent approximation prop-
erties by a fourth-order system compared to the previous systems for both
T = 10 ms and T = 40 ms. Both the rise times and the settling times are well
matched, while overshoots are significantly minimised. However, now the ap-
proximation consists of two second-order systems, resulting in a more complex
design. Even though a third order system could approximate the DFT when
T = 40 ms, it is unable to do so for the shorter window length. This means that
for the purpose of bandwidth comparison, a fourth-order approximation may
be regarded as sufficient.

The bandwidth of a typical fourth order system can be calculated by the follow-
ing equation by equating the magnitude of the frequency response to 1/

√
2,

{(ω2
n1 −ω2)2 + 4ω2ζ2

1ω2
n1}{(ω2

n2 −ω2)2 + 4ω2ζ2
2ω2

n2} = 2ω4
n1ω4

n2

(5.4.22)

where ωn1, ζ1 and ωn2, ζ2 are the natural frequency and damping factor of two
respective second order systems that form the fourth order system.

The resulting bandwidths obtained for varying the window lengths of DFTs
with both Hamming and Blackman windows are shown in Fig.5.16.

According to Fig.5.16, in general there is an inverse relationship between the
window length (T) and the DFT bandwidth. The window lengths of exception
are that close to the component (k) changing times (i.e. 30 ms and 50 ms). By a
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Figure 5.16: The DFT bandwidth for varying window lengths.

regression analysis one can find out that,

w3dB(Hamming) ≈
4.5
T

(5.4.23)

w3dB(Blackman) ≈
5.0
T

(5.4.24)

5.4.6 Optimum DFT parameters for Energy Storage Control

Table 5.3, shows the restriction on the window length from the results obtained
so far in order to cater for the requirements of the energy storage control appli-
cation.

Parameter Requirement Restriction
Hamming Blackman

frequency range 40Hz− 60Hz T < 100 ms T < 140 ms
ROCOFmax 100Hz/s T < 67 ms T < 106 ms

transient delay 10ms ≤ tdelay ≤ 50ms T < 60 ms T < 62 ms
accuracy ∆ f ≤ ±0.5Hz T > 12 ms T > 14 ms

Table 5.3: DFT design parameter restrictions

According to Table5.3, any window length within 14 ms ≤ T ≤ 60 ms will
adhere to the application requirements. Since the primary aim is to minimise
the settling time, T = 12 ms and T = 14 ms were selected for Hamming and
Blackman windowed DFTs respectively as optimum designs.
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5.4.7 Summary

In this section, a generalisation of the modified DFT method for the purpose
of frequency estimation in weak grids was presented. The frequency detec-
tion requirements are realisable in a DFT by tuning it to minimise the settling
time, while adhering to other requirements, by changing the window-length
of the DFT, which is the only tunable parameter. The fact that any window
length and any frequency component can be used to extract the frequency was
shown mathematically. Yet, practically, one would need to restrict the window
length and select an optimum frequency component depending on the applica-
tion. In addition, the existence of a limit to the window length similar to lock
range in PLLs was also shown. The presence of harmonics in the input voltage
generated an oscillatory steady state error, whereas unbalance in the voltage
caused a double frequency ripple. With the addition of a window-function, the
steady state response of the DFT could be improved vastly, without affecting
the transient response. This also increased the allowable window length by a
factor of two. Finally, an approximation of the modified DFT was conducted
using control-theory. Since, the DFT represent an Nthorder system, a higher or-
der linearisation showed increasingly better approximation of the actual DFT.
However, for the simplicity of the calculation of the DFT bandwidth for com-
parison purposes, a fourth-order approximation was declared sufficient and
thus obtained the bandwidth.

5.5 Adaptive Filtering

In a three-phase PLL, one of the major draw backs is the inability to attenuate
the double frequency component. In addition, when the voltage is contami-
nated with other higher harmonics, the measured frequency contains a signifi-
cant ripple component. This is mainly because the conventional filter of a PLL
can only be designed to attenuate a certain frequency range, for a defined time
delay.

This has given rise to studies in adaptive filtering techniques, mainly to attenu-
ate the double frequency component, which is the hardest to eliminate without
significantly compromising the time delay. An adaptive filter has the ability to
adjust its design (the parameters) automatically according to an optimisation
algorithm. Also, the design does not necessarily require prior knowledge of the
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signal to be filtered [90]. Usually the optimisation is based on a cost function,
which sets the parameters of the filter in such a way that the filter coefficients
are modified with respect to minimising a certain noise/harmonic component.
The algorithm is optimised so that the cost of the next iteration is minimised
[6, 90].

There have been a lot of studies of adaptive filter based techniques for single
phase applications. Well known methods include Adaptive Notch Filter (ANF)
based methods [59], Quadrature-PLL (QPLL) [61] and Enhanced-PLL (EPLL)
[60]. All adaptive based techniques can be attributed to their robustness in
estimating the power system frequency quickly and accurately, while being
less-sensitive to noise and unbalance compared to conventional PLLs. How-
ever, many of these methods were developed in a single-phase environment
and considering the high computational requirements of realising the meth-
ods, these methods were not added to the comparison section of this research.
However, a few similar comparison studies [6, 54] showed that a special adap-
tive filtering based technique using the Double Second-Order Generalised Inte-
grator (DSOGI) could be effective and was therefore included in this work. The
method was specially chosen as it can be developed as a Frequency-locked loop
(FLL) or as a PLL. Since the interest lies in methods for quick frequency estima-
tion with good harmonic attenuation, the DSOGI technique is suitable for this
study. The theory and the characteristics of the method will be discussed next,
followed by simulated results to investigate the performance of the method.

5.5.1 DSOGI-FLL: A Theoretical Investigation

The SOGI structure consists of two generalised integrators as seen in Fig.5.17.
The configuration of the SOGI has the following transfer function, given that
the gain of the SOGI-loop is k,

SOGI(s) =
v′

kεv
(s) =

ω′s
s2 + ω′2

(5.5.1)

From Fig.5.17, it can be seen that qv′/v′ = ω′/s, meaning if v′ is a harmonic
wave with an angular frequency ω, qv′/v′ = ω′/jω. If ω′ is made equal to ω,
qv′ lags v′ by π/2 and the two outputs are said to be in quadrature.

In a three-phase environment, two SOGI-QSGs are used separately on vα and
vβ to obtain two quadrature signals. These signals can be mathematically rear-
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Figure 5.17: The SOGI-structure

ranged to obtain the positive and negative components of the original voltage.

v+
αβ =

1
2

[
1 −q
q 1

]
vαβ (5.5.2)

v−αβ =
1
2

[
1 q
−q 1

]
vαβ (5.5.3)

where q = e−j π
2 is a 90 deg phase-shifting operator which can be applied in the

time-domain to obtain an quadrature representation of the input signal [6].

The closed loop transfer functions for the in-quadrature signals referring to
Fig.5.17 are,

D(s) =
v′

v
(s) =

kω′s
s2 + kω′s + ω′2

(5.5.4)

Q(s) =
qv′

v
(s) =

kω′2

s2 + kω′s + ω′2
(5.5.5)

Equations (5.5.4) and (5.5.5) represent the transfer functions of the in-quadrature
signals in the s-domain. Hence, one can create an analogous to (5.5.2) in the s-
domain,

v′αβ+ =
1
2

[
D(s) −Q(s)
Q(s) D(s)

]
vαβ =

1
2

kω′

s2 + kω′s + ω′2

[
s −ω′

ω′ s

]
vαβ (5.5.6)

A similar expression can be deduced using (5.5.3) or simply transposing the
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matrix (5.5.6). From the theory of positive and negative components,

v+
αβ(jω) =

[
1 −j

]T
v+αβ(jω) (5.5.7)

v−αβ(jω) =
[
1 j

]T
v−αβ(jω) (5.5.8)

(5.5.9)

where v+αβ, v−αβ are scalar values. By substituting v+
αβ and v−αβ separately in place

of vαβ in (5.5.6) and rearranging one can write the contributions of the positive
(v+

αβ) and the negative (v−αβ) components of the input signal to the recreated pos-
itive component (v′αβ+) after the positive negative sequence combiner (PNSC).

v′αβ+(jω)

v+
αβ(jω)

=
1
2

kω′(ω′ + ω)

kω′ω + j(ω2 −ω′2)
(5.5.10)

v′αβ+(jω)

v−αβ(jω)
=

1
2

kω′(ω−ω′)

kω′ω + j(ω2 −ω′2)
(5.5.11)

A Bode-diagram can be plotted as shown in Fig.5.18, for the two responses;

P(jω) =
|v′αβ+|
|v+

αβ|
N(jω) =

|v′αβ+|
|v−αβ|

(5.5.12)

Figure 5.18: Frequency response of the DSOGI adaptive filter [6]

The Bode-diagram depicts some interesting characteristics of the DSOGI in the
frequency domain. It shows that the DSOGI is able to act as a low-pass filter
for the positive components and as a notch-filter for the fundamental negative
component. Another key point is that the notch is achieved when the detected
frequency of the signal is equal to the actual frequency of the input i.e. ω′ = ω.
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It is also evident in the transfer function of the SOGI in (5.5.1) that quadrature
generation is only possible when the input frequency ω′ of the SOGI is equiva-
lent to the frequency of the input voltage ω. This calls for a mechanism to make
ω′ = ω and a FLL is proposed for the above purpose in [6], which has far better
combined characteristics than a PLL on the obtained positive component.

A single FLL is suggested in [6] combining the outputs of two SOGI filters for
vα and vβ, and the signal flow-diagram is shown in Fig.5.19.
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Figure 5.19: Structure of FLL for the DSOGI method

The frequency error signals generated by the QSG of the α and β inputs are
combined in an average error signal as given by;

ε f =
ε f (α) + ε f (β)

2
=

1
2
(εαqv′α + εβqv′β) (5.5.13)

However, for linearisation purposes,the FLL has to be normalised in the fre-
quency adaptation loop, by dividing the detected frequency by the amplitude
of the positive-sequence component (v+α )2 + (v+β )

2. The amplitude and the
phase-angle of the sequence components estimated by the DSOGI-FLL can be
calculated instantaneously as,

|v′| =
√
(v′α)2 + (v′β)

2; θ′ = tan−1
v′β
v′α

(5.5.14)

5.5.2 Tuning A DSOGI-FLL

As already explained, the two major components of a DSOGI-FLL are the SOGI-
QSG and the FLL. The two tunable parameters that determine the dynamic
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response of a DSOGI-FLL are the gain K of the SOGI-QSG and the gain Γ of the
FLL as shown in Fig.5.20. By considering the state-space equations of a direct
FLL, the analysis presented in [6] reports the first order transfer function,

Figure 5.20: A classic linear-FLL [6]

ω′

ω
=

Γ
s + Γ

(5.5.15)

This allows one to use a typical first-order approximation for the settling time
of the FLL system according to control theory [87],

ts(FLL) ≈ 3.9
Γ

(5.5.16)

This approximation helps determine the optimum combination of K and Γ to
achieve the desired performance of the frequency estimation. The gain K of
QSG is set to

√
2 so that the transfer functions of the SOGI-QSG given in (5.5.4)

and (5.5.5), will have a damping factor ζ =
√

2, delivering a compromise be-
tween the settling time and the overshoot. Note that this analysis was con-
ducted under the assumption that the input voltage only undergoes a frequency
change. On the other hand, the dynamics of the QSG could be observed when
there is an amplitude change while the frequency is invariant. According to
Franklin et al. [91] the dynamics of the SOGI-QSG can be approximated by,

ts(SOGI) = 3.9τ, where τ =
2

kω′
(5.5.17)

This gives a settling time of 17.6ms for 50 Hz for the QSG. These two approx-
imations were confirmed to be valid in [6]. When the voltage experiences a
change in both the amplitude and the frequency, the settling times of the FLL
and the QSG should maintain a relationship such that,

ts(FLL) ≥ 2 ts(SOGI) (5.5.18)

in order for both subsystems to have sufficient time to react according to re-
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spective variations in the voltage. In other words, the FLL dynamics needs to
be slower than the dynamics of the QSG by at least two times. If the settling
times get any closer, the dynamic response will be altered to a second-order
system, as shown later in section 5.5.6. Through the study, the settling time of
the QSG loop was kept constant at 17.6 ms by keeping K =

√
2.

5.5.3 DSOGI-FLL Response to Step Frequency

Similar to the previous methods, the frequency of a clean and balanced input
voltage signal was varied in a step. The frequency of the voltage was estimated
using DSOGI-FLL with different FLL gains Γ. The detected step frequency for
three different Γ is shown in Fig.5.21a for illustration. The variation in 2% set-
tling time was measured from the detected frequency for each Γ and is shown
in Fig.5.21b.

(a) Detected step frequency (b) Settling time of the DSOGI-FLL
Figure 5.21: Illustration of frequency detection for three illustrative Γ and the

settling times for varying Γ in DSOGI-FLL.

In the previous section, Γ was said to be inversely proportional to the settling
time according to the literature. According to Fig.5.21b, the settling time is
around 40 ms− 60 ms for higher Γ. This is also confirmed in the illustration in
Fig.5.21a. Because for higher Γ, the settling time is predominantly determined
by the QSG settling time. Contrary to the common belief, increasing Γ does not
necessarily decrease the settling time for a step change.

According to Fig.5.21b, one can restrict Γ so that the response is within the
settling time requirement as 52 ≤ Γ ≤ 125.
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5.5.4 DSOGI-FLL Response to Ramp Frequency

When the frequency was changed as a ramp function, the DSOGI-FLL acted
similar to a DFT, where the estimation of the frequency was achieved with a
fixed delay and with a steady state error for a ramp. See Fig.5.22a for an illus-
tration of detected frequency ramps for three different Γ. This steady state error
can be explained using the FLL design. The FLL only consists of one integrator
and is only designed to minimise the steady state error for a step disturbance
in frequency.

The ROCOF of the ramp was obtained as in previous studies and the maximum
detected ROCOF is shown against varying Γ in Fig.5.22b.

(a) Detected Ramp frequency (b) Maximum ROCOF estimated by the
DSOGI-FLL

Figure 5.22: Illustration of frequency detection for three illustrative Γ and the
maximum ROCOF for varying Γ in DSOGI-FLL.

According to Fig.5.22b, the ROCOF is almost always overestimated unlike that
of a DFT. Above Γ > 60, the maximum detected ROCOF seems to vary linearly
with Γ. In order to satisfy the ROCOF detection requirement of being within
15% of the actual value, Γ < 160 was chosen as the constraint.

The ramp delay was also detected and unlike the DFT, the ramp delay did not
vary much with frequency or with time beyond the initial transient. The ramp
delay is shown in Fig.5.23 against Γ.

The ramp delay seems to have the inverse relationship between the settling
time and Γ, sought for in step settling. This is because, by the time the ramp
delay was measured, the QSG transients have settled. Hence, this is related to
the true FLL settling time. From the figure, one can see that the relationship is
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Figure 5.23: The detection delay of a 100 Hz/s ramp with varying Γ in DSOGI-
FLL.

such that,

ts(ramp) ≈
1
Γ

(5.5.19)

According to this information, the settling time restriction for Γ should be Γ <

20.

5.5.5 DSOGI-FLL Response to Harmonics and Unbalance

The effect when the input voltage was polluted with 6.07% THD and 5% volt-
age unbalance on the frequency detection by DSOGI-FLL is considered next.
The detected frequency in the presence of harmonics and unbalances for a fre-
quency ramp of 2 Hz/s is shown in Fig.5.24a and 5.24b respectively for different
Γ.

(a) With Harmonics (b) With Unbalance
Figure 5.24: The illustration of DSOGI-FLL detected frequency of a slow ramp

with three different Γ.
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From Fig.5.24a, one can see the amplitude of the ripple is better attenuated for
lower values of Γ, which indicates a longer ramp delay. The improvement of
steady state at the expense of poor transient response can be regarded analo-
gous to the response of SRF-PLL and DFT, for when harmonic distortion was
present in the input voltage.

When the steady state ripple was analysed through a FFT, it has been revealed
that before the frequency ramp change i.e. frequency at 60Hz, the estimated
frequency contains a ripple of 360 Hz, clearly showing the association of the
ripple with the 6th harmonic, which can be explained as a constructive effect of
the 5th and the 7th harmonics present in the input voltage.

For an imbalance in voltage, the frequency detection by the DSOGI-FLL is
unimpeded as shown in Fig.5.24b. However, the Fig.5.24b also shows that the
frequency detection experiences a bend in the beginning that is resolved within
a fixed amount of time, which is roughly the same for all Γ. This can be ex-
plained by the dependency of the DSOGI-FLL design on the amplitude of the
voltage envelope as detected by the QSG. In the FLL, the normalisation of the
voltage magnitude is obtained by instantaneously detected voltage amplitudes
vα and vβ. Nevertheless, the frequency estimation is still free from oscillatory
steady state error.

According to the frequency response of the DSOGI, the notch filter is tuned
in order to cancel the double frequency. Therefore, irrespective of the severity
of the unbalance, the frequency of a clean voltage waveform will be estimated
without any steady state ripple. This property of the DSOGI-FLL stands out
compared to the other two methods discussed in this chapter.

The error of the detected frequency for a 2 Hz/s ramp in the presence of har-
monics and unbalances gives a measure of accuracy. Thus, the maximum error
for the ramp between 40 Hz and 60 Hz for varying Γ is shown in Figs.5.25a
and 5.25b due to individual effects of harmonics and unbalance and due to the
combined effect respectively.

According to Fig.5.25a, there is a finite error in the presence of unbalance. This
is only due to the inherent ramp error rather than the ripple due to unbalance.
The ripple due to harmonics however is seen increased with increasing Γ as
stated previously. From Fig.5.25b, one can see that the combined error is same
as the error due to harmonics. Γ can now be restricted to Γ < 320 according to
Fig.5.25b, so that the error (ripple) is smaller than ±0.5Hz.
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(a) Separate Error (b) Combined Error
Figure 5.25: The frequency error of DSOGI-FLL in the presence of harmonics

and unbalance for varying Γ.

5.5.6 DSOGI-FLL Bandwidth Considerations

As conducted for previous methods, it is necessary to identify the bandwidth
of a DSOGI-FLL for comparison of the three methods. Hence, in this section,
a further analysis on the DSOGI-FLL properties is carried out. In section 5.5.2,
it has been learnt that the key to optimum dynamic response of a DSOGI-FLL
is the proper selection of the proportional gain K of the SOGI-QSG and the
FLL gain Γ. Also, Teodorescu et al. in [6] suggested a first-order linearised
frequency adaptive system to represent the DSOGI-FLL. Until now the tuning
of the DSOGI-FLL was achieved by obeying (5.5.16), which has been derived
assuming a first order approximation to the DSOGI-FLL following [6].

In order to validate the above linear approximation given in [6], a 3-phase bal-
anced voltage signal without harmonic distortion or unbalance was considered.
The step frequency response of the DSOGI-FLL was compared with a typical
first order and a second order response. Using a regression analysis, the pa-
rameters of the most suitable first/second order system (a in first order, ζ, ωn

in second order) were selected. The DSOGI-FLL response and the obtained ap-
proximated systems’ responses for Γ = 40 and Γ = 200 are shown in Figs.5.26a
and 5.26b respectively.

The results clearly show a discrepancy between the approximation and the ac-
tual when using first order systems as the approximation. The inadequacy of
the approximation of DSOGI-FLL by a first order transfer function can be espe-
cially seen in higher values Γ (i.e. 200) as shown in Fig.5.26b.

A point often overlooked is the effect of dynamic response of the SOGI with a
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(a) (b)
Figure 5.26: Approximation of the DSOGI-FLL using first and second order

systems

relatively high Γ. In [6] the authors state that the first order approximation of
DSOGI-FLL is only valid when the tS(FLL) ≥ 2 ∗ tS(SOGI). According to (5.5.17),
ts(SOGI) is unaffected by Γ and remains constant at 17.6 ms. From the settling
times of FLL, ts(FLL) for different Γ, calculated using (5.5.16), listed in Table5.4,
one can confirm that for higher Γ this rule is violated. This means that the
dynamics of the FLL are no longer dominated singly by higher Γ that delivers
faster detection.

Γ ts(FLL) ms ts(SOGI) ms
46 84.8 17.6

100 39.0 17.6
200 19.5 17.6

Table 5.4: FLL and SOGI setting times for different Γ

The graphical results presented in Figs.5.26a and 5.26b show that a second-
order approximation of DSOGI-FLL is sufficiently able to represent the actual
response of the DSOGI-FLL. The error between the actual and the second-order
approximation is considerably smaller than that of the first-order approxima-
tion. Therefore, it can be concluded that fast DSOGI-FLL should be approxi-
mated by the corresponding second-order system. Hence the bandwidth of the
DSOGI-FLL can be approximated by the following typical equation for band-
width estimation of a second-order system.

ω−3dB(DSOGI − FLL) = ωn

[
1− 2ζ2 +

√
(2− 4ζ)2 + 4ζ4

]1/2

(5.5.20)

This is graphically shown in Fig.5.27 by finding the second order parameters ζ
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and ωn for each DOSGI-FLL Γ.

Figure 5.27: The DOSGI-FLL bandwidth for varying Gamma Γ.

It shows that the bandwidth increases almost linearly with increasing Γ. One
can suggest the following relationship for the bandwidth of a DSOGI-FLL with
K =

√
2.

ω−3dB(DSOGI − FLL) ≈ 1.25 Γ (5.5.21)

This information is to be used later to compare the three frequency detection
techniques with equivalent bandwidths.

5.5.7 Optimum DSOGI-FLL Parameters For Energy Storage Control

The restrictions obtained so far for Γ so that the DSOGI-FLL delivers the re-
quirements are summarised in Table 5.5.

Parameter Requirement Restriction
frequency range 40Hz− 60Hz No Restriction

ROCOFmax 100Hz/s Γ < 160
transient delay 10ms ≤ tdelay ≤ 50ms 52 ≤ Γ ≤ 125

accuracy ∆ f ≤ ±0.5Hz Γ < 320
Table 5.5: DSOGI-FLL design parameter restrictions

As with the DFT, the requirements are satisfied for a wide range of Γ (52 ≤
Γ ≤ 125). Since the optimum method should have minimum time delay, the Γ
value corresponding to the minimum ramp delay was selected without violat-
ing other criteria. Therefore, the optimum value for Γ is 125.
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5.5.8 Summary

In this section, it has been identified that the DSOGI-FLL achieves frequency
locking by estimating the instantaneous voltage and its quadrature signals gen-
erated using SOGI-QSG, processed by an FLL to estimate the frequency. SOGI-
QSG concentrates on eliminating the double frequency ripple in the steady state
by means of its adaptive filtering properties, while the FLL concentrates on
locking the frequency as fast as possible. This leads to a system with two differ-
ent dynamics that are interconnected. The tuning of the two dynamic systems,
SOGI and the FLL were discussed in detail, including an approximation to cal-
culate bandwidth requirements.

The settling time only varied between 40 ms− 60 ms for a step, when Γ is varied
between 60 and 200. However, for a ramp, the ramp delay had an inversely
proportional relationship with Γ. The reason was that the QSG dominates the
step settling time, while ramp delay involves only the FLL, which responds
according to Γ.

It was also understood that the DSOGI-FLL almost always overestimates the
ROCOF. The presence of unbalance did not affect the DSOGI-FLL frequency
detection at the steady state, even though higher harmonics do as the DSOGI
is only tuned to eliminate the double frequency component. At the same time,
the bandwidth was found to vary almost linearly with Γ.

As for the DFT, a wide range of Γ values satisfied all the requirements for the
energy storage control application and the best value was selected by consider-
ing the ramp delay time.

5.6 Comparison of Frequency Detection Techniques

The main purpose of understanding the properties of different frequency de-
tection techniques and their tuning methods was to compare and analyse the
methods in order to identify the best technique to detect frequency in a weak
electrical grid. Essentially the chosen method has to adhere to the requirements
of frequency detection declared in section 5.2.

As part of the theoretical investigation of each method, the bandwidth for vary-
ing design parameters were studied. In this section, all the frequency detection
methods are compared so that they all share the same bandwidth, for an unbi-
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ased comparison. Step and ramp frequency variations will be simulated using
a voltage waveform with harmonic distortion. The frequency trending during
loading will also be simulated using the weak grid model for cases with and
without source impedance.

5.6.1 Test cases

For testing a set of four bandwidths corresponding to the optimum designs of
the SRF-PLL, the DFT with Hamming window, the DFT with Blackman win-
dow and the DSOGI-FLL was considered. The bandwidths of the candidate
frequency detection techniques were made equivalent as the basis of compari-
son. The bandwidths were calculated using (5.3.14), (5.4.22) and (5.5.20) for the
SRF-PLL, the generalised modified DFT and the DSOGI-FLL respectively. The
test cases and the design parameters for all methods for each case are listed in
Table 5.6. These test cases will be evaluated for different frequency and voltage
variations in the following sections. However, note that the SRF-PLL for very
high bandwidths (ts < 50 ms) produces a large ripple rendering the significant
ripple effects of other methods unobservable. Therefore, for the two higher
bandwidths, SRF-PLL results were not included.

Case Bandwidth SRF-PLL DFT(Hamming) DFT(Blackman) DSOGI
rad/s ms rad/s ms ms

ts ωn tw tw Γ
1 49.4 230.0 23.98 55 57 40
2 177.4 64.0 86.2 25 29 125
3 351.9 32.3 171.0 13 14 360
4 378.6 30.0 184.0 12 13 397
Table 5.6: Test cases for the optimum design of each method along with other

methods adjusted to the same bandwidth.

5.6.2 Comparison for a Step Change In Frequency

Firstly, the three methods are compared under the same bandwidth for a step
change in frequency. Fig.5.28 presents the simulation results for the three fre-
quency detection techniques discussed.

From the step response for each test case presented in Figs.5.28a to 5.28d, one
can see that all methods have approximately the same rise time, confirming that
their respective bandwidths are aligned for each test case. For all test cases,
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(a) Case 1 (b) Case 2

(c) Case 3 (d) Case 4
Figure 5.28: Comparison of frequency detection techniques for Case 1,2,3,4 for

a step change in frequency

one can see that the DFT with either Hamming or Blackman window has the
fastest settling time with the minimum steady state ripple. Between, the two
windowing techniques, the DFT with Hamming is slightly faster. The DSOGI-
FLL exhibits midway performance between the DFT and the SRF-PLL, with
regards to both settling time and harmonic attenuation. Therefore, for a step
change in frequency, the DFT displays superior qualities over the other two.

5.6.3 Comparison for a Ramp Change In Frequency

Next, all methods are compared with the same test cases for a ramp frequency
variation. Fig.5.29 shows the simulation results obtained.

When the frequency variation is changed from a step to a ramp, the perfor-
mance ordering of the methods change dramatically under the same bandwidth
comparison. The SRF-PLL, which is a type II system that produces a zero steady
state error for a ramp, always settles at the actual ramp during the given settling
time. Also, the SRF-PLL overestimates the ramp (ROCOF) within the settling
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(a) Case 1 (b) Case 2

(c) Case 3 (d) Case 4
Figure 5.29: Comparison of frequency detection techniques for Case 1,2,3,4 for

a ramp change in frequency

time. On the other hand, the increase in bandwidth (i.e. decrease in settling
time) causes a larger ripple. The results confirm over and over again that the
SRF-PLL is unable to fulfil the requirements of the proposed energy storage
control system.

In the case of the DFT, the delay dependence on the window length is appar-
ent in all test cases. Without any closed loop mechanism, the DFT techniques
will always have a delay in estimating a ramp. Nevertheless, the error (due to
ripple) of the ramp estimation is excellent with minimal steady state ripple.

The DSOGI-FLL for a given bandwidth is able to track the ramp with low error,
while also being closer to the actual ramp than the other techniques. Although
the FLL suffers from non-zero steady state error for a ramp, compared to the
DFT, the corresponding steady state error is lower for all bandwidths. Hence,
we can state that for the estimation of ramp changes frequency, the DSOGI-FLL
displays better overall performance.
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5.6.4 Comparison of Frequency Trending for Load Changes

Having compared the methods for step and ramp changes in frequency, the
most important frequency variation in the context of this research is approached
next. Our preliminary interest lies on estimating the frequency trend followed
by changes in loading. The shape of a typical oscillatory speed trend occurring
as a consequence of loading/shedding was explained in Chapter 3. Using the
weak grid simulation model, a worst-case weak grid voltage profile was cre-
ated, to be processed using the frequency detection techniques. This voltage
contains the effects of the AVR, effects of the impedance in addition to the fre-
quency variation. The methods are tested for two sets of cases i.e. when there
is a comparable source impedance and when there is not, both in the presence
of AVR effects.

(a) Case 1 (b) Case 2

(c) Case 3 (d) Case 4
Figure 5.30: Comparison of frequency detection techniques for Case 1,2,3,4 for

a load change frequency trend without source impedance

For the case without the source impedance, there exists no instantaneous volt-
age glitch, but the amplitude of the voltage is regulated by the AVR. A rated
load (i.e. R = 20Ω) is used to create the frequency drop. Fig.5.30 presents the
simulation results that estimates the characteristic frequency trend after load-
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ing.

The results obtained for the detected frequency closely resembles that observed
for a ramp. The DSOGI-FLL provides a slightly better estimation with less over-
all delay that that of the DFTs. A DFT with a Hamming over a Blackman win-
dowing can also be recommended for higher bandwidths to minimise delay.

Next, a source impedance was introduced to the weak grid simulation as found
in section 3.3.3 in chapter 3 , i.e. Ls = 22.5mH and Rs = 0.9Ω. With the volt-
age waveform representing the complete worst-case weak grid voltage profile,
the consequences of the instantaneous voltage glitch on frequency detection
can now be observed. Fig.5.31 presents the results of the frequency estimation
from the voltage profile. The results clearly exhibit an initial dip in the detected
frequency, which was not present in the case without impedance in Fig.5.30.

(a) Case 1 (b) Case 2

(c) Case 3 (d) Case 4
Figure 5.31: Comparison of frequency detection techniques for Case 1,2,3,4 for

a load change frequency trend with source impedance

All frequency detection techniques tested experience the initial dip in the esti-
mated frequency. This is both due to the sudden change in voltage amplitude
and the sudden phase shift in the voltage. A phase shift necessarily creates a
change in frequency during that cycle despite the method used. This directly
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explains how the voltage glitch affects the DFT. The modified DFT processes
the instantaneous phase difference in order to calculate the instantaneous fre-
quency, meaning a phase jump directly affects the value calculated. While a
similar manifestation of the phase jump occurs in the SRF-PLL and the DSOGI-
FLL, these methods use the amplitude of the voltage in the frequency estima-
tion algorithm. In SRF-PLL, it is replicated in the d-axis voltage prior to the
loop-filter, whereas in the DSOGI-FLL, it is replicated in the QSG amplitude.

Since the voltage glitch/phase shift is self-recovering, the frequency dip in the
estimation is self-recovering as can be seen in all test cases. The recovery time
has a close relationship with the settling time chosen (i.e. bandwidth). For
a given case, all four estimations recover the initial dip and follows the fre-
quency trend. Hence, the recovery time is not helpful in distinguishing a better
technique for the worst-case.

Consider the maximum dip experienced by the different techniques. The DSOGI-
FLL dip is the smallest, whereas the SRF-PLL produces a similar dip if one ex-
amines closely ignoring the ripple. The DFT methods make a larger dip because
the dip settles quickly in the DFT algorithm. According to the fundamentals,
the area under the frequency curve is equal to the phase difference. However,
the area of the dip is equal to the phase-shift and is the same across all methods.
Hence, the dip height is inversely proportional to the dip duration.

Reviewing all methods for the worst-case voltage profile, one can see that none
of the methods is capable of detecting the estimated frequency from the ini-
tial erratic dip. Technically, the spurious frequency dip can cause the energy
storage control to falsely activate early as it exploits the real time frequency to
trigger the energy storage control. All methods erratically crosses the threshold
frequency i.e.49 Hz, before the actual frequency crosses the threshold for the
rated load. In the worst case, the initial dip can mimic a non existent frequency
drop that is not necessary to be recovered by the energy storage. Due to this,
the energy storage may respond and supply active power unnecessarily.

5.6.5 Comparison of Methods for Frequency Trending Using

Optimum Bandwidths

In addition to the same bandwidth comparison, this section presents all the
methods with their best parameters. Fig.5.32 shows the frequency response for
a rated loading using all methods with their best parameters.
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(a) Without Impedance (b) With Impedance
Figure 5.32: Comparison of frequency detection techniques with their opti-

mum parameters, for a load change in frequency with and without
source impedance

According to Figs.5.32a and 5.32b, one is unable to take advantage of the ramp
settling provided by the SRF-PLL due to its long settling time. Both DSOGI-
FLL and DFTs estimate the frequency with a similar delay with similar ripple
amplitude. Hence, with their optimum parameters, both DSOGI-FLL and the
DFTs provide similar performance. The difference between the DSOGI-FLL and
the DFTs can only be seen in the presence of source impedance in Fig. 5.32b.
The erratic dip of the DFT is three times as larger than that of the DSOGI-FLL.

In order to use the proposed energy storage control in weak grids, this erratic
dip should either be eliminated or mitigated. A smoothing technique to flatten
the dip is proposed in the next section.

5.7 Mitigating Spurious Frequency Dips

A smoothing technique to mitigate the effect of spurious frequency dip pro-
duced by frequency detection techniques is explained in this section. The ini-
tial frequency dips are a consequence of the source impedance as illustrated in
Fig.5.33 for a DSOGI-FLL and a DFT with Hamming for the four test cases.

The proposed smoothing technique uses a combination of filters; the rapid fre-
quency variation during the initial dip period is cut-off, while the slowly vary-
ing frequency is allowed through. It is of paramount importance not to delay
the detected frequency too much after the initial dip. To achieve this, a heavy
filter was incorporated throughout the duration of the initial erroneous dip. Im-
mediately after recovering to the normal pattern of the frequency detection, a
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(a) DSOGI-FLL (b) DFT Hamming
Figure 5.33: Initial frequency dip produced by a DSOGI-FLL and a DFT with

Hamming window

faster filter was appointed to let the correctly measured frequency pass through
with minimal delay.

It is mandatory to identify a clear reliable trigger for the point at which the dip
begins to form, in order to sustain the independence of the energy storage con-
trol. Since a voltage glitch essentially creates a rapid change in magnitude, the
instantaneous time derivative of the magnitude of input voltage may be used
as an accurate indication of the glitch occurrence. Figs.5.34b and 5.34c show the
derivative of voltage magnitude calculated as a by product of the DSOGI-FLL
and the DFT, for the rated load disturbance. One can see a clear fluctuation
in the rate of change of magnitude of the DSOGI-FLL, corresponding to the
instance of glitch shown in Fig.5.34a. However, the DFT does not show such
rapid variation in the rate of change of magnitude.

In the DSOGI-FLL, the magnitude variation is immediately detected by the
QSG and can be used as reliable trigger. But, in the DFT, the magnitude change
can only be detected after at least half of the window length has passed. This is
mainly because the Hamming and Blackman windows give prominence to the
centre of the window. During this time, the magnitude drops slowly to its low-
est value and rises again slowly. Therefore, an effect (i.e. glitch) that only lasts
for 1 ms in the 3-phase voltage is spread out during a 12 ms period in the DFT
magnitude output. Therefore, the derivative of the voltage magnitude calcu-
lated by the generalised DFT with Hamming windowing as shown in Fig.5.34,
does not show distinguishable characteristics to that of the DSOGI-FLL, that is
necessary if it is to be employed as a trigger. However the author would like to
recommend the use of the generalised DFT in energy storage control, if other
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(a) VPCC

(b) DSOGI-FLL d(Vmag/dt)

(c) DFT d(Vmag/dt)
Figure 5.34: Time derivative of the voltage magnitude obtained using DSOGI-

FLL (middle); using DFT (bottom) for the rated load with the cor-
responding VPCC (top)
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suitable provisions can be made to avoid the spurious frequency dip.

Therefore, during this study, the DSOGI-FLL was chosen as the suitable tech-
nique to detect the frequency avoiding spurious frequency dips. This is justified
as for the optimum parameters, both techniques perform similarly for the weak
grid conditions defined in this study.

The significant variation in the rate of change of magnitude is set as the trig-
ger of the smoothing technique. It is important to note that the rate of change
of magnitude is independent of the load change - see Fig.5.35; and is funda-
mentally defined by the total source impedance, which is fixed for a particular
power system. The smoothing technique triggering condition was set as,

d(Vmag)

dt
≥ 1× 104 (5.7.1)

In this smoothing technique, the knowledge of the frequency dip duration is
essential. This is crucial for a smooth variation of the output when the two
filters are interchanged. The duration of the dip is largely dependant on the
frequency detection method used and its tuning parameters. For a DSOGI-FLL,
the initial dip was found to last a period slightly less than the settling time. In
this case, the duration of the depth was set as 30ms considering the settling time
of the optimum DSOGI-FLL.

Figure 5.35: Time derivative of the voltage magnitude obtained using the
DSOGI-FLL for rated and half rated loads

The heavy filter fsH used immediately after the trigger indicating the glitch
until the end of the dip is,

fsH(s) =
1

0.033s + 1
(5.7.2)
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And the faster filter fsL which was used before and after the initial dip duration
is given by,

fsL(s) =
1

0.001s + 1
(5.7.3)

The value for the faster filter was chosen such that its time constant was in-
significant (< 10%) relative to the settling time. The time constant of the heavy
filter was chosen by trial and error considering the frequency dip for a rated
load.

Fig.5.36 shows the effective smoothing achieved by filtering for rated and half-
rated loads. As can be seen, the smoothing technique has visibly alleviated the
erratic initial dip. Considering the benefits of mitigating the inaccurate activa-
tion of energy storage over the slight delay(≈ 1 ms) caused by the fast filter, the
proposed smoothing technique can be declared acceptable in the energy storage
control algorithm.

(a) rated load (b) half-rated load
Figure 5.36: DSOGI-FLL frequency detection with the smoothing technique

5.8 Experimental Validation

In support of the theoretical comparison conducted for the chosen candidate
frequency detection technique based on simulation, a comparison based on ex-
perimental conditions is presented here, to ensure the practicability of the se-
lected DSOGI-FLL method. The worst-case voltage profile recorded in the ex-
periments explained in Chapter 3 is used as the input voltage and the frequency
estimated from the methods are compared with the speed signal obtained si-
multaneously with the voltage signal using the data acquisition system of the
IM drive. Note that the resistive load used in the experiment was 57Ω as op-
posed to the rated load of 20Ω used in the simulations. Fig.5.37 shows the

156



CHAPTER 5: COMPARISON OF METHODS FOR ACCURATE FREQUENCY TREND
ESTIMATION FOLLOWING LOAD TRANSIENTS IN WEAK ELECTRICAL GRIDS

comparison of the candidate methods.

(a)

(b)

Figure 5.37: Experimental results for frequency detection techniques with op-
timum parameters (RLoad = 57Ω)

One can observe a profile similar to that in the simulation results in terms of the
transient settling time and the steady state ripple. Like in the simulation, the
experimental results show the initial erratic dip in frequency in all methods.
The smoothing technique was applied to DSOGI-FLL in order to flatten the
initial dip, and the results presented in Fig.5.38 confirm the effective mitigation
of the spurious dip. This enables the use of the DSOGI-FLL method in the
application of energy storage control, specifically in a weak electrical grid.

On a side note, one can see that the detected frequency is just as fast as the speed
signal detected from the IM driver interface, indicating that a delay in speed
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Figure 5.38: Experimental results for frequency detection techniques with the
DSOGI-FLL with and without the smoothing filter (RLoad = 57Ω)

signal acquisition relative to the voltage acquisition. On the positive side, this
shows that there is no disadvantage in using the detected frequency compared
to directly using the speed signal for control applications.

5.9 Conclusion

In this chapter, three candidate frequency techniques of different origin were
discussed. They are the SRF-PLL, the generalised DFT and the DSOGI-FLL
representing adaptive filtering based techniques. The design and the tuning
of each method was explored and a bandwidth was defined for each method.
The three methods were compared in worst-case weak electrical grid conditions
under the same bandwidth in simulations. The assessment revealed that both
the DSOGI-FLL and the DFT with windowing demonstrate competitive quali-
ties that can be appreciated for frequency detection applications in weak grids.
However, all three methods suffer an initial erratic frequency dip as a conse-
quence of the source-impedance. Based on the existence of a reliable trigger
to detect voltage glitches, occurring as a consequence of source-impedances,
the DSOGI-FLL method was chosen over the generalised DFT as the most suit-
able frequency detection technique for applications in weak grids. A smooth-
ing technique based on filtering was proposed to effectively mitigate the spu-
rious frequency dip detected by the high rate of change of magnitude of the
DSOGI-FLL. The effectiveness of using a DSOGI-FLL with the smoothing tech-
nique was further validated using an experimentally recorded worst-case volt-
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age profile. Hence, the combined technique can be concluded to be successful
in applications specific to weak electrical grids.
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CHAPTER 6

Experimental Validation of Energy
Storage Control

6.1 Introduction

The Energy Storage Control strategy developed using the weak grid simulation
model is tested in an experimental 8kW micro-grid with Li-ion battery energy
storage, in order to demonstrate its effectiveness on delivering frequency sup-
port during load disturbances. Experimental tests using various gain values
and frequency thresholds in the energy storage control have been conducted
on different loading and load-shedding levels to validate the simulation results
presented in the Chapter 4.

This chapter consists of an overview of the prototype micro-grid with energy
storage used as the experimental set-up, followed by a discussion on the exper-
imental results obtained that are compared with the simulation results as well.
Finally, conclusions are drawn.

6.2 Implementation of Energy Storage Control

The model of the energy storage control with frequency detection capabilities
was implemented using a 15 kW Triphase R© PM15F42C power module avail-
able in the Flexelec laboratory at the University of Nottingham. This power
module allows bidirectional transfer of energy between an AC load/source and
a DC load/source. It comprises of a state-of-the-art 3PExpress R© platform to
develop and test power converter algorithms efficiently in a Matlab/Simulink
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environment [7]. This has facilitated rapid testing by plugging in the devel-
oped Matlab/Simulink model of the Energy storage control in to the Triphase
platform for the experimental validation. The specifications of the Triphase R©

module are listed in Table 6.1.

Specification Value
Rated power 15kW

Power supply voltage 3Φ 220− 480 VRMS(LL)
frequency 50− 60Hz

Switching frequency 8− 16kHz
AC output voltage 0− 480VRMS(LL)

AC output current 3Φ + N 4× 16ARMS
DC Output voltage 100− 650 VDC
DC Output current 2× 16A

Table 6.1: Specifications of the Triphase R© PM15F42C Power Module [7]

6.2.1 Interfacing Triphase R© PM15F42C Power Module

The Triphase PM15F42C power module is controlled by a dedicated Triphase
PC. The program logic can be implemented in Simulink in a user PC using the
block-set provided by the manufacturer. This Simulink model is then trans-
lated to C/C++, which the dedicated PC then compiles and builds as a real
time target. The real time program itself can be controlled in real time via the
Simulink interface in the user PC. The monitored data for Simulink scopes are
sent to the user PC in real time via an Ethernet connection, which can also be
used to send feedback to the real time program using Simulink switches. In
addition, real time data logging is also available in the Triphase PC, which can
be downloaded to the user PC after the emulation run via the Ethernet connec-
tion. The real time sampling frequency of all data is set as 8 kHz. Fig.6.1 shows
a schematic diagram that describes the interface between the Triphase and the
user.

From the hardware point of view, the Triphase power module consists of two
three-leg IGBT converters. The converters are connected in a back-to-back con-
figuration providing a three-phase AC interface with neutral and two DC chan-
nel interfaces as shown in the electrical schematic of the Triphase in Fig.6.2. As
can be seen in the schematic, the AC side of the inverter 1 can be connected to
a 3-phase grid, while the AC side of the inverter 2 is connected such that two
legs are used as a dual channel interface to the energy storage. The remaining
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Figure 6.1: Schematic of the Triphase User-Interface [7]

leg can control the neutral line of the grid.

Figure 6.2: Schematic of the Triphase electrical connections [7]

The DC-link is also pre-charged by a 3-phase uncontrolled rectifier connected
to the mains, but can also be connected to the 3-phase micro-grid, if complete
stand alone operation of the micro-grid is required. When connected to the
micro-grid, the operator is required to reset the Triphase PC every time the
target is reprogrammed. Hence, it was connected to the mains for testing con-
venience.

The 3-phase converter currents, the DC link voltage, the 3-phase grid currents
and voltages can be acquired from the current and voltage transducers available
in the module. The grid voltage is taken as the voltage at the PCC. The other
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parameters of the components of the Triphase power converter topology are
listed in Table 6.2.

Parameter Symbol Value
Converter-side inductor L1 2.3mH
Effective resistance of L1 R1 0.2Ω

Grid-side inductor L2 0.93mH
Effective resistance of L2 R2 0.2Ω

LCL filter capacitance C f 10µF
DC-link capacitance Cdc 1000µF

DC-link voltage Vdc 730V
Table 6.2: Parameters of the PM15F42C power converter [7]

As mentioned previously, the Matlab/Simulink software interface of the Triphase
provides an ad-hoc Triphase toolbox to design and develop new control tech-
niques for specific applications. The software architecture shown in Fig.6.3 as-
sists the control of the AC-side and the DC-side by providing access to the mea-
surements acquired from the transducers of the power converter.

Figure 6.3: Schematic of the Triphase software user-interface [7]

The control PWM signals of both inverters are produced in real time depend-
ing on the control logic. With the control logic, inverter 1 is set to regulate
the DC link (bus) at 650 V by injecting current to/from the 3-phase grid using
a P-Resonant controller tuned to the grid power frequency. This is supplied
by the frequency detection technique DSOGI-FLL designed in the Chapter 5.
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The DSOGI-FLL also provides the phase angle for grid synchronisation of in-
verter 1. The control logic for inverter 2 is set to deliver a reference current to
and from the energy storage (the battery) via the two channels, using a PI con-
troller. Hence, the software configuration of the experiment is set out as shown
in Fig.6.3.

The measured grid voltage (also Vpcc) is used to detect the frequency and the
phase angle using a DSOGI-FLL. The energy storage control determines the
required power that needs to be injected to the grid depending on the detected
frequency. Depending on the real time battery voltage acquired, the battery
current that is required to inject the necessary power to the grid is calculated.
Inverter 2 then delivers this current to the DC-link using its PI control, resulting
in an increase or a decrease in the DC bus voltage. Inverter 1 then reacts to
regulate the DC bus voltage ultimately delivering the required power to the
grid.

6.3 Experimental Set-up of The Prototype Micro-grid

Emulation

In order to test the proposed energy storage control, a prototype micro-grid
has been created with the help of the Triphase power converter. The two DC-
channels of inverter 2 were connected to a 24kWh Lithium-ion battery, while the
three legs of inverter 1 were connected to the Leroy-Somer generator powered
by the diesel engine emulation explained in Chapter 3. The specifications of the
battery subject to limited availability (due to commercial sensitivity of data) are
listed in table 6.3.

Specification Value
Energy capacity rating 24kWh/70Ah

Voltage 250− 380V
Table 6.3: Specification of the Lithium-ion battery energy storage

The load-side of the micro-grid was configured with a resistive load connected
via the 3-phase breaker C. Two 3-phase resistive loads equivalent to 57Ω (2.78kW)and
27.5Ω (5.77kW) were used to create two test cases, representing a low power
and a high power loading respectively. The complete micro-grid prototype
used for the experiment is shown in Fig.6.4.
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Figure 6.4: Schematic of the Triphase electrical connections

6.4 Experimental Results : Loading

The experiment was primarily conducted to observe the power frequency of the
grid, for the two cases of with and without using the proposed energy storage
control. The speed of the generator available from the IM drive and the 3-phase
voltage at the PCC were recorded using an oscilloscope. Simultaneously, the
battery current, the battery voltage, the grid voltage and the grid currents were
recorded using the data logging facility in the Triphase. The results obtained
are presented and discussed as follows.

case per-phase resistive load 3-phase load % generator rating
case 1 57Ω 2.78kW 35%
case 2 27.5Ω 5.77kW 72%

Table 6.4: Per-phase resistive loads considered for validating the energy stor-
age control

The 3-phase loads used during the experiment is detailed in table 6.4. The fre-
quency support achieved using the proposed control is eminent in both cases
when conducted with a proportional gain KES = 30, as can be seen in Fig.6.5a
and 6.5b respectively.

The experimental results confirm that the proposed method works by recov-
ering the frequency at the threshold by supplying the additional active power
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(a) (b)
Figure 6.5: Frequency support achieved by applying the proposed ES control

technique a) 35%; b) 72% loading, for KES = 30

needed via the Li-ion battery energy storage, while supporting the speed gov-
ernor during the load transient. The energy storage has correctly activated
when the detected frequency crosses the threshold value of 49 Hz. According to
Fig.6.5a and Fig.6.5b, the frequency without ES support suffers a significant dip
that nearly doubles when the loading was doubled. Yet the frequency with ES
support has managed to contain the maximum dip to < 2.5 Hz (i.e. 47.5 Hz).
Hence, a significant frequency stabilisation is proven experimentally. One can
also see that the settling time is doubled. This is because the governor only re-
acts to the frequency difference. The control of the ES system and the governor
are completely independent and have no intercommunication. In both cases,
this is approximately the same requiring double the time when the loading was
doubled. Moreover, the delay in the frequency detection as expected has caused
initial dampened oscillations similar to that observed in the simulation results.

In order to present the internal details of the experimental validation, the bat-
tery current drawn during loading is shown in Fig.6.7. Since the battery is dis-
charging during ES support at loading, the current recorded is negative from
the battery’s perspective. The peak battery current and the duration of supply
have both been increased proportional to the increasing loads. For the large
load of 27.5 Ω, the battery has supplied a maximum current of nearly 25 A
initially, which is close to the saturation limits (i.e. ±25 A) imposed for the
safe operation of the battery and the inverter. Both Fig.6.6a and Fig.6.6a show
the triangular variation of the battery current characteristic of the proposed en-
ergy storage control presented in the simulations. The high amount of noise
in the signals is due to several interdependent reasons. Due to the increase in
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(a) (b)
Figure 6.6: The reference demand current from the ES control to the battery

energy storage to support frequency recovery: a) Case 1; b) Case 2,
for KES = 30

harmonic content during power injection, the ripple in frequency detection in-
creases. Thus, the current demand contains this ripple. Even though a filter
could possibly be used, this inevitably introduces delay, which increases the
initial frequency oscillations; hence, adding filters in this case is counter pro-
ductive.

(a) (b)
Figure 6.7: The current supplied by the battery energy storage to support fre-

quency recovery a) Case 1; b) Case 2, for KES = 30

Due to the battery internal resistance, the battery voltage experiences a vari-
ation during the current drawing period as displayed in Fig.6.8. The level of
battery charge is different in the two instances, hence the voltage levels before
the energy storage activation is slightly different in the test cases. Due to the
internal resistance, the larger the current, the more the battery voltage drops.
From Fig.6.8a and Fig.6.8b, one can deduce that the internal resistance is ap-
proximately 0.13 Ω. Once, the energy storage automatically switches off as
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soon as the frequency is recovered above the threshold, the voltage settles at a
constant voltage level slightly less than what it was before the disturbance. As
mentioned previously, this is due to the terminal voltage being dependant on
the battery’s state of charge.

(a) (b)
Figure 6.8: The voltage of battery energy storage during frequency recovery a)

Case 1; b) Case 2, for KES = 30

The total active power supplied by the battery in both cases are shown in Fig.6.9.
For the 57Ω load, the maximum power supplied was about 4.5kW, whereas for
27.5Ω it was increased to 8.5kW confirming the increase in the active power
requirement from the battery. The total energy used was also calculated by in-
tegrating the power curve in Fig. 6.9a and Fig.6.9b; hence the total energy was
found to be 0.35 Wh and 1.76 Wh respectively.

(a) (b)
Figure 6.9: The power supplied by the battery energy storage during fre-

quency recovery a) Case 1; b) Case 2, for KES = 30

Finally, it is interesting to analyse the improvements in the voltage at the PCC
due to energy storage support. As discussed in Chapter 3, the automatic volt-
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age regulation of the generator forces the 3-phase voltage to dip below its nom-
inal value during a heavy disturbance. This is more prominent in case 2, where
the frequency drop is larger as shown in Fig. 6.10b. The voltage when the fre-
quency was recovered with the ES support are shown in Fig. 6.10a and Fig.6.10b
respectively. These figures illustrate the indirect improvement in voltage ob-
served as a result of frequency support.

(a) (b)
Figure 6.10: The voltage at the PCC with and without energy storage control

during loading a) Case 1; b) Case 2, for KES = 30

6.4.1 Comparison with Simulation

Upon observing the experimental validity of the proposed energy storage con-
trol, the experimental results are compared to the simulated results in this sec-
tion. The main difference between the simulation and the experimental is the
implementation of the vector control delivering the required current to the 3-
phase grid. In order to find a simple transfer function for this current control,
the required power input the battery control (i.e. PI controller) is compared
with the power delivered at the 3-phase PCC (i.e. P-Resonant controller) by the
Triphase in the experiments as shown in Fig.6.11a and Fig.6.11b.

According to Fig.6.11a and Fig.6.11b, there is an inherent delay in the delivered
power as well as a reduction in noise. After trial and error, the first order delay
was found to be approximately 11 ms for the best fit. The required power fed
through this transfer function

(
1

0.011s+1

)
is shown along with the actual power

delivered in Fig.6.12a and Fig.6.12b.

For both cases of 27.5 Ω and 50 Ω, the transfer function represents the combined
PI battery current control and P-resonant vector control delays of the Triphase.
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(a) (b)
Figure 6.11: The power required as determined by the ES control and the ac-

tual power delivered to the grid during loading a) Case 1; b) Case
2, for KES = 30

(a) (b)
Figure 6.12: The power required as determined by the ES control passed

though an approximated transfer function of the vector control
and the actual power delivered to the grid during loading a) Case
1; b) Case 2, for KES = 30

In the simulation, this transfer function of 11 ms first-order delay was inserted
as the vector delay after determining the required d-axis current (Id). The resul-
tant simulated frequency response along with the corresponding experimental
result is shown in Fig.6.13a and Fig.6.13b for 57 Ω and 27.5 Ω respectively.

As can be seen for RLoad = 57 Ω, the simulated frequency response matches
with the experimental result reasonably well. The slight mismatch seen in this
figure could also be seen in linearising the speed loop in Chapter 3. This can be
interpreted as having a faster governor in the simulations. On the other hand,
the initial response for RLoad = 27.5 Ω matches well, but in the experimental re-
sult, the frequency response recovers above 49 Hz, 1 s after the simulation. This
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(a) (b)
Figure 6.13: The frequency response of the simulation after inserting 11 ms vec-

tor control delay and the experimental frequency response during
loading a) Case 1; b) Case 2, for KES = 30

is possibly due to the fact that the governor is slightly faster in the simulation or
it might be a non-linear effect in the prime-mover. This should be investigated
in a future work, comparing engine torques in the presence of ES control.

6.4.2 Loading Under Various Control Gains

In support of the proposed method, more experiments were conducted to ob-
serve the performance. When using higher gains for the proportional gain KES.
From 4.7.1 in Chapter 4, the stability margin for the current system under test
was found to be ≈ 60. The validity of this statement is investigated in this
section.

The proportional gain was first increased to KES = 50 and the frequency was
recorded for loadings of 37.5% and 72%, with the ES control. The results are pre-
sented in Fig.6.14 along with the experimental frequency in the absence of ES
control and the frequency response predicted by the simulation under the same
conditions. As explained in Chapter 4, increasing KES gives rise to a number
of initial damped oscillations in the recovered frequency. As shown in Fig.6.14,
the experimented results closely follow the simulated results with the exception
of the settling time for the larger load due to the circumstances explained in the
previous section for KES = 30. The only change from KES = 30 to KES = 50 is
the increase in the damped oscillations in the latter case. This further confirms
that the experimental system is stable at KES = 50.

The proportional gain was increased further in order to see whether the sta-
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(a) (b)
Figure 6.14: Frequency support achieved by applying the proposed energy

storage technique a) Case 1; b) Case 2, for KES = 50

bility margin of KES ≤ 60 predicted in the simulations is still valid. Fig.6.15
presents the frequency of the experimental system when KES = 70. The figure
shows that the experimental results have a noisy response loosing the exponen-
tial decaying of the oscillations in frequency recovery at KES = 70. Thus, the
experimental results can validate the theoretical stability margin of KES = 60.

(a) (b)
Figure 6.15: Frequency support achieved by applying the proposed energy

storage technique a) Case 1; b) Case 2, for KES = 70

It is interesting to see that the initial oscillations are dampened less for the
smaller load in the experimental results. For the larger load the experimen-
tal result shows more stability, though none of them show exponential decay of
the oscillations. The reason is that the experimental system has a current limiter
at 25 A, which affects the frequency response of the large load. In case of not
having this current limiter in place, the frequency stabilization of the large load
would have required a current well over 40 A, suggested by the simulation.
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The simulation result shown in Fig.6.15 also has an equivalent current limiter
in place (Id ≤ 27 A) so that the power output limited in both the simulation and
the experimental are the same. It is interesting to note that this barely affects
for the smaller load as its required current even at KES = 70 does not reach
25 A. As a consequence for larger loads, the system shows increased stability
by effective reduction of KES. This opens up an avenue for further study. It fur-
ther shows that the system should not be operated beyond the stability margin,
even though in theory or in practice it could be as the resultant frequency is still
constrained; because then the frequency response would depend on the factors
such as loading.

In summary, this section has verified the stability margin experimentally. The
observation of the same stability margin for both cases of loads exhibits the
consistent performance of the proposed energy storage control.

6.5 Experimental Results: Load Shedding

As opposed to the frequency drop during loading, the power frequency rises
during load shedding. In this case, active power is in surplus and needs to
be absorbed by the battery (i.e. charge) in order to constrain the frequency
response. When designing the energy storage control, it has been assumed that
the battery energy storage is equally capable of charging and discharging at
the same rate. Therefore, a similar set of experiments were conducted in line
with loading to observe the effectiveness of the energy storage in exploiting the
surplus active power.

In Fig.6.16, the frequency rises as high as 54Hz and 59Hz when shedding 37%
and 72% of the rated active power without energy storage support. In both
cases, with the energy storage support the frequency could be successfully re-
covered at 51Hz. Another interesting fact is that unlike the frequency recov-
ery observed during loading in Fig.6.5, which showed similar initial oscillatory
characteristics for a fixed KES but different loads, in shedding, the oscillatory
profile has significantly changed for different loads (shed). This is also observ-
able in the simulation results shown in Fig.6.16. The larger the load (power),
the more oscillatory the frequency response with the energy storage support is
- see Fig.6.16b. The battery current and the voltage supplied during the load
shedding transient are shown in Fig.6.17 and Fig.6.18 respectively.
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(a) (b)
Figure 6.16: Frequency support achieved by applying the proposed energy

storage technique for load shedding a) Case 1; b) Case 2, for
KES = 30

(a) (b)
Figure 6.17: The current absorbed by the battery energy storage during load

shedding a) Case 1; b) Case 2, for KES = 30

As can be seen, the battery voltage experiences a rise in order to allow the charg-
ing current. Moreover, the active power absorbed by the battery is shown in
Fig.6.19 confirming the effective use of the energy storage, restricting the fre-
quency from reaching higher levels. Yet, none of these show a drastic difference
from that of loading and follows an acceptable general trend.

The variations in the voltage at PCC can be observed in Fig.6.20. From Fig.6.20b,
one can see a clear difference in the PCC voltage for load shedding, from that
for loading. In all cases of loading the PCC voltage was also regulated as a
consequence of frequency regulation because of AVR effects. For a small shed,
the voltage is still regulated. But, for the higher load, the initial oscillations in
the current injection will cause a variation in voltage due to the impedance as
shown in Fig.6.20b. In order to overcome this, one would also require reactive
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(a) (b)
Figure 6.18: The voltage of battery energy storage during load shedding a)

Case 1; b) Case 2, for KES = 30

(a) (b)
Figure 6.19: The active power absorbed by the battery energy storage during

load shedding a) Case 1; b) Case 2, for KES = 30

power control in addition to frequency control for an effective load-shedding
to take place. While, this will open an interesting future work path, the existing
method is shown to operate adequately in confining the frequency.

In order to observe the stability margin, the effects of load shedding on the fre-
quency response for different control gains KES was tested next as conducted in
loading. The frequency responses for load sheds of 35% and 72% of rated power
when KES = 50 and KES = 70 are shown in Fig.6.21 and Fig.6.22 respectively.
The corresponding simulation results also shown in the same figures depict that
the frequency response is modelled adequately in the simulation. As a general
rule, the oscillations are larger and last longer for larger load shedding, but they
are constrained due to the current limiting of the Triphase. When KES is above
the limit (i.e. KES ≥ 60), the frequency oscillations for the large load are large
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(a) (b)
Figure 6.20: The voltage at the PCC with and without energy storage control

during load shedding a) Case 1; b) Case 2, for KES = 30

(a) (b)
Figure 6.21: Frequency support achieved with proposed ES control during

load shedding: a) Case 1; b) Case 2, for KES = 50

(a) (b)
Figure 6.22: Frequency support achieved with proposed ES control during

load shedding: a) Case 1; b) Case 2, for KES = 70
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enough to go below the nominal frequency (50 Hz). Hence, though practically
possible due to the current limiting one should operate the ES control below
the stability margin.

6.6 Effect of the Size of the Battery Current Limiter

The proposed energy storage control has been developed theoretically assum-
ing that the size of the energy storage is same as that of the power system. This
means that the energy storage is able to inject active power equivalent to the
rated load disturbance experienced by the power system. In the previous ex-
periments, the battery current was limited to 25 A, while the battery voltage
was around 330 V or more. Thus, the battery can inject approximately 8.3 kW.
Because of its capacity of 24 kWh, this power can be supplied for approximately
3 hours, though such capacity is unnecessary for this application. This is suffi-
cient to supply the active power needed to recover the rated load disturbance
in this case.

In order to see what to expect if the power converter available has a lower
power rating, the current supplied by the battery was curtailed from 25 A to
5 A. If the voltage at the battery is assumed constant, this mimics a case where
the battery energy storage is one fifth of the rating of the former.

The experimental results obtained for the frequency recovery for a small load-
ing of 35% with KES = 30 and curtailed current of 5A is shown in Fig.6.23. As
can be seen from Fig.6.24a, the battery has supplied a maximum current of 5A.

Figure 6.23: Frequency support achieved with proposed ES control, with ±5A
saturation limits (KES = 30)
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With a lower current, the active power supplied was limited to about 1.8kW as
seen in Fig. 6.24c. Therefore, the frequency recovery is taking a different shape
as shown in Fig.6.23 to the typical response observed for loading in section 6.4.
The frequency drops to the same level i.e. ≈ 48Hz before being recovered, and
takes roughly the same time to settle at the threshold. Due to the relatively low
active power supplied, the frequency is not over supported as in the case with
the larger current supply. Therefore, the oscillations in the recovered frequency
have become less prominent.

The voltage of the battery has also been restricted as shown in Fig.6.24b. Volt-
age, current and real power including the recovered frequency cannot maintain
the typical exponential decaying due to the current rating restrictions.

(a) Actual current supplied by the Battery (b) Voltage of the Battery

(c) Power supplied by the battery

Figure 6.24: The performance of the energy storage with prosed control, with
±5A saturation limits (KES = 30)

The frequency recovery with limited current rating was also observed for KES =

50 and 70. The results present in Fig.6.25 exhibit same characteristics to that of
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KES = 30. Further, when the current is curtailed to a low value, the system does
not experience an instability when KES = 70. Thus, when the current is limited
to a low enough value, KES increase has no effect on the overall operation of the
system.

(a) (KES = 50) (b) (KES = 70)
Figure 6.25: Frequency support achieved with proposed ES control, with ±5A

saturation limits (KES = 50, 70)

6.7 Effect of The Frequency Threshold

Until now, the energy storage control used a frequency threshold of 49 Hz. To
observe the operation of the energy storage control for frequency support with
tighter limits, the frequency response was observed with a lower-bound thresh-
old of 49.5 Hz. Fig.6.26a and Fig.6.26b shows the corresponding frequency sup-
port achieved for loadings of 35% and 72% of the rated load obtained with
KES = 30 as the control gain.

As can be seen, increasing the threshold by 0.5 Hz has successfully commanded
the ES control to recover the power frequency at the new threshold of 49.5 Hz.
The oscillations are smaller in magnitude but lasts about the same length of
time when compared with Fig.6.5a and Fig.6.5b. Due to the reduced speed-
error available for the governor action, the settling of the overall frequency
response is lengthened compared to that when the threshold is 49 Hz. This
is further elongated for the larger load as shown in Fig.6.26b. The reverse ac-
tion of this was experienced when the same loads were unloaded as presented
Fig.6.27. The effect of reactive power imbalance as discussed in section 6.5 has
caused more oscillations in the shedding of the large load as shown in Fig.6.27b.
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(a) case 1-35% rated power (b) case 2-72% rated power
Figure 6.26: Frequency support achieved with proposed energy storage tech-

nique with a threshold fth = 49.5 Hz, during loading (KES = 30)

(a) case 1-35% rated power (b) case 2-72% rated power
Figure 6.27: Frequency support achieved with proposed energy storage tech-

nique with a threshold fth = 49.5 Hz, during load shedding
(KES = 30)

Grid frequency regulations consider ±0.5 Hz from nominal as the normal op-
eration limit for the frequency so that the frequency is regulated within 1% of
the nominal [13]. Therefore, the successful performance delivered by the energy
storage control experimentally for tighter limits can be recognised for improved
frequency support when required.

6.8 Conclusion

The proposed energy storage control was experimentally validated successfully
for different levels of loading and load shedding. The operation of the energy
storage delivered the frequency support in a manner predicted by the simu-
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lations. The stability margin of the proportional gain was experimentally ob-
served to be closer to the margin of KES ≤ 60 deduced by the simulation. The
battery current limit was found to have an impact especially in recovering large
load disruptions, due to significant curtailment of current. However, a reduced
limit on the battery current increased the stability and masked the initial os-
cillations. The PCC voltage also benefited from the frequency support as its
oscillations were smoothed out during the transient. However, PCC voltage
during load shedding suffered from uncontrolled flow of reactive power visi-
bly altering its envelope. The proposed energy storage control also successfully
performed with an improved tighter threshold level to constraint the frequency
to ±0.5 Hz in compliance with the normal operation requirements imposed by
the Grid Code. In essence, the experimental results presented in this chapter
not only validated the proposed energy storage control for frequency support
in weak electrical grids, but also successfully verified the simulation model that
the developed technique was based upon.
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Characterisation and Multiple
Energy Storage Usage

7.1 Introduction

The proposed energy storage control technique has been modelled in a simu-
lation in chapter 4 and was confirmed of its validity experimentally in chapter
6. Some investigation of the characteristics of the energy storage control was
conducted in chapter 4 by varying the proportional gain KES. This chapter ex-
tends the characterisation study further into varying the frequency threshold
and current limitation levels.

In practice, multiple energy stores may have to be used to improve the robust-
ness of the energy storage solution. Hence, a study was conducted on employ-
ing multiple energy storage systems possibly at the same point of common cou-
pling to determine the control parameters to share the energy injection between
the multiple storage units.

7.2 Performance of The Energy Storage Control Algorithm

for Varying Frequency Thresholds

In chapter 4, the total energy injected by the energy storage, the peak power
injected, the maximum frequency drop and the settling time (the time to settle
the frequency within ±0.01 Hz from nominal 50 Hz) were observed, varying
the proportional energy storage controller gain KES. It was concluded that in-
creasing KES in general increases both total energy and the peak power when
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used during load compensation, while reducing the frequency drop and the set-
tling time. Even though the effect of KES was small on the peak power, it was
significant on the total energy used. Hence, it was concluded that KES should
be chosen to match the energy storage capacity or vice versa.

In this spirit, the same observations were made by varying the threshold fre-
quency, a parameter that was fixed at 49 Hz throughout the study to provide
sufficient frequency error to the speed governor. The observations made us-
ing the rated load disturbance are recorded against the threshold frequency in
Fig.7.1.

(a) Total energy injected (b) Peak Power injected

(c) Maximum frequency drop (d) Settling Time
Figure 7.1: Total energy used, peak power injection, maximum frequency

drop, settling time when varying the frequency threshold fTH,
while keeping KES = 30 and current limit at 27 A.

According to Fig.7.1a, the total energy spent increases exponentially when the
frequency threshold is raised. When the frequency threshold is raised, under-
standably, the energy required to bring the frequency above the threshold also
rises, reaching infinity, when the frequency threshold is equal to the nominal
frequency. The latter case was not considered as that would result in a neg-
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ligible error for the generator governor to work on. Interestingly, the peak
power used has not changed much when the frequency threshold was raised
according to Fig.7.1b. This means that the maximum difference between the
instantaneous frequency and the frequency threshold is almost the same de-
spite varying the frequency threshold. This should be viewed in conjunction
with Fig.7.1c, which shows that the maximum frequency drop has almost a lin-
ear relationship with the frequency threshold, decreasing when the threshold
is raised. In fact, when the frequency threshold is raised, the overall power fre-
quency gets raised by the same amount. The settling time however increases
almost linearly when the frequency threshold is increased according to Fig.7.1d.
This can be explained by the fact the frequency error seen by the governor gets
reduced when the frequency threshold is raised, slowing down the settling at
the threshold. This does not significantly affect the time to settle the frequency
at the nominal after the energy storage controller is deactivated. Therefore, the
total settling time shown in Fig.7.1d increases with increasing frequency thresh-
old.

7.3 Performance of The Energy Storage Control Al-

gorithm for Varying Current Thresholds

In chapter 4, it was concluded that the stability improves and the effective KES

changes in the presence of current limiters, which are inevitably present in any
power converter. In the experimental system considered, the d-axis current was
effectively limited at 27 A. In this section, the effect of limiting the current on
the total energy spent, frequency drop and settling time were observed on the
rated load disturbance, and are shown in Fig.7.2.

Decreasing the current limit effectively decreases the rated power of the energy
storage controller. According to Fig.7.2a, decreasing the current limit decreases
the energy spent by the energy storage. Further, when the current limit is de-
creased, the frequency drop increases as shown in Fig.7.2b. Under decreased
current limit, due to the large frequency drop, the governor sees larger fre-
quency error and actuates the prime mover to provide more power quicker
requiring less support from the energy storage. The fact that the energy storage
has a lower power rating (lower current limit) means more energy is drawn
from the prime mover and less from the energy storage during a transient.
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(a) Total energy injected (b) Maximum frequency drop

(c) Settling Time
Figure 7.2: Total energy spent, maximum frequency drop, settling time when

varying the current limit, while keeping fTH = 49 Hz, KES = 30

The same phenomena also explains the decrease in settling time when the cur-
rent limit is decreased. More governor action under reduced current limit also
means quicker overall settling time. The main downside of reducing the cur-
rent limit is the large initial frequency drop the system has to suffer due to lower
power injection from the energy storage.

7.4 Fundamentals of Multiple Energy Stores

In order to improve the robustness, smaller multiple energy storage units can
be a better solution than a single large energy storage. Up to now, it was un-
derstood that the proposed energy storage can work independent of the prime
mover. By studying multiple energy storage systems, one can further explore
the plug-and-play capabilities and limitations of the proposed energy storage
control. In other words, this study will identify if any coordination between

185



CHAPTER 7: CHARACTERISATION AND MULTIPLE ENERGY STORAGE USAGE

energy storage is required to effectively constrain the power frequency without
leading to instabilities.

When multiple energy storage units operate, they all share the same frequency
information. If one keeps the frequency threshold the same, the frequency dif-
ference between the instantaneous frequency and the threshold will be the same
for all energy storage controllers. Since, power supplied is additive, KES should
also be added to come up with an effective KES figure for the multiple energy
storage system.

To illustrate the above idea, the electrical system with two energy storage units
was simulated with a threshold fTH = 49 Hz, KES1 = 22.5 and KES2 = 7.5 in
the two energy storage controllers. The frequency response of the dual storage
system is shown in Fig. 7.3 along with a single storage with KES = 30 and
fTH = 49 Hz .

(a) Injected Power (b) Frequency
Figure 7.3: The injected power and the frequency for a dual storage system

with KES1 = 22.5, KES2 = 7.5 and a single storage with KES = 30,
while keeping fTH = 49 Hz.

From Fig.7.3a, one can see that the injected power is shared between the two
storage units, where the sum of power injected by the two storage units are
equivalent to the power injected by the single storage. This is further confirmed
by Fig. 7.3b, where both systems provide equivalent frequency response con-
firming the linear addition of KES, when the frequency threshold of the storage
control systems are the same.

In order to see the whether addition of KES is still valid when combining energy
storage units of different fTH, two energy storage units with KES1 = KES2 = 15
were used with two thresholds fTH1 = 49 Hz and fTH2 = 49.2 Hz. The re-
sulting frequency response is shown in Fig.7.4a along two single energy stor-
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age systems, one with KES = 30, fTH = 49 Hz and the other with KES = 30,
fTH = 49.2 Hz for comparison. Fig.7.4b shows the injected power for the three
systems.

(a) Frequency (b) Power
Figure 7.4: The the frequency and the injected power for two storage units

with KES1 = KES2 = 15, fTH1 = 49 Hz, fTH2 = 49.2 Hz and two
single storage systems with KES = 30, fTH = 49 Hz and KES = 30,
fTH = 49.2 Hz.

According to both Figs.7.4a, 7.4b, one can see that the oscillations are between
the three systems. Since KES is the factor that affects the oscillations, one can
conclude that all systems share the same KES. The system with two storage
units, one with fTH1 = 49 Hz and fTH2 = 49.2 Hz performs in between the
system, which has single storage units with thresholds of fTH = 49 Hz and
fTH = 49.2 Hz individually. Thus, the addition of KES still holds for sys-
tems with different thresholds, but the performance in every aspect (i.e. en-
ergy, power, frequency drop, and settling time) is in between the single storage
systems with the different thresholds.

Nonetheless, a quantitative analysis is now required to observe how the per-
formance of multiple energy storage systems varies when KES is shared in dif-
ferent ratios with different frequency thresholds. The next sections discuss this
matter.

7.5 Performance of Multiple Storage Units With Vary-

ing Parameters

From the above study, it could be said that when KES is shared between two
energy storage units, the peak power and the total energy used also are shared
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among the two storage units, even when the frequency thresholds are different.
In order to quantify the effects, the peak injected power, total energy supplied,
the maximum frequency drop and the settling time were measured for varying
factors of KES1/KES2 and different frequency thresholds. The frequency thresh-
old of one controller was kept at fTH1 = 49 Hz, while that of the other was
varied.

7.5.1 KES Variation

The sharing of energy, sharing of peak power, the maximum frequency drop
and the settling time was plotted against KES sharing-factors, for various fre-
quency threshold differences ∆ fTH = fTH2 − fTH1 in Fig.7.5.

According to Fig.7.5a, one can immediately see that the share of energy injec-
tion is directly proportional to the KES share between the two energy storage
units. Fig.7.5a also shows that the energy share can be changed by increasing
the frequency threshold of the smaller KES controller. Thus, one can obtain the
full control of how the energy injection should be shared between storage units,
and this could be useful if the two units have different power or energy speci-
fications. Fig.7.5b shows that the total energy does not vary much when KES is
varied especially when the difference between the thresholds is low. In fact, the
total energy varies between that of one storage with one threshold (i.e. fTH1)
and that of another storage with the other threshold (i.e. fTH2) both with the
same KES equal to the sum of that of the multiple storage system. Likewise,
the share of peak power shown in Fig.7.5c follows the same rules defined for
energy share.

The maximum frequency drop however, does not vary much with increasing
KES share as seen in Fig.7.5d. When a controller with higher frequency thresh-
old is involved, the frequency drop decrease as expected. The settling time does
not show a significant variation with increasing KES share as seen in Fig 7.5e.
Again, when higher thresholds are involved, the settling time is lengthened.

7.5.2 fTH Variation

The sharing of energy, the sharing of peak power, the maximum frequency drop
and the settling time are plotted against the frequency threshold differences
∆ fTH for various KES sharing-factors in Fig.7.6.
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(a) Energy Share (b) Total Energy

(c) Peak Power Share (d) Maximum Frequency Drop

(e) Settling Time
Figure 7.5: Energy share, Total energy used, Power Share, maximum fre-

quency drop, settling time when using two energy storage units
with varying KES factor (i.e KES1/KES2) for different thresholds
∆ fTH = fTH2 − fTH2, while keeping fTH1 = 49 Hz and the sum
of KES = 30.
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(a) Energy Share (b) Total Energy

(c) Peak Power Share (d) Maximum Frequency Drop

(e) Settling Time
Figure 7.6: Energy share, Total energy used, Power Share, maximum fre-

quency drop, settling time when using two energy storage units
with varying thresholds ∆ fTH = fTH2 − fTH2 for different KES fac-
tor (i.e KES1/KES2), while keeping fTH1 = 49 Hz and the sum of
KES = 30.
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According to Fig.7.6a, the energy share of the ES controller with a lower thresh-
old becomes exponentially smaller when the threshold of the controller with
higher threshold is raised. This is further aided if the lower threshold con-
troller has a smaller KES share. As expected, the total energy shown in Fig.7.6b
increases exponentially with the increase of the higher threshold. The peak
power used on the other hand does not vary much with the threshold, but
varies largely with KES as discussed for the single storage system.

The maximum frequency drop shown in Fig.7.6d is similar to the case where the
frequency threshold of a single energy storage was varied, decreasing the fre-
quency drop when one of the thresholds was increased. The frequency drop is
further reduced when the KES share of the higher threshold controller is larger.
The settling time in Fig.7.6e again shows similarity to the variation in settling
time when the frequency threshold was varied.

In summary, multiple storage units when different frequency thresholds are
used perform in between a single large system with the lower threshold and
a single large system with the higher threshold. The KES share determines the
bias towards one system or the other.

When the power ratings and the energy storage capacities of the energy storage
units of a dual energy storage system are fixed, one can find the KES, fTH values
as follows. From Fig.7.5c and Fig.7.5b, a unique KES ratio and a ∆ fTH that can
satisfy the power rating ratio and the energy capacity ratio can be found out.
The sum of KES values should be chosen so that the total energy used is less
than the total capacity of the energy storage units. However, one has to make
sure that the sum of KES does not violate the stability criterion. Hence, KES1

and KES2 values can be determined. From the specification of the allowable
frequency drop in a given micro grid, one can decide the frequency threshold
of the ES control, i.e the lower fTH, hence completing the parameter selection
of both storage units.

7.6 Conclusion

In this chapter, the performance of the energy storage control system was char-
acterised when the frequency threshold was varied following the same con-
ducted for varying KES in chapter 4. The discussion concluded that the fre-
quency threshold shifts can shift the power frequency by approximately the
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same amount, without observing a significant change in the peak power usage.
Naturally, the total energy used increases and the settling time lengthens, when
the threshold is raised. Varying the current threshold has expected variations
of decreasing energy, increasing frequency drop and decreasing settling time,
when the current threshold is reduced, since such a change makes the governor
control more active.

When using multiple stores, it was understood that KES is additive once all stor-
age units are triggered, even when the frequency thresholds of the controllers
are different. The energy used by the controllers was shared according to the
KES share between the controllers. Different shares of KES does not vary the
maximum frequency drop and is only affected by frequency threshold changes.
The settling time was the same for a system with different KES shares, as long
as there is no variation in frequency thresholds. It was concluded that when
using multiple storage units with different frequency thresholds, the resultant
performance is in between a system with the lowest threshold and a system
with the highest threshold within the multiple energy storage system. The ex-
act behaviour depends on the KES share between the energy storage units.
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Conclusion

8.1 Conclusions of The Thesis

Weak electrical grids with distributed renewable energy resources suffer from
regular off-nominal frequency excursions during load disturbances due to low
system inertia. Supplementing system active power from an energy storage is
one way of offering power system frequency support. This thesis describes a
novel technique to dispatch active power from an independently controlled en-
ergy storage to constrain the system frequency within acceptable margins. This
work identifies that supplying active power to support frequency to a level
close but not equal to the nominal (i.e. a frequency threshold) is important, not
only for the efficient use of energy storage but also for the unhindered opera-
tion of the speed governing of the power system to sustainably supply the load
in the long run. These properties were realised by exploiting detected power
system frequency as the main control input to the energy storage control. Due
to this, the proposed energy storage control technique did not require dedi-
cated intercommunication between the energy storage and the prime mover or
among other power system elements.

The first objective was achieved by developing a proportional energy storage
control using detected frequency as the control trigger in Chapter 4. The valu-
able property of power system frequency was employed in the control algo-
rithm to indicate real time load-generation imbalance. The method was defined
in such a way that the energy storage discharges when the frequency falls below
the lower threshold (49 Hz) and charges when the frequency rises above the up-
per threshold (51 Hz), proportional to the frequency deviation from the thresh-
old. Once the frequency is restored up to the threshold, the energy storage is
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deactivated. In this way, the speed governor is provided with sufficient speed
error for continuous operation. With the proposed ES control, the frequency
could be recovered above the threshold within 3 s for the rated load distur-
bance of the 8kW microgrid and is well within the primary frequency response.
As a consequence, the prime mover experiences less rigorous torque genera-
tion and smoother transition of active power supply from the energy storage
to the speed governor controlled prime mover. The stability margin of the ES
controller was found to depend upon the inertia of the grid and the inductive
impedance at the PCC. However, these parameters can be pre-evaluated by
means of regression analysis; hence have a minimal impact on the decoupling
of the ES control from the host grid.

The second objective of identifying frequency detection requirements in order
to replace power system frequency in the ES control algorithm with the detected
frequency, was achieved in Chapter 4. The study revealed that the transient and
the steady state response of the detected frequency should limit the ripple am-
plitude of the detected frequency to within ∆ f ≤ 0.5 Hz and the transient delay
of detection to within Td ≤ 50 ms in order to be sufficient for the optimum per-
formance of the energy storage control. Three candidate frequency detection
methods were compared under the same bandwidth specifically in weak elec-
trical grid conditions to identify the best method in the Chapter 5. According to
the comparison, the DSOGI-FLL was found to have the best performance in es-
timating frequency in a weak grid compared to a generalised DFT and the con-
ventional SRF-PLL. A smoothing technique was developed for the DSOGI-FLL
to mitigate the erroneous frequency dip occurring as a consequence of the weak
grid voltage transients, which are a consequence of high inductive impedance.
Also, the generalisation carried out on the modified DFT also showed compet-
itive characteristics with accurate ROCOF estimation in power systems.

As a platform to design, develop and test the energy storage control technique
and compare the frequency detection methods, a complete simulation model
to replicate a worst-case weak grid was developed in Chapter 5, achieving the
third objective. The model simulated speed control, automatic voltage regu-
lation, harmonic distortion and effects of supply impedance derived from the
observations made in a prototype 8 kW microgrid with resistive loads.

The fourth objective of validating the proposed method experimentally, using
the 8 kW microgrid facility with a 70 Ah Li-ion battery energy storage was pre-
sented in Chapter 6. The experimental results showed a good proximity to
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the simulated results including the stability margins deduced for loading and
shedding of two resistive loads equivalent to 35% and 72% of rated loading.

In Chapter 7, general design rules for the ES control when applied as a singular
entity or as multiple entities were discussed, achieving the final objective of this
work. It was concluded that the main parameters of the ES control (i.e. KES and
fTH) may be varied to satisfy end users requirements, and hence determine the
optimum sizing of the energy storage for a given power system.

8.2 Limitations and Future Work

This research is limited in certain ways, and some associated investigations may
be suggested as future work to mitigate or eliminate these limitations. One
clear limitation was that the harmonics and unbalances are created in the volt-
age during active power injection by the energy storage. Even though increas-
ing the proportional gain KES of the ES control can offer benefits in frequency
support by lessening the initial frequency drop followed by fast damped oscil-
lations, the potential of using a higher KES is limited by the resulting distorted
voltage waveform causing instability in the frequency support. An additional
concurrent reactive power support to aid in voltage regulation may be sug-
gested as future work to increase the practical stability margin of the proposed
ES control.

Also, this work was developed for an agnostic energy storage technology, thus
intentionally sidesteps from the inclusion of characteristics of the energy stor-
age technology such as the state of charge. If the energy storage control is
applied in a weak grid with continuous loading and load-shedding, a more
in-depth analysis on the state of the energy storage may be beneficial for the
uninterrupted application of the ES control. Therefore, the proportional con-
trol can be enhanced by considering additional parameters that are specific to
energy storage technologies in the algorithm.

Moreover, this work may benefit from comparing the results with a method
that uses direct speed to achieve frequency support as of [30]. Such an analysis
can reveal the differences of using a plug-and-play technique as opposed to a
generic method coupled to the host grid. Further, the technique as a whole
should be extended to include effects of droop controlled power systems with
multiple prime movers and multiple energy storage systems in order for this
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system to be widely implemented.
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APPENDIX A

The Speed Signal Acquisition

The speed signal of the prime mover is accessible via the control board termi-
nals panel available in the IM drive [8]. The control board panel facilitates data
acquisition via digital and analogue outputs, as shown in Fig.A.1. Analogue
output port C5 provides the speed-feedback signal as annotated in the figure.

Figure A.1: User interface of the IM drive [8]

The speed feedback signal voltage is directly proportional to the rotor speed. In
order to find the relationship between the speed and the voltage of the speed
signal, several known speed points were set using the IM drive interface under
no-load conditions and the voltage of the C5 terminal measured from the os-
cilloscope were recorded for each speed set point. These results are shown in
Fig.A.2. By fitting these points to an equation of the form y = mx + c we found
that the relationship between the speed and the voltage signal is,

n = 201.5 Vss − 34.4255 (A.0.1)

where n is the speed in rpm and Vss is the speed signal voltage in V.

The resolution of the voltage signal is defined by the IM drive’s digital to ana-
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Figure A.2: Speed signal voltage recorded for IM drive speed set points (+)
and a straight line fit (-)

logue converter’s resolution as well as the resolution of the signal acquisition
(i.e. oscilloscope). An oscilloscope (Tektronix R© DPO 2024) was used to acquire
the speed signal with a vertical scale of 500 mV/div, using a 1x probe.

In order to find the speed resolution, under no-load, the speed was increased
linearly from zero up to 1500 rpm. During this time, the speed voltage signal
was observed as shown in Fig.A.3.

From Fig.A.3, we can calculate the speed resolution the combined microproces-
sor and oscilloscope system is able to offer, using two adjacent voltage steps
which define the maximum available resolution. This value was found to be
∆Vss = 0.04V. Using (A.0.1), the speed step was found to be,

∆n = 201.5 ∆Vss = 8.06 rpm

For a 4-pole synchronous generator the power frequency f (Hz) can be calcu-
lated using,

f =
np
60

(A.0.2)

where p is the number of pole pairs.
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Figure A.3: Voltage measured with increasing speed in time [Inset : Zoomed
in voltage in time]

Using this relationship we can write equation A.0.1,

f = 6.717 Vss − 1.1475 (A.0.3)

In addition, the frequency step becomes,

∆ f = 0.27 Hz

Hence, the frequency resolution measured from the oscilloscope in the given
scale taken from the IM drive speed feedback signal is 0.27 Hz.
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