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Abstract

Hard disk drives (HDDs) have been the dominant secondary memory device in
computing for over 50 years, while more recently magnetoresistive random access
memory (MRAM) has emerged as a candidate for primary computing memory.
Both HDDs and MRAM store information in the polarity of a magnetic layer,
which is written and read by non-relativistic mechanisms. There is now gathering
interesting in using relativistic mechanisms whose origins lie with spin-orbit cou-
pling (SOC) for MRAM writing because of potential benefits in terms of scalability,
device design, and efficiency. This thesis investigates the fundamental physics
of SOC phenomena that can write (spin-orbit torque (SOT), Néel order SOT)
or read (anisotropic magnetoresistance (AMR), magnetic gating) the magnetic
state by the application of electrical current. These phenomena are studied in
semiconducting materials that offer a relevant electrical conductivity for integration
into commercial electronic devices.

Effective magnetic fields which parametrise the SOT phenomenon are measured
in the diluted magnetic semiconductor (Ga,Mn)As using a technique based upon
experimental planar Hall effect measurements and analytical fitting with a free
energy equation for coherent magnetization rotation. It is found that effective
magnetic fields which originate from Dresselhaus SOC increase in magnitude with
increasing temperature, whereas those originating from Rashba SOC have no
significant temperature dependence within experimental uncertainty. The size of
the measured effective fields per unit of current density, as well as the ratio of
Dresselhaus to Rashba effective field magnitudes averaged over all temperatures
are comparable to previous experimental measurements.

Evidence for electrical switching of the antiferromagnet CuMnAs via the Néel
order SOT (NSOT) mechanism is presented. Pulses of current density of the
order of a few MA/cm2 are applied along orthogonal directions of a CuMnAs
Hall cross device at room temperature in order to set its antiferromagnetic (AF)
spin-axis orientation via NSOT effective magnetic fields. DC longitudinal and
transverse probe measurements subsequent to each setting pulse reveal high and
low resistance states for probe geometries that are consistent with a non-crystalline
AMR response to the setting pulses switching the AF spin-axis orientation. The
results of varying the magnitude and number of setting pulses suggests that the
magnetic structure of the CuMnAs sample studied consists of sub-µm AF domains.

Sb-based diluted magnetic semiconductors (Ga,Mn)(As0.9,Sb0.1) and (Ga,Mn)Sb
are characterised by magnetic and transport measurements. The Curie tem-
perature (Tc) of (Ga,Mn)(As0.9,Sb0.1) increases from 28K to 55K upon sample
annealing. The Tc of as-grown (Ga,Mn)Sb is found to be 34K, and in contrast to
(Ga,Mn)(As0.9,Sb0.1) does not change upon annealing, indicating a lack of interstitial
Mn in (Ga,Mn)Sb. Field rotation transport measurements for current along various
crystalline directions reveal significant crystalline and non-crystalline contributions
to the AMR of both as-grown and annealed (Ga,Mn)(As0.9,Sb0.1). An anomalous



temperature dependence of the AMR of the annealed (Ga,Mn)(As0.9,Sb0.1) sample
for current along the [110] crystalline direction is accounted for by considering the
relative sizes of the individual AMR contributions as a function of temperature.

Results are shown of an attempt to vary the current flow through a non-magnetic
GaAs/AlGaAs 2D electron gas (2DEG) by changing the magnetization orientation
of an electrically insulated Fe gate layer. Such magnetic gating of electrical current
is based upon the principle that, as a result of SOC, the electrochemical potential
of a ferromagnet is anisotropic with respect to its magnetization orientation. The
magnetic gating experiment proved to be unsuccessful due to an AMR-like signal
arising in field rotation measurements of 2DEG samples both with and without
the gate layer. The origins of this AMR-like signal are unknown, and it cannot not
be accounted for by fitting analysis.

2



Acknowledgements

First and foremost I would like to thank my supervisor Dr. Kevin Edmonds for
his helpfulness, guidance, and hard work in my supervision. The work in this
thesis would not have been possible without his ideas and support. My secondary
supervisor Prof. Bryan Gallagher provided me with much appreciated advice and
suggestions for my work through my PhD for which I am thankful. Dr. Andrew
Rushforth helped me on numerous occasions with experimental and theoretical
issues which I am grateful for. Thanks to Dr. Richard Campion for growing all the
samples I studied in this thesis. I am also appreciative of Prof. Tomas Jungwirth
for leading the successful Nottingham-Prague-Cambridge collaboration and hosting
Lanna meetings.

I would like to thank all of the technicians in the department who on multiple
occasions went above and beyond the call of duty to help me. Special mentions
must go to Jaz Chauhan, Dave Taylor, ‘Cryogen’ Chris Pallander, Dave ‘The Man’
Holt, Bob Chettle, and Ian Taylor. Dr. Oleg Makarovskiy several times took
time out of his own research and teaching commitments to laser anneal my 2DEG
contacts which I am grateful for.

Thanks to all the students and postdocs in the Nottingham spintronics group in my
3.5 years here. I would like to especially highlight the following people: Dr. James
Haigh spent so much of his time helping me when I was starting my PhD, and I
will always remember this. The same can be said of Dr. Mu Wang who continued
to help me until he left in 2013. Mu is perhaps the most unreal person I’ve ever
met and also one of the best friends I’ve ever made. Duncan Parkes has been here
throughout my whole PhD and has regularly helped me with computing and clean-
room problems. I enjoyed many fruitful discussions with Dr. Jan Zemen and Dr.
Peter Wadley about my work throughout my time here. I would also like to thank
the members of the department football team which I captained for nearly the en-
tirety of my PhD - there were many hard times so thanks to those who stuck with it.

Finally, no clichéd list of acknowledgements would be complete without thanking
my parents.



Contents

1 Introduction 2
1.1 Preface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.1.1 History of semiconductor electronics and computer technology 2
1.1.2 Spintronics . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.3 Motivation and organisation of thesis . . . . . . . . . . . . . 5

1.2 (Ga,Mn)As: The prototypical diluted magnetic semiconductor . . . 6
1.2.1 Diluted magnetic semiconductors . . . . . . . . . . . . . . . 6
1.2.2 Properties of (Ga,Mn)As . . . . . . . . . . . . . . . . . . . . 7

1.2.2.1 Growth by molecular beam epitaxy . . . . . . . . . 8
1.2.2.2 Structure and defects . . . . . . . . . . . . . . . . . 10
1.2.2.3 Electronic structure and transport properties . . . 12
1.2.2.4 Spin-orbit coupling . . . . . . . . . . . . . . . . . . 13
1.2.2.5 Magnetic properties . . . . . . . . . . . . . . . . . 15

1.3 Experimental measurement techniques . . . . . . . . . . . . . . . . 19
1.3.1 Device fabrication . . . . . . . . . . . . . . . . . . . . . . . . 19
1.3.2 Measurement equipment . . . . . . . . . . . . . . . . . . . . 21

1.3.2.1 Small cryostat system . . . . . . . . . . . . . . . . 21
1.3.2.2 Large vector magnet cryostat system . . . . . . . . 22
1.3.2.3 High-field cryostat system . . . . . . . . . . . . . . 23
1.3.2.4 SQUID magnetometer . . . . . . . . . . . . . . . . 23

1.3.3 Measurement techniques . . . . . . . . . . . . . . . . . . . . 25
1.3.3.1 Sample resistivity . . . . . . . . . . . . . . . . . . . 25
1.3.3.2 Hall measurements . . . . . . . . . . . . . . . . . . 26
1.3.3.3 Magnetoresistance measurements . . . . . . . . . . 30
1.3.3.4 SQUID magnetometry field sweeps . . . . . . . . . 31
1.3.3.5 SQUID magnetometry remnant measurements . . . 32

2 Characterisation of Sb-based diluted magnetic semiconductors 33
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.2 Previous experimental and theoretical studies . . . . . . . . . . . . 34

2.2.1 (Ga,Mn)Sb . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.2.2 (Ga,Mn)(As,Sb) . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.3 Experimental results and discussion . . . . . . . . . . . . . . . . . . 36
2.3.1 Sample growth and preparation . . . . . . . . . . . . . . . . 36
2.3.2 (Ga,Mn)Sb . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.3.2.1 SQUID magnetometry . . . . . . . . . . . . . . . . 37
2.3.2.2 Transport . . . . . . . . . . . . . . . . . . . . . . . 41

2.3.3 (Ga,Mn)(As0.9,Sb0.1) . . . . . . . . . . . . . . . . . . . . . . 42

i



2.3.3.1 SQUID magnetometry . . . . . . . . . . . . . . . . 42
2.3.3.2 Transport . . . . . . . . . . . . . . . . . . . . . . . 46

2.4 Conclusions and future work . . . . . . . . . . . . . . . . . . . . . . 59

3 AMR studies of (Ga,Mn)(As0.9,Sb0.1) 64
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.2 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.2.1 Formal definition and phenomenology of AMR . . . . . . . . 67
3.2.2 Literature review of theory of AMR in DMSs . . . . . . . . 69

3.3 Experiment and Results . . . . . . . . . . . . . . . . . . . . . . . . 71
3.3.1 Experimental and analytical method . . . . . . . . . . . . . 71
3.3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.3.3 Experimental uncertainties . . . . . . . . . . . . . . . . . . . 78

3.3.3.1 Filamentary Conduction in as-grown Hall bars . . . 78
3.3.3.2 Estimation of errors . . . . . . . . . . . . . . . . . 80
3.3.3.3 Possible sources of inconsistencies between AMR

constants . . . . . . . . . . . . . . . . . . . . . . . 81
3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

3.4.1 General observations from AMR polar plots . . . . . . . . . 82
3.4.2 Phenomenological description of observed AMR . . . . . . . 83
3.4.3 Behaviour of individual AMR coefficients . . . . . . . . . . . 85

3.5 Conclusions and future work . . . . . . . . . . . . . . . . . . . . . . 93

4 Spin-orbit torque in (Ga,Mn)As 97
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.2 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

4.2.1 Spin-orbit coupling from broken inversion symmetry . . . . . 99
4.2.2 Non-equilibrium spin polarization . . . . . . . . . . . . . . . 101
4.2.3 Torque from non-equilibrium spin polarisation . . . . . . . . 104
4.2.4 Factors affecting CIFs . . . . . . . . . . . . . . . . . . . . . 105
4.2.5 Additional SOT effects . . . . . . . . . . . . . . . . . . . . . 105

4.3 Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.3.1 Previous experimental studies of CIFs in (Ga,Mn)As . . . . 106

4.3.1.1 Measurement techniques . . . . . . . . . . . . . . . 106
4.3.1.2 Experimental findings . . . . . . . . . . . . . . . . 107

4.3.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.3.2.1 Experimental measurement . . . . . . . . . . . . . 108
4.3.2.2 Numerical fitting . . . . . . . . . . . . . . . . . . . 110

4.3.3 Comparison with existing techniques . . . . . . . . . . . . . 112
4.3.4 Choice of sample . . . . . . . . . . . . . . . . . . . . . . . . 112
4.3.5 Hall bar design and temperature control . . . . . . . . . . . 113
4.3.6 Vertical temperature gradient and anomalous Nernst effect . 114

4.3.6.1 Appearance of non-PHE signal in field sweep data . 115
4.3.6.2 Characterisation of ANE signal . . . . . . . . . . . 117
4.3.6.3 Vertical temperature gradient . . . . . . . . . . . . 124
4.3.6.4 Implications on field sweep technique . . . . . . . . 125

4.4 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . 125
4.4.1 Field sweep data and fits . . . . . . . . . . . . . . . . . . . . 125

ii



4.4.2 Size and temperature dependence of CIFs . . . . . . . . . . 127
4.4.3 Discussion of CIFs . . . . . . . . . . . . . . . . . . . . . . . 129

4.4.3.1 Oersted field contribution . . . . . . . . . . . . . . 129
4.4.3.2 Comparison to CIFs in magnetic multilayers . . . . 130
4.4.3.3 Relative sizes of HD and HR . . . . . . . . . . . . . 130
4.4.3.4 Temperature dependence . . . . . . . . . . . . . . . 131
4.4.3.5 Dependence of HD and HR on current direction . . 132

4.5 Conclusions and future work . . . . . . . . . . . . . . . . . . . . . . 133

5 Magnetic gating of a 2DEG 136
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
5.2 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

5.2.1 Concept of the experiment . . . . . . . . . . . . . . . . . . . 137
5.2.2 2DEG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
5.2.3 Chemical potential variation in ferromagnets . . . . . . . . . 140

5.3 Design of device . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
5.3.1 Shape of device . . . . . . . . . . . . . . . . . . . . . . . . . 142
5.3.2 Design of heterostructure and choice of gate . . . . . . . . . 144

5.4 Measurement of Mn782 sample without Fe gate . . . . . . . . . . . 157
5.5 Measurement of RC023 sample with and without Fe gate . . . . . . 166

5.5.1 Measurement of laser annealed RC023 sample without Fe gate168
5.5.1.1 Magnetotransport characterisation . . . . . . . . . 168
5.5.1.2 Field rotation measurements . . . . . . . . . . . . . 170

5.5.2 Measurement of laser annealed RC023 sample with Fe gate . 176
5.5.2.1 Magnetotransport characterisation . . . . . . . . . 176
5.5.2.2 Field rotation measurements . . . . . . . . . . . . . 177

5.6 Conclusions and future work . . . . . . . . . . . . . . . . . . . . . . 183

6 Current-induced magnetic reorientation in an antiferromagnet 187
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
6.2 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

6.2.1 CuMnAs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
6.2.2 Neel order spin-orbit torque . . . . . . . . . . . . . . . . . . 191

6.3 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . 194
6.3.1 Experimental design . . . . . . . . . . . . . . . . . . . . . . 195
6.3.2 Measurement principle . . . . . . . . . . . . . . . . . . . . . 196
6.3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202

6.4 Conclusions and future work . . . . . . . . . . . . . . . . . . . . . . 221

7 Conclusions 230

A Side Projects 233
A.1 XMCD study of (Ga,Mn)Sb . . . . . . . . . . . . . . . . . . . . . . 233
A.2 Investigation of high Tc of (In,Mn)Sb . . . . . . . . . . . . . . . . . 236
A.3 AMR in FeRh . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240

B List of acronyms 249

C Publication list 251

1



Chapter 1

Introduction

1.1 Preface

1.1.1 History of semiconductor electronics and computer
technology

Fully automatic and programmable computing machines, i.e. computers in the
sense that we know them today, were first successfully produced and demonstrated
during the years at the beginning of the second World War (around 1938-1941) by
German engineer and inventor Konrad Zuse. Zuse’s computers were based upon
electromechanical relays which severely limited their operating speed and practical
application. The next approach towards building computer was to move away from
electromechanical machines and towards all-electrical machines that use vacuum
(electron) tubes. Vacuum tube computers (first generation computers) were pro-
duced and used towards the end of the war, and their development continued into
the early 1950’s when commercial machines became available. However, advances
in transistor technology meant that by the 1960’s vacuum tube computers were no
longer considered a competitive route to achieving high-performance computing.

In 1947 John Bardeen, Walter Brattain, and William Shockley of Bell Labs demon-
strated the first ever working transistor, a Ge point contact transistor. Over the
next decade various forms of field effect and bi-polar transistors were developed,
building upon the fundamental understanding gained from the Bell Labs work.
A transistor is, in general, a semiconductor device with at least three contact
terminals where a current or voltage applied to one set of contacts can amplify or
switch an electrical current through another set. Transistors have many advantages
over the vacuum tube as the key component upon which to build electronic devices
and computers, including their smaller size, manufacturing cost, and power con-
sumption/dissipation, as well as their greater reliability and ease of compatibility
in integrated circuits. From the 1960s still to this day, transistors form the basis of
the majority of consumer electronics. The invention of the transistor is therefore
considered one of the most important of the 20th century, and indeed Bardeen,
Brattain, and Shockley shared the 1956 Nobel Prize in recognition for their work.

Early transistor computers (second generation computers) as well as other electronic
devices such as car radios were made from germanium in the late 1950’s and 1960’s.
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Advances in the understanding and production of silicon allowed it to replace
germanium as the dominant material used in transistor production, and this
coincided with the invention of integrated circuits and microprocessors, which
are the basis for the third generation of computers which have been in use from
the late 1960’s to the present day. Silicon remains the semiconductor material of
choice for many of today’s electronic devices, but other semiconductors such as
gallium arsenide (GaAs) are also widely used, finding high frequency applications in
communications devices. The explosion in the utilization and commercial success of
third generation computers and electronic devices that harness integrated circuits
has gone hand in hand with their astonishing rate of development since the mid
1960’s, a level of continuing improvements that agrees with the 1965 observation of
Gordon Moore (‘Moore’s law’[1]). Moore’s law predicted in 1965 that the number
of transistors in an integrated circuit would double approximately every two years,
a level of miniaturization that has allowed similar rates of increases in computing
power and speed, as well as the development of portable electronics devices such
as smart-phones that we are all familiar with today. Moore’s law has held for the
past 50 years largely due to progress in transistor design, semiconductor processing
techniques, and material development. However, as transistor sizes move closer to
their ultimate atomic-scale limit and breakthroughs in nano-fabrication become
harder to achieve, the rate of miniaturisation is starting to slow down, and the
rapid growth in computing technology that has been enjoyed for so long cannot be
sustained indefinitely. As a result, researchers are looking at alternative approaches
to computing and consumer electronics beyond simply continuing to increase
the number of transistors on a chip. Quantum computation has a very distinct
methodology compared with classical computing and has immense potential, but
is still a field very much in its infancy with everyday applications seemingly a long
way away. Spintronics, on the other hand, is less drastic avenue towards future
computing and devices that shares many of the features of traditional charge based
classical computing, but its advantage beyond classical computing lies with its
attempts to simultaneously harness both the charge and spin degrees of freedom
of the electron to provide new functionality. Spintronics has been well researched
for decades, and many major technology companies continue to pour resources
into its development in the hope that in the not too distant future all-spintronic
computing and devices will be possible that will allow the continued growth of
consumer electronics.

1.1.2 Spintronics

The birth of the field of spintronics is often associated with the discovery of the
giant magnetoresistance (GMR) effect in the late 1980’s by the groups of Albert
Fert[2] and Peter Grunberg[3] (Fert and Grunberg’s observations of GMR were
independent of one another, and they were both awarded the 2007 Nobel prize for
their work). Simplistically, the GMR effect is as follows: a spin-polarised current
is generated by passing unpolarised current through a ferromagnetic metal. The
spin-polarised current travels through a non-magnetic metal and reaches a second
ferromagnetic metal where it experiences spin-dependent scattering, the strength
of which depends on the relative alignment of the carrier spins with respect to
the magnetization orientation. Therefore, by changing the relative orientation of
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the ferromagnetic layers of a GMR device it can take either low or high electrical
resistance states. GMR is a prototypical spintronic effect in that it exploits the
dependence of the device’s charge properties on its spin properties (spin dependent
scattering) and vice-versa (spin-polarised current generation). GMR is also perhaps
the most successful example of spintronic physics in everyday applications as GMR
structures are widely used to make magnetic read-heads in hard disk drives common
in today’s computers.

Before the discovery of GMR, other magnetoresistance type effects had also previ-
ously been reported. Anisotropic magnetoresistance (AMR), which is the depen-
dence of a ferromagnetic material’s resistance on its own magnetization orientation,
was first observed as far back as the 1850’s[4], long before the research area of
spintronics began to attempt to use such a phenomenon in devices. The first
generation of magnetoresistive read-heads were based upon AMR, before superior
performing GMR read-heads began to take over around the year 2000. In 1975
tunnel magnetoresistance (TMR) was discovered[5], a phenomenon similar to GMR
in terms of the device structure employed (an insulating tunnel barrier replacing
the non-magnetic metal) but with distinct physics. The discovery of TMR was
largely unheralded at the time, though eventually in 2005 TMR read-head devices
were introduced which began to replace their GMR counterparts. Other types of
magnetoresistance effects are still researched by the spintronics community, such as
tunnelling anisotropic magnetoresistance (TAMR)[6], coulomb blockade anisotropic
magnetoresistance (CBAMR)[7], and spin Hall magnetoresistance (SMR)[8], while
the transverse component of the resistance of a ferromagnet can also depend on
magnetization orientation in the anomalous Hall effect (AHE)[9]. These magnetore-
sistance effects can generally be classified into two types; those that don’t involve
spin-orbit coupling (SOC) (non-relativistic Mott type - GMR, TMR) and those
that do involve SOC (relativistic Dirac type - AMR, TAMR, AHE, etc)[10].

Many spintronic phenomena and devices involve, require, or exploit the gener-
ation of a spin-polarised current or pure spin-current, and this remains one of
the key challenges in spintronics. Spin-polarised current can be generated by
passing unpolarised current though a ferromagnetic material[11] or quantum point
contacts[12][13], while pure spin current can be generated via the spin Hall effect
(SHE)[14]. Spin currents can then be harnessed to efficiently torque magnetic
moments which is useful for applications in magnetoresistive random access memory
(MRAM) devices. For example spin transfer torque (STT) MRAM has recently
become commercially available. MRAM is an important step towards all spintronic
computing, offering the non-volatility of flash memory and the potential to match
the density and speed of volatile RAM but with a lower energy consumption.
Additionally, pure spin current does not generate heat, and this would circumvent
one of the major limiting factors in conventional computing.

While the majority of early spintronics devices were metallic, semiconductor spin-
tronics emerged as the most viable route to integrate spintronic devices within
the existing electronics hierarchy. Semiconductors have the advantage that their
properties can easily be tailored by methods such as electrical gating and doping
as is done in conventional electronics today, and so it is desirable to maintain these
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properties while also introducing the functionality offered by various spintronic
phenomena. One approach is to use the charge degree of freedom for processing
and the spin degree of freedom for memory, while another is that control of the spin
itself could open up the possibility of a spin transistor. 1990 saw one of the first
proposals of a semiconductor spintronic device in the yet to be fully realised Datta
Das transistor[15][13], and since then spintronic phenomena have been investigated
in a variety of semiconductor materials, notably GaAs[16][17], but also in the
more common silicon[18]. Of course, achieving a spin polarised current is easier
in magnetic materials than non-magnetic materials, and while some magnetic
metals have relatively low spin polarisations, diluted magnetic semiconductors
(DMSs), which are non-magnetic semiconductors doped with magnetic ions, have
shown high spin polarisations while also maintaining their normal semiconducting
properties. For these reasons, DMSs have been among the materials at the forefront
of spintronics research for over 20 years and are the major system of study in this
thesis.

The field of spintronics continues to develop and evolve in the search for materials
and phenomena that can offer applications and performance that betters that of
traditional charge based consumer electronics. Recently various spintronic effects
have been observed in a variety of other material systems including ferrimagnetic
insulators[19], graphene[20], topological insulators[20], organic semiconductors[21],
and superconductors[22], while there has also been a great effort towards manipu-
lating single spins, for example in nitrogen vacancy centres in diamond[23], which
could have implications for quantum computing. Antiferromagnetic spintronics
is beginning to emerge as an exciting alternative to conventional ferromagnetic
spintronics in a variety of materials[24][25], with its benefits including room tem-
perature functionality and insensitivity to stray fields. Additionally the research
area of spintronics is increasingly expanding to incorporate topics like magnonics
and spin-caloritronics that have more overlap with other areas of condensed matter
physics. While much has already been achieved in spintronics in the past 25
years or so, including the success of GMR and TMR in everyday devices, there is
much work still to do, especially in regard to incorporating more spintronic effects
and phenomena into mainstream computing and consumer electronics. The vast
potential of spintronics motivates its continuing research and development from
both academia and industry alike.

1.1.3 Motivation and organisation of thesis

The general motivation of the work in this thesis is to develop a better fundamental
understanding of certain SOC-based phenomena which can either set or detect
the magnetic state of a material via the application of an electrical current. Such
or similar phenomena may eventually find application in the writing and reading
processes for magnetic memory structures. All the materials studied in this thesis
are either magnetic, or contain a magnetic element in the specific device structure.
In terms of their electronic band structure, the materials under investigation are
mostly semiconducting, as is appropriate for the existing commercial electronics
architectures.
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The thesis is organised into seven chapters. Chapter 1 outlines the key physics of
DMSs and introduces the general experimental techniques used for the work within
the thesis. Chapter 2 details the characterisation of two types of DMSs containing
the element Sb. These DMSs are of interest as the heavy Sb atom should give
them larger SOC than (Ga,Mn)As, and therefore possibly also stronger SOC-based
phenomena that can set or detect their magnetic state. Chapter 3 investigates
AMR in the DMS (Ga,Mn)(As0.9,Sb0.1) (which has unique electronic and magnetic
properties) in order to try and gain a greater knowledge of the origin of the various
contributions to AMR in DMSs. Chapter 4 details an alternative experimental
technique to detecting current induced fields (CIFs) associated with the spin-orbit
torque phenomenon in DMSs. The technique is then applied to investigate how
the CIFs in (Ga,Mn)As vary with temperature in order to further understand the
origins of the SOT effect. Chapter 5 reports on an experimental attempt to mag-
netically gate a 2D electron gas (2DEG). As no current flows through the magnetic
layer of the device (unlike AMR, TMR, GMR etc), the realisation of such an ex-
periment would be a demonstration of a novel approach to varying electric current
with magnetic orientation. Chapter 6 presents a preliminary study of attempts to
reorientate the spin-axis of an antiferromagnet by applying electrical current. The
material investigated in this chapter, CuMnAs, varies from those used in the rest
of the thesis in that it is antiferromagnetic and (probably)a semimetal. However
the motivation of setting and detecting the magnetic state with electrical current
remains the same. Chapter 7 briefly summarises the work of the thesis and the con-
clusions drawn. Finally, the appendix provides details of three short collaborative
side-projects that were also undertaken during the course of the work for this thesis.

1.2 (Ga,Mn)As: The prototypical diluted mag-

netic semiconductor

1.2.1 Diluted magnetic semiconductors

The terms diluted magnetic semiconductor, ferromagnetic semiconductor, and
magnetic semiconductor are all often used interchangeably to describe a material
that is both semiconducting and magnetic. DMS is the preferred term for this
thesis as the focus will be on materials where a host semiconductor lattice is doped
with substitutional magnetic impurities that are commensurate with the lattice
and randomly distributed within it, as opposed to ionic ferromagnetic compounds
such as EuS or CdCr2Se4.

Sustained interest in DMSs began in the 1970’s with reports of a variety of II-VI
semiconductors (such as HgTe, CdTe, and ZnSe) doped with the divalent cations
Mn and Co[26][27] which have unfilled d electron shells and thus a finite magnetic
moment. In these materials the interaction between the magnetic dopant ions is
dominated by antiferromagnetic exchange, and depending on temperature and
dopant concentration the II-VI DMS shows either antiferromagnetic, paramagnetic,
or spin glass type behaviour. Research into II-VI DMSs continues to make progress,
and since the late 1990’s there have been observations of carrier-induced ferromag-
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netism in II-VI DMSs co-doped with with donor ions which allows the spin and
carrier densities to be independently controlled[28][29]. Meanwhile there is much
recent interest in oxide based DMSs, including magnetic doping of the wide band
gap ZnO where above room temperature ferromagnetism has been reported[30][31].
The carrier induced ferromagnetism in II-VI semiconductors exists only at very
low temperatures, while the room temperature ferromagnetic ordering in oxide
DMSs is not mediated by itinerant carriers (and is likely to be arise from magnetic
clustering) and thus is not easy to control by doping or other conventional means.
Therefore, both II-VI and oxide DMSs are perhaps not the most promising class of
DMS for use in practical applications.

Since Hideo Ohno’s successful non-equilibrium two dimensional growths of
(In,Mn)As[32] and (Ga,Mn)As[33] by molecular beam epitaxy (MBE) in the 1990’s,
III-V semiconductors doped with Mn have become the most widely studied class
of DMSs and arguably the flagship spintronic material. The physics behind III-V
DMSs is presented in section 1.2.2, but in brief the interest in these materials
can be attributed to a number of factors. Firstly, the ferromagnetic ordering
between the Mn dopants is mediated by holes provided by the Mn dopants,
and therefore the magnetic properties of III-V DMSs are closely linked to their
carriers. This allows for novel control of magnetization by various methods
besides applying an external magnetic field. Secondly, this type of carrier induced
ferromagnetism allows for DMSs with relatively high Curie temperatures (Tc -
around 185K for (Ga,Mn)As[34][35]), which is obviously essential for everyday
device applications. Thirdly, as III-V semiconductors are used for many traditional
charge based electronic applications, III-V DMSs should be able to integrate
fairly easily within existing device structures. Finally, as III-V DMSs have strong
SOC (and also a broken inversion symmetry) they offer additional potential
device functionality that other spintronic materials with weaker SOC cannot match.

Initially there was much hope that III-V DMSs, in particular (Ga,Mn)As, could
be used for real world applications. However, it has recently been accepted by
some in the III-V DMS community that there is not a great prospect of realising
suitable materials with above room temperature Tc[36][10]. Nevertheless, despite
their limited practical potential, III-V DMSs are still very much an active part of
spintronics research today, often in the role as a test-bed material that is used to
explore various emerging spintronic phenomena, owing largely to the tunability
of their properties and the relatively good understanding of their underlying physics.

1.2.2 Properties of (Ga,Mn)As

This section reviews the physics of (Ga,Mn)As. (Ga,Mn)As is chosen as it is
the most widely studied and well understood III-V DMS, however much of the
physics described here applies to other III-V DMSs such as (Ga,Mn)Sb, (Ga,Mn)P,
(In,Mn)As (not so much for (Ga,Mn)N which has more distinct structural, electronic,
and magnetic properties).
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1.2.2.1 Growth by molecular beam epitaxy

Using MBE to grow III-V DMSs was pioneered by Munekata and Ohno in 1989[37]
and is now by a long way the most established and widely used method of obtain-
ing high quality III-V DMS samples. MBE itself has been around since the late
1960’s[38] and is also commonly used today to manufacture semiconductor devices.
All samples studied in this thesis are grown by MBE in the Nottingham MBE
machine by Dr Richard Campion.

As the name suggests, MBE is an epitaxial growth technique, i.e. single crystal
films are grown layer by layer on top of a single crystal substrate. The basic
methodology of MBE growth is as follows: Growth takes places in a chamber that
is under ultra high vacuum (UHV - around 10−8Pa). The UHV is essential for
the growth of high purity samples with low deposition rates. Elemental sources
(e.g. pure Ga) are heated in Knudsen cells outside of the main chamber until their
phases change directly from solid to gas. A shutter between the Knudsen cell and
the main chamber can then be opened which allows a beam of the gaseous element
to be fired into the main chamber where it is targeted at a substrate. Due to the
UHV these elemental beams have long mean free paths and do not interact with
one another before hitting the substrate. The substrate is heated to an appropriate
temperature and rotated to encourage uniform growth across it. The slow deposi-
tion rate (around 5nm per minute) allows the various atoms time to react with one
another and move about on the surface before the next layer of atoms is deposited
on top, which means that the epitaxial layers can adopt the same structure as
the substrate. The growth is tracked by reflection high energy electron diffraction
(RHEED), a technique that depends largely on the surface layer of atoms but
also on thickness, thus allowing the grower to monitor the surface reconstruction
and film thickness in situ. The relative flux of the elemental beams allows for
control of the ratio of atomic composition in the growth of compound materials.
Finally, as the shutter speed on the Knudsen cells is much greater than the deposi-
tion rate, it is possible to grow samples with atomically sharp interfaces using MBE.

Under thermal equilibrium growth conditions, Mn is found to have a low solubility
in GaAs (at most 1019cm−3), beyond which it tends to aggregate on the surface
and even combine with As to form separate phases (three-dimensional growth).
The breakthrough found by Munekata and Ohno was that by lowering the growth
(substrate) temperature to around 200◦C - 300◦C (low temperature MBE, LT-MBE),
non-equilibrium growth can be achieved that allows random incorporation of Mn
into the III-V lattice past its solubility limits and yet remains two-dimensional. In
practice it is found that the highest quality crystal growth of (Ga,Mn)As takes place
on the edge of the two dimensional side of the two-dimensional/three-dimensional
growth boundary[39], a boundary that depends upon growth temperature and
nominal Mn concentration as shown in figure 1.1.
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Figure 1.1: Phases of two dimensional and three-dimensional growth of (Ga,Mn)As
(as indicated by RHEED) as function of nominal Mn concentration and growth
temperature. Plot taken from reference [39]

Due to energetic considerations, nearby Mn atoms attract during growth, and
while the LT-MBE growth conditions prevents the formation of Mn clusters, it
does not prevent the formation of Mn dimers. At the surface, [110] and [110]
crystalline directions are not equivalent (as shown in figure 1.2), and as the Mn
atoms along the [110] direction are connected to the same As atom they have a
lower energy cost, and so dimer formation in the [110] direction is favoured over
the [110] direction. While the Mn distribution remains random on the nm scale[40],
the epitaxial growth technique may allow for Mn distribution along preferential
directions on the sub-nm scale, and this could be the origin of the observed uni-axial
contribution to the magnetic anisotropy (see section 1.2.2.5).
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Figure 1.2: Diagram of Mn dimers along the [110] and [110] crystalline directions
on the surface of a GaAs lattice. Image taken from reference [41].

1.2.2.2 Structure and defects

The ideal structure of (Ga,Mn)As is that of a zincblende GaAs lattice (inter-
penetrating Ga and As face centred cubic lattices) with Mn2+ ions substituting at
random Ga sites by an amount equal to the nominal Mn doping concentration as
shown in the left-hand side diagram of figure 1.3.

Figure 1.3: Structure of (Ga,Mn)As lattice for substitutional Mn (left-hand side),
interstitial Mn (middle), and incommensurate Mn (right-hand side). Ga are circles
with dots in the middle, As are open circles, and Mn are filled circles. Image is
taken from reference [42].

Mn tends to substitute for Ga as opposed to As atoms as it is energetically more
favourable given the respective valencies of the elements: Mn = [Ar]3d54s2, Ga
= [Ar]3d104s24p1, As = [Ar]3d104s24p3. The two 4s electrons of Mn take part in
the crystal bonding much in the same way as the 4s electrons of Ga (and thus
the Mn effectively enters the lattice as a Mn2+ ion), however, as Mn is missing a
single 4p electron compared to Ga it needs to accept an electron to fulfil bonding
requirements, which therefore introduces a hole into the system that is locally
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bound to its substitutional Mn.

Mn has a larger covalent radius than Ga (despite having a smaller atomic ra-
dius), and so ideal (Ga,Mn)As has a larger relaxed lattice parameter than GaAs.
(Ga,Mn)As is nevertheless most commonly grown on a GaAs substrate as it is
the closest lattice match. The nature of the epitaxial growth allows deposited
(Ga,Mn)As layers to adopt the in-plane lattice parameter of GaAs, and therefore
they are under in-plane compressive strain with a tetragonal distortion along
the growth direction. The (Ga,Mn)As layer tends to remain fully strained up to
relatively large (≈ 1µm) film thicknesses. Similarly, (Ga,Mn)As can also be grown
on substrates or buffer layers which have a larger lattice parameter than it (e.g.
(In,Ga)As), and this puts the (Ga,Mn)As film under tensile strain.

The low growth temperature of (Ga,Mn)As on GaAs prevents the formation of
lattice dislocations that would be expected under equilibrium growth conditions,
however, several types of other defects are known to occur in (Ga,Mn)As films.
The most common defect is Mn taking an interstitial position within the GaAs
lattice as opposed to substituting for Ga (see the middle diagram of figure 1.3), and
this expands the (Ga,Mn)As lattice[43] and therefore increases its growth strain.
Interstitial Mn does not participate in bonding within the lattice and acts as a
double donor, contributing its two 4s electrons. It is found that as the nominal Mn
doping concentration increases, the relative percentage of Mn taking interstitial
positions as opposed to substitutional positions increases[44], and this suggests
that the formation of interstitial Mn occurs in order to stabilise the hole density
and therefore the Fermi level and system energy (self-compensation). The As
antisite, another major defect in (Ga,Mn)As (as well as in GaAs), also forms to
allow self-compensation. The As antisite defect is an As atom that resides at a
Ga lattice site and so the extra two 4p electrons it provides to the site also act
as donors that reduce the hole density. Interstitial Mn can be largely removed
from thin (<100nm)(Ga,Mn)As films by annealing at temperatures just below or
around the growth temperature[45], and indeed all annealed samples studied in this
thesis are annealed at a temperature of 180◦C. Such temperatures are sufficient to
overcome the formation energy of interstitial Mn but not substitutional Mn, and so
the interstitial Mn, which are relatively mobile due to the number of unoccupied
interstitial lattice sites, out-diffuse to the film surface where they become oxidised
whereas the substitutional Mn remain in their lattice position. In this thesis,
non-annealed and annealed films will be identified by use of the prefixes ‘as-grown’
and ‘annealed’ respectively.

Finally, it has previously been shown that in some as-grown (Ga,Mn)As films, up
to half of the Mn within the film resides in locations that are incommensurate with
the lattice[46]. These incommensurate Mn may take the form of magnetic clusters,
as is shown in the right-hand side diagram of figure 1.3, but perhaps more likely
is that they reside on the film surface, having out-diffused there during growth.
Such surface random Mn can be removed from the film by appropriate etching, for
example with HCl.
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1.2.2.3 Electronic structure and transport properties

GaAs is a direct gap semiconductor with a band gap of 1.43eV at room tempera-
ture[47]. As discussed in section 1.2.2.2, substitutional Mn acts as an acceptor in
the GaAs as it introduces locally bound holes into the system, and so (Ga,Mn)As
has distinct transport behaviour from un-doped GaAs. At Mn doping concen-
trations of <<1%, the distance between Mn ions is much greater than the Bohr
radius of the bound holes, and so there is no overlap between hole states. These
localised holes can be thought of as occupying a narrow impurity band associated
with the Mn 3d states that is separate from the GaAs valence band and in which
the Fermi level resides at such low doping concentrations (see the left-hand side
diagram of figure 1.4). As the substitutional Mn concentration increases to ≈1%,
the distance between Mn ions (and their associated bound holes) is sufficiently
small that Mn 3d states begin to overlap with states at the top of the valence band
(which are largely As 4p) as shown in the middle diagram of figure 1.4. While the
system remains insulating at this level of doping, the overlapping of the Mn 3d
and As 4p states is significant for the onset of ferromagnetism, as is discussed in
section 1.2.2.5. When the substitutional Mn concentration is increased to beyond
≈2%, the density of the Mn ions and their holes is sufficient that the hole states
overlap and so holes are no longer localised to one lattice site. This delocalisation
of hole states at the Fermi level (which now lies within the top of the valence
band as shown in the right-hand side diagram of figure 1.4) is accompanied by the
system exhibiting metallic behaviour. Further increases in the substitutional Mn
concentration push the Fermi level deeper into the valence band where the states
are more delocalised, however, as stated in section 1.2.2.2, self-compensation effects
limit the lowering of the Fermi level at higher substitutional Mn concentrations.

Figure 1.4: Density of states of (Ga,Mn)As for different Mn concentrations. (Left-
hand side): Fermi level lies in a narrow impurity band separate from the valence
band, insulating behaviour. (Middle): Fermi level lies at top edge of valence band
that begins to merge with impurity band, onset of ferromagnetism. (Left-hand
side): Fermi level lies within the spin-split valence band that is fully merged with
Mn impurity states, metallic conductivity. Diagram taken from reference [42].

As the Mn dopants introduce holes into the system, (Ga,Mn)As exhibits p-type
conductivity. Despite each substitutional Mn providing one hole, the hole density
of (Ga,Mn)As never corresponds to the nominal Mn concentration due to the
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presence of interstitial Mn and As antisite hole compensating defects, as well
as incommensurate Mn that do not compensate holes but also do not provide
them. The hole density of (Ga,Mn)As largely depends on the factors of Mn doping
concentration and annealing conditions, but other factors such as growth conditions,
film thickness, choice of substrate, and even the measurement technique used to
infer the hole density[48][49][50][51] are likely to also play a role. Therefore, there
is no solid quantitative trend as to how hole density varies with nominal Mn
concentration, but generally it non-linearly increases from the range of around
0.4x1021cm−3 to 2x1021cm−3 as Mn concentration increases from around 3% to
14% in annealed samples[52][53], and remains fairly constant at a value of around
0.4x1021cm−3 for the same Mn concentration range for as-grown samples[53][42][54].
Mobility tends to decrease with increasing Mn concentration due to increased
ionized scattering of holes off impurities[55], and overall for optimally annealed
samples the competition between the trends of hole density and mobility with
Mn concentration result in the conductivity at 10K only slightly increasing with
increasing Mn concentration[55][52], as shown in figure 1.5.

Figure 1.5: Conductivity of optimally annealed (Ga,Mn)As against nominal Mn
concentration measured at a temperature of 10K. Red dot indicates insulating
sample. Plot taken from reference [55].

1.2.2.4 Spin-orbit coupling

The terms spin-orbit coupling (SOC) and spin-orbit interaction (SOI) are often used
interchangeably, and in the context of this thesis both refer to the same mechanism
which makes the spin of an electron respond to its orbital environment. At an
atomic level, SOC arises as follows: A negatively charged electron will quantum
mechanically orbit a positively charged nucleus at relativistic speeds, and in the
rest-frame of the electron, the charge of the nucleus is seen as a magnetic field.
The electron has finite spin angular momentum and therefore a finite magnetic
moment, and so the effective magnetic field from the nucleus acts to reorientate
the electron’s magnetic moment (in a direction perpendicular to its velocity). The
modification in the electron’s energy resulting from this SOC is described by the
Hamiltonian:

HSO = Beff · S = (
1

2m2
ec

2
∇V × p) · S (1.1)
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where Beff is the effective magnetic field experienced by the electron, S is the
spin angular momentum of the electron, me is the electron mass, V is the electric
potential at the position of the electron, and p is the electron’s momentum.

Crystalline solids are made up of individual atoms that electronically bond together
to form a periodic lattice, and therefore the atomic energy levels defined by
individual electrons orbiting their respective nucleus merge into energy bands that
characterise the energy and motion of an electron (or hole) within the solid. Atomic
SOC manifests itself in crystalline solids as a splitting of energy sub-bands with
different total angular momentum quantum number j at zero wave vector (k = 0).
This is seen in figure 1.6, where the atomic (also know as fundamental) SOC splits
the six-fold degenerate valence band of GaAs into a four-fold degenerate sub-band
with j = 3/2 and a two-fold degenerate sub-band with j = 1/2 (i.e. sub-bands with
orbital angular momentum quantum numbers l = 1 and l = 0), thus introducing a
fundamental SOC energy gap at k = 0.

Figure 1.6: Conduction and valence band edges for GaAs (applicable for other III-V
semiconductors too). E0 is the band gap, and ∆0 is the fundamental spin-split
off gap. HH are heavy hole states (j = 3/2 states with secondary total angular
momentum quantum number mj = ±3/2) and LH are light hole states (j = 3/2
states with mj = ±1/2). Diagram taken from reference [56].

The size of the spin-split off gap varies for different semiconductors. It is usually
smaller than the band gap, but can be of a comparable size. Figure 1.7 presents a
table of band gaps and spin-split off gaps at 4K for various semiconductors.
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Figure 1.7: Table of band gaps and energy gaps of various semiconductors at 4K.
Values obtained from references [56] and [57].

It is clear from figure 1.6 that fundamental SOC affects the orbital degree of
freedom of a carrier in a crystalline solid, but in crystalline solids that lack a
centre of inversion symmetry, the spin degree of freedom of a carrier can also be
affected by additional forms of SOC, for example Rashba and Dresselhaus SOC.
These SOCs lift the degeneracy of the heavy hole, light hole, and spin-split off
sub-bands with different spin-orientation at finite wave vectors, even in the absence
of a magnetic field. Rashba and Dresselhaus style SOCs are covered in more detail
in chapter 4.

The electronic structure of a crystalline lattice essentially arises from hybridisation
of the electron orbitals of neighbouring atoms, and so SOC effectively links carrier
spin to the lattice, and this gives large contributions to effects such as magnetocrys-
talline anisotropy and spin relaxation. Furthermore, SOC is at the heart of many
relativistic effects in spintronics, and so can be viewed as a desirable property for
a spintronic material. In GaAs, the effects of spin-orbit splitting of the conduction
band in the gamma valley are relatively weak but are strong at the top of the
valence band where the heavy hole states are largely As 4p in character. This is
beneficial for (Ga,Mn)As where, as a result of doping with the acceptor Mn, the
Fermi level lies within these heavy hole states and so the effect of SOC on the
carriers is large. SOC scales with atomic number (as the orbiting electron sees
the bigger nuclear charge as a bigger magnetic field), and so the heavier As atom
gives a bigger fundamental SOC than other semiconductors like Si. Additionally,
the zincblende (Ga,Mn)As lattice is strained by its substrate which allows for
significant inversion asymmetry SOC effects, again that would not be present in Si.
The strong SOC effects at the Fermi level in (Ga,Mn)As therefore make it an ideal
test-bed material to understand relativistic spintronic phenomena.

1.2.2.5 Magnetic properties

Ferromagnetism is the spontaneous alignment of the individual magnetic dipole
moments of a system which results in a net magnetization. Magnetic dipole mo-
ments arise from unpaired electron (or hole) spins (spin magnetic moment) as well
as from the orbital motion of electrons (orbital magnetic moment). In (Ga,Mn)As
two sources of magnetic moment will be considered, both of which are introduced
by the Mn dopants. Firstly, as stated in section 1.2.2.3, the Mn 3d electron shell
contains 5 electrons and is thus only half filled. In accordance with Hund’s rules,
the 5 electrons take the same spin state by occupying all five 3d sub-orbitals, and
therefore the Mn 3d shell has a total spin angular momentum S = 5/2 and a total
orbital angular momentum L = 0, and so a magnetic moment of 5µB (where µB is
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the Bohr magneton). Secondly, also as stated in section 1.2.2.3, each substitutional
Mn introduces a single carrier hole into (Ga,Mn)As, which has a finite magnetic
moment due to its uncompensated spin and orbital angular momentum. While
GaAs itself can have a diamagnetic response to an external field, such effects are
not significant in the discussion of magnetism in (Ga,Mn)As.

Ferromagnetism is a quantum mechanical effect that stems from electron spin,
the Pauli exclusion principle, and Coulomb interactions. The interplay between
these factors leads to exchange interactions between individual magnetic moments
that result in magnetic ordering. There are multiple mechanisms of exchange
interactions, and these do not necessarily have to favour neighbouring magnetic
moments spontaneously aligning ferromagnetically, for example bulk Mn is either
paramagnetic or antiferromagnetic depending on its structural phase[58] (and
therefore the strength of the governing exchange interactions). At low doping
concentrations (<<1%), the moments of the Mn ions substituted into the GaAs
lattice are randomly orientated, and so the (Ga,Mn)As is paramagnetic. At these
low doping concentrations not only are Mn ions sufficiently separated to prevent sig-
nificant direct exchange interaction between themselves, but also their bound holes
are sufficiently localised to prevent any significant exchange interaction between a
hole localised on one Mn ion with a neighbouring Mn ion (i.e. indirect exchange
between Mn ions). Ferromagnetism begins to occur at Mn doping concentrations
of ≈1%. In this regime contributions from a double exchange mechanism where
carrier hopping between localised states in a Mn impurity band brings about
Mn-Mn interactions may play a role, but the significant source of ferromagnetism
for higher Mn concentrations begins to emerge, namely hybridisation of the 4p
states at the top of the valence band with the Mn 3d states. As discussed in section
1.2.2.3, at a Mn concentration of ≈1%, holes become sufficiently delocalised that
they enter the 4p states at the top of the valence band, in which the filled Mn 3d
states lie. Due to the effects of hybridization and repulsion between orbitals of
the same spin, spins of the valence band carriers align antiferromagnetically with
the local Mn 3d spins, and this leads to a net ferromagnetic alignment between
the Mn moments. This is a ‘Zener kinetic exchange’ style interaction[59], but for
simplicity the mechanism of ferromagnetism in (Ga,Mn)As is often ascribed to
‘carrier mediated ferromagnetism’.

For the ideal case of (Ga,Mn)As with substitutional Mn only, the net moment per
Mn atom and acceptor hole has been theoretically predicted[60] and experimentally
shown for a range of Mn concentrations[61] to be ≈ 4.5µB, which reflects the 5µB
moment of Mn being compensated by its antiferromagnetic alignment with the
acceptor hole. The value of the net moment per Mn atom is further reduced in
systems where interstitial Mn is present. Interstitial Mn are positively charged
and mobile, and during the growth of (Ga,Mn)As this allows them to take up
positions next to negatively charged substitutional Mn. Because interstitial Mn
do not form on lattice sites, they are in close enough proximity to substitutional
Mn that a short-range antiferromagnetic interaction between the interstitial and
substitutional Mn moments takes place, i.e. their moments align in opposite
directions. This antiferromagnetic alignment lowers the net moment per Mn atom
and net magnetization of the system as each interstitial Mn moment approximately
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compensates one substitutional Mn moment. Interstitial Mn is also deleterious
to ferromagnetism in (Ga,Mn)As as it is a double donor and so compensates the
carrier holes required for the carrier mediated ferromagnetic interactions between
substitutional Mn ions. The net magnetization of the (Ga,Mn)As sample gets
weaker with increasing temperature due to thermal fluctuations, and Tc is defined
at the temperature at which the spontaneous net magnetic moment becomes zero.
For (Ga,Mn)As, the value of Tc increases approximately linearly with the effective
Mn concentration[62] (which is the substitutional Mn concentration minus the
interstitial Mn concentration) in accordance with predictions of a modified p-d
Zener model[63]. This trend deviates slightly at higher Mn concentrations due to
the formation of the hole compensating As antisites. Varying the hole density of
(Ga,Mn)As, which can be achieved via electrical gating, has also been shown to
lead to a change in Tc that is approximately proportional to the hole density to
the power of 0.2[64]. Therefore, as Tc scales with both effective Mn concentration
and hole density, removing interstitial Mn from (Ga,Mn)As significantly enhances
its value. An example of this is reported in reference [65] where Tc of a 12% Mn
doped (Ga,Mn)As sample increases by approximately 110K upon annealing from
its as-grown state.

(Ga,Mn)As is not a magnetically isotropic material, and so below Tc and in the
absence of an external magnetic field its magnetization prefers to align itself along
a certain crystalline direction(s), known as an easy axis (axes). Note that in this
discussion only single domain magnetic behaviour is considered. In general, mag-
netic anisotropy can have several sources including magnetocrystalline anisotropy,
magnetoelastic anisotropy, shape anisotropy, and exchange anisotropy. The mag-
netic anisotropy of (Ga,Mn)As is largely dictated by the former two contributions,
both of which originate predominantly as a result of SOC. The 3d electrons provide
(Ga,Mn)As with its magnetic moment, however they have zero total orbital angular
momentum and so are not spin-orbit coupled. Therefore, it is the spin-orbit coupled
4p valence band holes that are required to bring about the anisotropy of the 3d
moments. Shape anisotropy is not related to SOC and is often important in dense
moment thin ferromagnetic films where it acts to minimise demagnetizing fields by
aligning the magnetization in the sample plane. (Ga,Mn)As, however, is a dilute
ferromagnet, and so the demagnetizing fields are relatively small and therefore
shape anisotropy does not play such a key role in its overall magnetic anisotropy.
Exchange anisotropy can be significant in (Ga,Mn)As layers that share an interface
with another magnetic layer[66], but as only single (Ga,Mn)As layers are considered
in this discussion exchange anisotropy is not relevant.

As stated in section 1.2.2.4, electron orbitals of neighbouring atoms overlap in the
formation of a crystalline lattice structure. SOC links spin and orbital angular
momentum, and so the preferential alignment of orbitals to form the lattice will
therefore also lead to a preferential alignment of spins with respect to the lattice. In
the case of (Ga,Mn)As this preferential alignment of the hole spins leads to a pref-
erential alignment of the Mn 3d spins due to p-d hybridisation. From an alternative
viewpoint, if the alignment of the Mn spins (and therefore also the hole spins) is al-
tered, say by an external magnetic field, the hole orbit will also be altered, and this
will have an associated energy cost given the electrostatic potential of the periodic
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crystalline lattice. This is a simplistic qualitative description of magnetocrystalline
anisotropy - magnetoelastic anisotropy is essentially an extension of this where
strain alters the shape of a crystalline lattice, thus altering the charge carrier’s
orbital shape, and so ultimately leads to a change in its preferential spin orientation.

In (Ga,Mn)As there are three major types of magnetic anisotropy: In plane cubic,
in plane uni-axial, and out of plane uni-axial.

• In plane cubic magnetic anisotropy arises from the strained zincblende
lattice structure breaking cubic symmetry[10]. For (Ga,Mn)As the in plane cubic
magnetic anisotropy constant (KC) is positive meaning that the cubic easy axes
lie along the <100> directions (i.e. the single domain magnetization will align
itself along either of the equivalent [100] or [010] axes), which is in contrast to
certain (In,Mn)As[67] and (Ga,Mn)P[68] samples where KC is negative and so the
cubic easy axes lie along the <110> directions. Theoretically the sign of KC for
(Ga,Mn)As has been shown to vary with hole density[69]. The strength of the in
plane cubic anisotropy is approximately proportional to the magnetization strength
to the power of 4 (KC ∼ M4), and so KC falls quickly with increasing temperature.

• In plane uniaxial magnetic anisotropy is not expected from the symmetry
of the strained zincblende lattice. In plane uniaxial magnetic anisotropy manifests
itself as breaking of the symmetry of the [110] and [110] directions, making it
more energetically favourable for the magnetization to align along one compared to
the other. Generally for (Ga,Mn)As the [110] direction tends to be the easier[53],
however for high Mn concentration samples the in-plane uniaxial easy direction has
been demonstrated to switch from [110] to [110] at higher temperatures[70]. The
strength of the in plane uniaxial magnetic anisotropy is approximately proportional
to the square of the magnetization strength (KU ∼ M2), and so KU falls less
rapidly than KC with increasing temperature. The origin of the in plane uniaxial
magnetic anisotropy is still not clear, but it may be related to the formation of
Mn dimers along preferential directions[41] (see section 1.2.2.1). Theoretically it
can be modelled by including a shear strain in calculations[71], and it has been
shown to also vary with hole density[72].

• Out of plane uniaxial magnetic anisotropy is largely dependant on the sign
of the growth strain. For samples under tensile growth strain, such as (Ga,Mn)As
grown on a (In,Ga)As substrate[73], an out of plane easy axis is favoured. Samples
under compressive growth strain, such as (Ga,Mn)As grown on GaAs substrate[53],
tend to favour an in plane easy axis/axes. For both tensile and compressive strains,
the out of plane magnetic anisotropy changes sign at sufficiently low hole density,
e.g. a compressively strained samples favours an out of plane easy axis[74], and in
this low hole density regime the out of plane magnetic anisotropy can also change
sign with changing temperature[74].

If the out of plane anisotropy is such that an in plane easy axis is favoured (as is the
case for all III-V DMS samples in this thesis), the orientation of the magnetization
is that which minimises the magnetic anisotropy energy, which is given by the
phenomenological expression:
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Ea = KUsin
2θ − KC

4
sin22θ (1.2)

where Ea is the magnetic anisotropy energy and θ is the angle between the magne-
tization and the [110] direction. If KU ≥ KC then the magnetic anisotropy is fully
uniaxial and the magnetization lies parallel or antiparallel to the [110] direction,
and if KU<KC then the magnetic anisotropy is biaxial, with the magnetization
lying along either of the easy axes at the angle θ = 1

2
arcos(KU/KC).

Some higher Mn doped samples are uniaxial across the temperature range[65],
however many (Ga,Mn)As samples have biaxial magnetic anisotropy at low tem-
peratures, but go through a spin reorientation transition (SRT) as temperature
increases and the sample becomes magnetically uniaxial as KU becomes stronger
than KC [75]. As magnetic anisotropy is also sensitive to strain and hole density
as well as magnetization strength, SRTs have also been experimentally achieved
through modulating strain and carrier density with piezoelectric transducers[76]
and electrical gating[77] respectively.

1.3 Experimental measurement techniques

1.3.1 Device fabrication

In order to perform a measurement on a material, it must first be processed into
a shape that is appropriate for the given measurement. Materials in this thesis
are generally MBE grown onto substrate wafers of around 300µm thickness and
typically a few cm2 in area. For SQUID magnetometry and XMCD measurements
the only processing required is scribing the sample wafer along the appropriate
crystalline directions to a suitable area. This is done using a scribing tip and
applying gentle pressure to break the substrate. For SQUID measurements the
wafer is usually scribed along the [110] and [110] directions into 5mm by 4mm
pieces. For transport measurements more sophisticated processing is required to
create devices of more complex shapes and of dimensions of the order of tens of
µm.

Semiconductor processing has become a major global industry that is of vital
importance to consumer electronics. Improvements in processing techniques over
the last half century have been a major driving force in the continuation of Moore’s
law. Many of the general steps involved in fabricating the devices used in this
thesis are the same as those used in industry to produce semiconductor components
for electronic devices, though obviously the achievable resolution of devices and
scale of production differ. The ≈ 10µm resolution of features required for de-
vices studied in this thesis was available to the semiconductor processing industry
in the early 1970’s, and is achievable through optical lithography and wet etch-
ing, which is the device fabrication technique used to make the devices in this thesis.

All fabrication of devices was carried out in the Nottingham cleanroom to prevent
contamination from particles of significant dimensions with respect to the device
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size. The majority of the devices studied in this thesis are Hall bar structures (see
figure 1.8), but Corbino disk and specific gated Hall bars were also processed. To
process Hall bars from sample wafer the following multi-step procedure is performed:

1. The sample wafer is scribed into a chip of manageable dimensions for the
fabrication procedure, usually around 1cm2 - 2cm2.
2. The chip is immersed in methanol and gently agitated for 5 minutes to clean
dirt from the surface. This step is repeated for immersion in acetone, ethyl lactate,
and isopropyl alcohol. Chip is dried with a nitrogen gun.
3. The chip is placed in an oven at 100◦C for 2 minutes to remove any remaining
solvent from the surface. This step can be skipped if it is not desirable to expose
the sample to such a temperature.
4. The chip is covered in photoresist (BPRS 100 or 150) and spun at around
700rpm to ensure a uniform distribution of photoresist across the surface of about
100µm thickness (spin-coating).
5. The chip is baked on a hot plate at 90◦C for 2 minutes to remove excess solvent
from the photoresist.
6. The chip is placed directly underneath a photomask, which is patterned with
Hall bar (or other device structure) shapes. The area of the Hall bar is dark on
the mask, the other areas are transparent. The mask is exposed to high intensity
UV light, and therefore also the sections of the chip under transparent areas of
the mask. Exposure to the UV light chemically alters the photoresist to make it
soluble in a developer solution.
7. The chip is immersed in developer solution (usually H2O and AZ400K in a 7:1
ratio) for around 20s which dissolves all the exposed resit, only leaving resist on
the chip in the desired pattern.
8. The thickness of the photoresist is checked using a Dektak surface profiler. This
is needed to check the etch depth during the etching process.
9. The chip is etched in a chemical solution. Areas of the chip covered in
photoresist are generally unaffected by the etch as the photoresist is immune to
the etchant solution. Uncovered areas of the chip are chemically removed by the
etchant solution at a rate that depends on the solution and its strength. As a
result, the Hall bar pattern becomes defined in the chip. The etch depth can be
checked during the etch by removing the chip from the solution and measuring
with the surface profiler. For etching (Ga,Mn)As and/or GaAs, a solution of
H2O:H2SO4:H3PO4:H2O2 at a 12:1:1:1 ratio is used, which gives an etch rate of
around 100 nm/minute.
10. The chip is immersed in acetone on a hot plate at 90◦C and gently stirred to
remove the remaining photoresist from the surface.
11. Steps 4-7 are repeated, but this time a photomask is used so that all of the
chip is covered in photoresist except for areas where contact pads are to go.
12. The chip is placed in an evaporator system that is pumped down to a vacuum
of around 1 x 10−3mbar. Metals to form the contact pad are thermally evaporated
onto the chip. 20nm Ti followed by 150nm of Au is the standard recipe for contacts
on (Ga,Mn)As.
13. Step 10 is repeated to leave patterned devices with contact pads.
14. The chip is scribed into individual devices.
15. An individual device is mounted onto a non-magnetic sample holder using GE
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varnish.
16. Electrical contacts are made between sample header and the device contact
pads by wedge bonding with 17.5µm diameter Al wire.

Figure 1.8: Image of processed (Ga,Mn)As Hall bar made from the ‘Phillips Hall
bar’ photomask.

1.3.2 Measurement equipment

1.3.2.1 Small cryostat system

Many of the transport measurements presented in this thesis were carried out in
an Oxford Instruments He-4 variox bath cryostat system that has a stable tem-
perature measurement range of 4.2K-400K. A sample mounted on a non-magnetic
sample holder is attached to a sample probe which can be electrically connected
with various sourcemeters and multimeters. The sample probe is lowered into the
cryostat sample space. To cool the sample down, the sample space is pumped and
a needle valve connecting the sample space to a liquid He bath is opened allowing
He to be drawn into the sample space. The temperature of the sample space
is controlled by a heat exchanger positioned at the bottom of the sample space
that heats the incoming flow of He. A stable temperature is achieved by a Cerox
temperature sensor placed in the sample space and an ITC503 temperature control
system together modulating the level of heating via a set of PID parameters. For
measurements at 4.2K the sample space is filled with liquid He and no heat or
pumping is applied. Boil-off of liquid He from the He bath is minimised by use
of inner and outer vacuum shields that reduce heat loss through convection and
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conduction, and a nitrogen bath that allows a more gradual (and cost-effective)
cooling of the sample space temperature and reduces heat loss through radiative
heating. For the Nottingham small cryostat system, an electromagnet is positioned
outside of the cryostat surrounding the sample space and can rotate around a 200◦

range. The electromagnet is powered by a bi-polar power supply that allows for
fields of up to +/-4kOe to be generated between the electromagnet poles. The
angle of the field with respect to the sample can be altered by rotating the magnet,
switching the field polarity, rotating the sample probe, or using a different sample
probe that mounts the sample in a perpendicular position.

The advantages of the small cryostat system are the small volume of its He bath
(9 litres) which vastly reduces the amount of He needed to run and maintain
the system, and the small volume of its sample space, which allows for quick
temperature cycling and good temperature stability.

Figure 1.9: Diagram of Oxford Instruments He-4 variox bath cryostat system.
Diagram taken from operators handbook for the system.

1.3.2.2 Large vector magnet cryostat system

Measurements in this thesis requiring larger magnetic fields of variable orientation
were performed using a Oxford Instruments superconducting vector magnet system.
The system is mostly the same as the small vector magnet cryostat described in
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section 1.3.2.1, just with a larger He bath (130 litres), and sample space etc. The
system is unique in that the sample position sits in between three superconducting
coils aligned orthogonal to each other that produce independent magnetic fields
along x, y, and z directions. The superconducting magnets lie in the cryostat’s
He bath, the temperature of which is beneath their critical temperature, and
are energised by an external bi-power supply. A field of up to +/-20kOe can be
applied in any direction by simultaneously energising all three coils, or for energis-
ing the z coil alone a field of up to +/-60kOe can be generated along the z direction.

The advantages of the large cryostat system are its ability to apply large magnetic
fields in any direction, and its fully automated operation which allows measurements
to be performed without requiring the user to be present.

1.3.2.3 High-field cryostat system

Hole density measurements were made using a uni-axial superconducting vector
magnet owned by the Nottingham Semiconductor Quantum Nanostructures Group.
The principles of the cryostat operation are again similar to those covered in section
1.3.2.1, though the Lakeshore 340 temperature controller and auto needle valve
allow temperature to be controlled by either adjusting the flux of He into the
sample space (constant heat) or adjusting the VTI heating (constant flux). A
single superconducting magnet sits inside the He bath that can be energised to
give fields of up to +/-140kOe along the z direction.

The major advantage of the high-field cryostat system is obviously the magnitude
of the field it can apply.

1.3.2.4 SQUID magnetometer

A magnetometer is an instrument used to measure the magnetization of a sample
of magnetic material. There are several types of magnetometers commonly used in
labs to make magnetization measurements including vibrating sample magnetome-
ters, inductive pick-up coils, Kerr magnetometers etc, but for thin, dilute moment
magnetic samples such as (Ga,Mn)As, SQUID magnetometry is often required due
to its extreme sensitivity to small magnetic signals.

A superconducting quantum interference device (SQUID) is itself not a magne-
tometer, but as the name suggests does play a key role in SQUID magnetometry. A
SQUID is a ring of superconducting material within which are one or two Josephson
junctions (measurements in this thesis were made with the Nottingham SQUID
magnetometer which features an RF SQUID, i.e. a SQUID with one Josephson
junction). A Josephson junction is a weak link between two superconductors, where
the weak link is either an insulating or non-superconducting material, or a physical
constriction, and through which superconducting current can tunnel through up
to a critical value. A direct voltage appears across the Josephson junction when
the current exceeds the critical value, and this leads to a time-varying ac current
through the SQUID (ac Josephson effect[78]).
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SQUID magnetometry measurements in this thesis were performed in reciprocal
sample oscillation (RSO) mode in order to reduce noise and hence improve sensi-
tivity. The basic methodology and principles of an RSO SQUID magnetometry
measurement are as follows: The sample to be measured is scribed to appropriate
dimensions (around 5mm×4mm) and placed in a drinking straw, either directly for
out of plane measurements or attached to a high purity silver wire inside the straw
with GE varnish for in-plane measurements. The straw is then attached to the
bottom of a sample rod which is mechanically driven by a servo motor. The sample
is sinusoidally oscillated up and down through three coils of superconducting wire
that are in a second order gradiometer arrangement. It is important that the size of
the sample is small with respect to the gradiometer so that it can be approximated
as a point dipole. The motion of the sample through the coils generates a persistent
current within the coils as the flux going through them changes. The coils are
inductively coupled to the SQUID, which sits away from the coils in a shielded
environment. To ensure the total flux threading through the SQUID remains
constant, screening currents are generated within the SQUID to offset the magnetic
fields from the inductively coupled coils. An additional bias current is applied
to the SQUID that is slightly greater than the critical current, and due to the
properties of the Josephson junction and the fact that only discreet units of flux
are allowed through the SQUID, a periodic relationship between the voltage across
the SQUID and the flux generated from the gradiometer coils (and therefore the
sample magnetization) is established. This allows a voltage to be measured across
the SQUID that depends on the position of the sample within the gradiometer
coils. This signal can then be analysed by computer software using a non linear
least squares fitting routine to fit the data to an ideal dipole response, which allows
the magnitude of the sample magnetization to be obtained. The noise on the
measurement is reduced by locking in the SQUID signal to the frequency that the
sample is driven through the gradiometer coils at.

All measurements were performed in a Quantum Design MPMS XL system. A
shown in figure 1.10, all superconducting elements of the system are immersed
in liquid He while the sample sits in a central sample space. The sample space
temperature can be varied between 2K-400K, and an external magnetic field of up
to +/-1T can be applied to the sample by an adjacent superconducting magnet
that gives uniformity of 0.01% over the 4cm sample space area.
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Figure 1.10: Diagram of MPMS SQUID system. Diagram taken from reference
[79].

1.3.3 Measurement techniques

The following section presents basic transport, magnetotransport, and magne-
tometry measurement methods that have been used in this thesis to characterise
materials, as well as the underlying physics of the measurement. Some of these ex-
perimental techniques are discussed in the context of measurements on (Ga,Mn)As
specifically.

1.3.3.1 Sample resistivity

All resistivity measurements in this thesis were made on samples in a Hall bar
geometry as shown in figure 1.11. A constant dc current is supplied by a Keithley
2400 sourcemeter that flows between the source and drain contacts of the sample.
The resistance of the contacts is small compared to the resistance of the Hall
bar channel itself in the materials studied in this thesis. A voltage is sensed
between adjacent Hall bar arms (Vxx) by a Keithley 2000 multimeter (a 4-point
measurement), and is divided by the source current to give a longitudinal resistance
(Rxx). Rxx can then be converted into the sample resistivity (ρxx) by taking into
account the thickness of the sample through which the current flows through (t),
the width of the Hall bar channel (W ), and the length between contact arms (L)
as such:

ρxx =
RxxWt

L
= Rst (1.3)

where Rs is the sheet resistivity. Sample resistivity is measured as a function of
temperature by putting the sample into a cryostat system and gradually reducing
the temperature while continuously recording both Rxx and temperature using
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Labview software.

The transverse resistance (Rxy) is measured in the same 4-point set up, but for a
voltage sensed between opposite arms of the Hall bar. For a non-magnetic uniform
conductor in the absence of any external fields, Rxy should be zero for perfectly
aligned Hall bar arms.

Figure 1.11: Diagram of Hall bar geometry used to make longitudinal and transverse
4-point measurements.

1.3.3.2 Hall measurements

Ordinary Hall effect
Experimentally, a Hall measurement simply involves applying a current to a Hall
bar of a sample and measuring Rxy while an external magnetic field is applied
(usually swept) out of the sample plane. For an ordinary non-magnetic conducting
material this generates a finite change in Rxy known as the ordinary Hall effect
(OHE). The ordinary Hall effect arises as a result of the Lorentz force acting on
the charge carriers. The Lorentz force (F) on a charge carrier (q) in a magnetic
field (B) in a direction that is orthogonal to its velocity (v) is as given by:

F = q(v×B) (1.4)

Therefore, electrons flowing along a Hall bar with an out of plane field applied
will deflect towards one edge of the bar. The resultant build up of negative charge
along one bar edge (and positive charge along the other) establishes an electric field
across the bar width that opposes further charge accumulation, and so therefore
there is a measurable voltage between transverse Hall bar arms. Rxy as a result of
the OHE is given by:
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Rxy =
1

nqt
Bcos(α) (1.5)

where n is the carrier density, t is the sample thickness, B is the magnitude of
the external magnetic field, and α is the angle it makes with the out of plane axis
of the sample. The OHE is therefore antisymmetric with respect to the external
magnetic field, and can be used to determine carrier concentrations of samples of
known thickness.

Figure 1.12: Example of a typical OHE dataset plotting Rxy against external
field applied out of the sample plane. Data is for a GaAs sample at 4K and was
taken by Dr. James Haigh. The Rxy values are offset from zero due to Hall bar
misalignment. Note that the slope would remain linear even if measured over a
larger field range.

Anomalous Hall effect
When a ferromagnetic material is measured in the Hall experimental geometry,
an additional type of Hall effect named the anomalous Hall effect (AHE) occurs
that, at certain field strengths, can be larger in magnitude than the OHE. Due to
SOC, charge carriers of opposite spin moving along a bar tend to deflect towards
opposite sides of the bar, even in the absence of a magnetic field. In non-magnetic
materials such as GaAs, because the spin populations are equal when there is no
external magnetic field applied, equal numbers of carriers build up along the bar
edges, and thus there is no net charge imbalance across the bar and hence no
directly measurable Rxy contribution. This phenomenon is known as the spin Hall
effect (SHE)[80], and is useful in the generation of spin currents with no net charge
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transfer[81].

When current is applied to a bar of ferromagnetic material, the same SOC-induced
spin-dependent scattering occurs, however, as the ferromagnet has an intrinsic net
carrier spin polarisation, more carriers deflect towards one side of the bar than
the other, therefore establishing an electric field across the bar. For the Hall bar
geometry, when the ferromagnet’s moments and hence its carrier spins are aligned
perpendicular to the sample plane, this electric field occurs in the transverse bar
direction, and thus generates a finite Rxy. Therefore, Rxy due to the AHE is propor-
tional to the out of plane component of the magnetization, and so for samples with
out of plane magnetic anisotropy no external field is required to generate the AHE
Rxy whereas for samples with in-plane magnetic anisotropy, an external field is re-
quired to align the magnetization out of the plane and hence generate the Rxy term.

There are believed to be three main mechanisms which can cause the spin-dependent
deflections behind the AHE and SHE. The ‘intrinsic deflection’ contribution is
related to Berry phase curvature, and is dubbed ‘intrinsic’ as it depends only
on band structure and not scattering off impurities. Reference [82] proposed
that when an external electric field is applied to a solid, carriers gain an extra
component to their group velocity that is perpendicular to the electric field. In
ferromagnetic materials, the sum of this additional group velocity over all occupied
band states can be non-zero, which therefore leads to a net carrier deflection and
thus Rxy contribution. The ‘side-jump’ contribution is classified as an extrinsic
contribution, and arises due to backscattering of carriers off a spin-orbit coupled
impurity between states with opposite group velocity. Opposite spins scatter in
opposite directions as they experience opposite electric fields upon entering and
leaving the impurity. Finally the ‘skew scattering’ contribution, another extrinsic
contribution, is an umbrella term for various mechanisms that give asymmetric
spin-scattering (note not backscattering) of carriers off an impurity.

Theoretically the three AHE Rxy contributions are all predicted to vary with
Rxx, with Rxy ∝ Rxx for the skew scattering contribution, and Rxy ∝ R2

xx for
both intrinsic deflection and side jump contributions. Therefore, the later two
mechanisms cannot be separated by dc Hall measurements, but for (Ga,Mn)As their
relative importance can be distinguished by varying the impurity concentration
across a range of samples and measuring ac conductivities[83]. For metallic
(Ga,Mn)As samples it is found that the intrinsic contribution usually dominates
the AHE[83][84][85]. Generally, however, Rxy from the AHE can be described by:

Rxy = CRn
xxMz (1.6)

where n usually (though not always) takes a value between 1 and 2, C is a material
specific constant, and Mz is the out of plane component of the magnetization.
In samples with out of plane magnetic anisotropy, the dependence of Rxy on Mz

and weak dependence of Rxx on external field at low fields make the AHE a use-
ful tool for measuring coercivity without the need for magnetometry measurements.

In (Ga,Mn)As (as well as other ferromagnets), the AHE Rxy contribution can be
orders of magnitude larger than the OHE Rxy contribution which makes extracting
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a carrier density from Hall measurements difficult. In order to try and isolate
the OHE Rxy contribution, Mz needs to be saturated as best as possible to allow
Rxy from the OHE to dominate the external field against Rxy slope. For samples
with in-plane magnetic anisotropy, high magnetic fields and low temperatures are
required to saturate Mz, but at these fields Rn

xx still varies due to magnetoresistance
and so the AHE Rxy term still contributes to the slope. Therefore it is difficult to
accurately determine carrier density in (Ga,Mn)As through Hall measurements
and fitting analysis, with errors typically in the region of 20%[86].

Figure 1.13: Example of a typical AHE dataset plotting Rxy against external field
applied out of the sample plane. Data is for a (Ga,Mn)(As0.9,Sb0.1) sample at 4K.
Unlike the OHE dataset in figure 1.12, the AHE dataset does not have the same
slope across the field range. The low field (<15kOe) slope is dominated by the
AHE which largely varies with Mz. At high fields (>15kOe) Mz is approximately
saturated. In this region the slope is much smaller and determined by a combination
of the AHE (which now only varies with Rxx) and the OHE.

Quantum Hall effect
When performing a Hall measurement on a two dimensional electron gas (2DEG),
at sufficiently low temperatures and high magnetic fields Rxy takes quantised values,
resulting in a step-like Rxy against external field plot, as opposed to the OHE and
AHE for which Rxy continually increases with increasing field. This is known as
the quantum Hall effect (QHE) and is covered in greater detail in chapter 5 where
it is observed in a GaAs based 2DEG. As (Ga,Mn)As and the other III-V DMSs
investigated in this thesis do not exhibit two dimensional conduction, the QHE
does not contribute to their Hall measurements.
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1.3.3.3 Magnetoresistance measurements

A magnetoresistance measurement is a measurement where an external magnetic
field is applied to a sample and Rxx is recorded. Unlike Hall measurements, the
external field can be applied and/or swept along any orientation with respect to
the sample.

Ordinary and isotropic magnetoresistance
Both ordinary magnetoresistance (OMR) and isotropic magnetoresistance (IMR)
can be considered as changes in Rxx with the magnitude of an external magnetic
field. OMR arises in both non-magnetic and magnetic materials as a result of
the deflection of carrier trajectories and tightening of electron orbitals due to
the Lorentz force. For OMR, resistance increases with increasing external field
(‘positive magnetoresistance’) and the effect is larger when the external field is
perpendicular to the current direction than when it is parallel to the current
direction. In magnetic materials IMR also occurs. IMR is independent of the
angle of the external magnetic field, and arises due to factors such as suppression
of weak localisation and spin-disorder scattering. For IMR, resistance decreases
with increasing magnetic field (‘negative magnetoresistance’). (Ga,Mn)As, in
which both OMR and IMR occur, is generally shown to have an overall negative
magnetoresistance.

Anisotropic magnetoresistance
In ferromagnetic materials, Rxx varies with the angle of the material’s magnetiza-
tion, which can be controlled by sweeping or rotating an external magnetic field,
and this is known as anisotropic magnetoresistance (AMR). AMR arises due to
SOC, and is covered in much more depth in chapter 3.
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Figure 1.14: Rxx as a function of external magnetic field applied in the sample
plane for a (Ga,Mn)(As0.9,Sb0.1) sample at 4K. Black data points are for field being
swept from 3kOe downwards and red data points for field being swept from -3kOe
upwards. The ‘jumps’ in Rxx at around -1kOe (black), 1kOe (red), and 0kOe (both)
are due to the AMR contribution to Rxx changing as the magnetization switches
from one easy axes to another. The general decrease in Rxx with increasing field
magnitude across the field range is a result of the dominant contribution of IMR.

1.3.3.4 SQUID magnetometry field sweeps

SQUID magnetometry field sweeps measure the projection of the magnetization of
a sample along a certain direction in discreet steps as an external magnetic field
is swept along the same direction. In this thesis, measurements are performed by
sweeping the external field from +10kOe to -10kOe, and then back again from
-10kOe to +10kOe in a hysteresis measurement along the [110], [110], and [001]
crystalline directions. For a ferromagnet, the sweeps reveal the saturation magneti-
zation of the sample (Msat), as well as the field needed to reverse the projection of
the magnetization along the axis being measured (coercive field).

Msat of a sample is its maximum value of magnetization, i.e. when all the individual
moments are aligned along the same direction. The harder an axis is, the larger
the magnitude of the external field that is required to saturate the magnetization
along it, however Msat itself is approximately the same for all orientations. The
field needed to be applied along an easy axis to achieve the maximum magneti-
zation along that direction increases with increasing temperature due to thermal
fluctuations.
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In the hysteresis sweep measurement, after the magnetization is saturated along
a certain direction, the external field is swept down to zero. Unless the sweep
direction is 90◦ away from any easy axis direction, the projection of the magneti-
zation along the sweep axis will be non-zero at zero external field (the remnant
magnetization, Mrem). For sweeps along easy axes Mrem ≈ Msat. The coercive field
(Hc) is defined as the magnitude of the external field, applied along the opposite
direction, that is required to reduce Mrem to zero. For sweeps along easy axes
with square hysteresis loops, Hc can be big or small depending on the ‘magnetic
hardness’ of the material.

For SQUID magnetometry field sweeps of materials grown on III-V substrates, the
substrate gives a diamagnetic contribution to the measured magnetization, however
this can be separated from the contribution to the measured magnetization from
the ferromagnetic layer by a simple linear fitting procedure.

1.3.3.5 SQUID magnetometry remnant measurements

The procedure for SQUID magnetometry remnant measurements in this thesis is
as follows. The sample to be measured is heated to above its Tc and then cooled
down to 2K in an external magnetic field of 1kOe aligned along the measurement
axis. The external field is then removed and the sample is heated up and its
magnetization projection along the measurement axis is measured in discreet steps
until Tc is passed.

SQUID magnetometry remnant measurements indicate Tc of the sample, which
is approximately the temperature where the measured magnetization along an
easy direction goes to zero (see reference [87]). In order to accurately measure Tc,
measurements in small temperature steps around its approximate value are required.

If SQUID magnetometry remnant measurements are made along orthogonal direc-
tions, for example the [110], [110], and [001] crystalline axes, and assuming that the
sample is in a single domain state after each field cool and with its magnetization
along the closest easy axis to the measurement axis, Msat at low temperatures can
be approximated by:

Msat ≈
√

M2
110 + M2

110 + M2
001 (1.7)

where M110 is the remnant magnetization along the [110] direction following a field
cool measurement etc. Additionally, for in-plane magnetic anisotropy, in the case
where KC>KU , the ratio of the in-plane magnetic anisotropy constants can be
obtained by:

KU

KC

= cos

[
2tan−1

(
M110

M110

)]
(1.8)
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Chapter 2

Characterisation of Sb-based
diluted magnetic semiconductors

2.1 Introduction

For over two decades now, diluted magnetic semiconductors (DMSs) of the form
(III,Mn)V have been the subject of intensive research from various sections of the
physics community. In these (III,Mn)V materials, Mn is incorporated into the
III-V semiconductor lattice by substituting for the group III cation in the form of
Mn2+, introducing both carrier holes and local moments into the semiconductor
system (see section 1.2). (Ga,Mn)As is by far and away the most studied (III,Mn)V
material as its relatively high Curie temperature (Tc) and compatibility with exist-
ing GaAs-based technologies made it a promising candidate for device application,
while the reasonably well understood intrinsic link between its electronic and mag-
netic properties along with its strong spin-orbit coupling (SOC) in the carrier band
still make it an ideal test-bed material for exploring spintronic phenomena. One of
the properties that make DMSs so appealing is the tunability of both their electrical
and magnetic properties by established semiconductor techniques such as doping,
electrical gating, annealing, strain-application, and optical irradiation, but it is
well known that these properties also vary with the choice of III-V semiconductor
host. Additionally, as SOC in (III,Mn)V DMSs largely originates from the III-V
semiconductor host rather than the Mn dopant, altering the choice of group III
and V elements will also allow a degree of tunability of the strength of SOC in the
(III,Mn)V material. Therefore, it is vital to characterise and understand how the
choice of III-V semiconductor host material affects all of the DMS properties in order
to help identify the (III,Mn)V DMS best suited for device and test-bed applications.

(Ga,Mn)Sb is a DMS that has only been moderately studied in literature, but is an
appealing candidate as a spintronic material due to its relatively large SOC brought
about by the Sb atom, while its narrow band gap and high conductivity offer
alternative optical and transport properties to (Ga,Mn)As. Additionally, there is a
lack of published information on quaternary DMSs of the form (III,Mn)(VA,VB),
where VA and VB are different group V elements, to supplement investigations of
a variety of (IIIA,IIIB,Mn)V materials. Varying the relative concentrations of the
two group III or V elements allows quaternary DMSs to offer even more freedom
when tuning the material properties, which again makes them an interesting class
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of materials to study for potential application as well as fundamental understand-
ing. In this chapter, two Sb-based DMSs, (Ga,Mn)Sb and the quaternary DMS
(Ga,Mn)(As0.9,Sb0.1), are investigated and characterised by SQUID magnetometry
and transport measurements in order to gain insight as to how the incorporation
of Sb affects DMS properties.

2.2 Previous experimental and theoretical stud-

ies

2.2.1 (Ga,Mn)Sb

To date there have been several experimental studies of MBE-grown (Ga,Mn)Sb,
allowing some insight into its fundamental properties. Conductivities of
1000Ω−1cm−1[88][89], 700Ω−1cm−1[90], and 330Ω−1cm−1[91] are reported for
(Ga,Mn)Sb samples at temperatures in the range 1.5K-6K with Mn concentration
in the range of 2%-3% and of thickness 5nm-200nm. By comparison, optimally
annealed (Ga,Mn)As samples with similar Mn concentrations have low temperature
conductivities in the range 200Ω−1cm−1 - 300Ω−1cm−1[55]. The larger conductivity
of (Ga,Mn)Sb is assumed to arise due to Mn having a shallower acceptor level in
GaSb[92] than GaAs[93]. While there has been no previous measurement of the
band gap of (Ga,Mn)Sb it is likely to be very similar to that of GaSb (0.73eV[47]
at 300K) which is much narrower than that of GaAs (1.43eV[47] at 300K).

A Tc for (Ga,Mn)Sb of 15K is reported in references [89] and [91], and 25K in
references [88] and [90], values that are significantly lower than similarly doped
optimally annealed (Ga,Mn)As samples (≈80K[53]). The lower Tc of (Ga,Mn)Sb
compared with (Ga,Mn)As is likely to arise due to a weaker p-d exchange energy
in (Ga,Mn)Sb as the Sb atom is larger than the As atom; the average length scale
between itinerant holes and Mn moments is greater in (Ga,Mn)Sb, meaning a
weaker antiferromagnetic coupling between holes and moments, and so a weaker
carrier mediated long-range ferromagnetic ordering of Mn moments that requires
less energy (temperature) to overcome. SOC effects that may be detrimental
to Tc will also be greater in (Ga,Mn)Sb than (Ga,Mn)As[36]. Interestingly an
electrical gating study in reference [91] showed that in (Ga,Mn)Sb, Tc is propor-
tional to carrier density to the power of 1.4 (Tc ∝ p1.4), notably different from
(Ga,Mn)As where Tc ∝ p0.2[94], with the difference in the relations ascribed to
carrier holes being accumulated and depleted at the interface between a dielectric
gate layer and (Ga,Mn)Sb and (Ga,Mn)As layers respectively as indicated by p-d
Zener model calculations. Other observations from previous studies show that
(Ga,Mn)Sb behaves similarly to (Ga,Mn)As with regards to some magnetic and
magnetotransport properties. Its easy axis lies along an in-plane/out of plane
direction for (Ga,Mn)Sb grown on a substrate that applies compressive/tensile
strain to the layer[89], it has a negative magnetoresistance suggesting the presence
of spin-disorder scattering[88], and also a negative AMR[89].

It is clear from the above referenced previous experimental reports that there are
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some key differences in the electrical and magnetic properties between (Ga,Mn)Sb
and (Ga,Mn)As. When considering a material for spintronic application, the
strength of its SOC is often another vital parameter that should be taken into
account. As discussed in sections 1.2.2.4 and 4.2.1, SOC in DMSs has an intrinsic
contribution relating to the atomic number of the material involved, as well as a
contribution derived from lattice strain. Comparing (Ga,Mn)Sb to (Ga,Mn)As,
the larger atomic number of the Sb atom should give it a larger SOC in the carrier
bands, which will be mostly Sb 5p-like. Additionally, the larger size of the Sb
atom compared with As means that there will be a greater growth strain from
lattice mismatch in a (Ga,Mn)Sb layer grown on a GaAs (001) substrate compared
with (Ga,Mn)As, often even in the case of buffer layer(s) being grown between
substrate and the (Ga,Mn)Sb layer to help relax lattice mismatch. This should
lead to a stronger SOC effect. Therefore, through a larger atomic number and
strain, (Ga,Mn)Sb should have a stronger SOC than (Ga,Mn)As, which makes it
appealing as a spintronic material to investigate phenomena that arise due to SOC.

2.2.2 (Ga,Mn)(As,Sb)

Quaternary Mn doped DMSs can take the form of either (IIIA,IIIB,Mn)V or
(III,Mn)(VA,VB), and have been studied for various elemental compositions for
over a decade. There has been much attention on the (IIIA,IIIB,Mn)V class of
quaternary DMSs, with extensive investigations into (In,Ga,Mn)As[95][96][97][98],
(Al,Ga,Mn)As[99][100][101], (In,Al,Mn)As[102][103][104], and (In,Ga,Mn)N[105].
These studies highlight that changing atomic composition of the group III el-
ements influences the properties of the DMS, such as magnetic anisotropy in
(In,Ga,Mn)As and Tc in (Al,Ga,Mn)As. There has been a slightly narrower
range of study of the (III,Mn)(VA,VB) class of quaternary DMSs. Studies in
(Ga,Mn)(As,N)[106][107][108] show that Tc can be increased from that of (Ga,Mn)As
for N doping concentrations of up to 1%, and decreased for higher N concentra-
tions, while the metal-insulator transition (MIT) is also be crossed when varying
N concentration. (Ga,Mn)(As,P)[109][110][111][112] is an intriguing system to
explore the effects of atomic composition variation. P is a smaller atom than As
and so on one hand should promote a higher Tc through an increased p-d exchange
energy, however, (Ga,Mn)P has a larger band gap than (Ga,Mn)As meaning the
effects of hole localisation should be greater which should promote a reduced Tc.
Additionally the different sizes of the P and As atoms dictate that the strain of
the (Ga,Mn)(As,P) layer varies between tensile and compressive as the atomic
composition changes, and this is reflected in the magnetic easy axis transitioning
from out of plane to in-plane as the P content is reduced from 9% to 6%. Finally,
(Ga,Mn)(As,Bi) is investigated in reference [113] where it is shown, as would be
expected, to have an increased strain, reduced Tc, and reduced band gap compared
with (Ga,Mn)As.

(Ga,Mn)(As,Sb) is another (III,Mn)(VA,VB) DMS material that can offer different
properties to (Ga,Mn)As and (Ga,Mn)Sb. Similar to P in (Ga,Mn)(As,P) (but
in an opposite manner), Sb in (Ga,Mn)(As,Sb) could, in principle, act to both
increase and reduce Tc compared with (Ga,Mn)As as GaSb has a narrower band
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gap than GaAs (increased hole delocalisation) and Sb has a larger atomic size
than As (weaker p-d exchange). However, the low Tc of (Ga,Mn)Sb suggests
the latter mechanism dominates leading to a severely reduced Tc, which begs
the question as to whether there is an intermediate level of alloying As and Sb
between (Ga,Mn)As and (Ga,Mn)Sb that may increase Tc. Additionally, the
incorporation of the differently sized As and Sb atoms into the same lattice struc-
ture may promote an increased lattice strain, while the high atomic number Sb
may increase SOC strength, and it would be ideal for these properties to emerge
while retaining some of the characteristic features of (Ga,Mn)As, namely its high Tc.

After the completion of the work in this chapter, a study was published in reference
[114] that investigated the structural, transport, and magnetic properties of MBE
grown as-grown and annealed (Ga,Mn)(As,Sb) for Sb concentrations in the range
0% - 2.37%. The lattice constant of (Ga,Mn)(As,Sb) is observed to increase with
increasing Sb concentration, as would be expected due to the larger size of the Sb
atom. Furthermore the lattice constant is always greater for the as-grown than
annealed samples, which is consistent with the out-diffusion of interstitial Mn,
highlighting its presence in the material. The hole density and Tc for both the
as-grown and annealed samples initially increases as the Sb concentration increases
from 0% to 0.80% before decreasing with further increase of Sb concentration. By
determining the effective Mn concentration from magnetometry data, the authors
suggest that the initial increase in Tc with Sb concentration occurs as the addition
of Sb to the lattice changes its structure in a way that promotes substitutional Mn
incorporation, but that higher Sb concentrations introduce more lattice defects,
including interstitial Mn which reduces Tc.

In this chapter (Ga,Mn)(As,Sb) with 10% Sb concentration, i.e. (Ga,Mn)(As0.9,Sb0.1),
is investigated. Going by the trends shown in reference [114], the relatively large
Sb concentration should severely reduce Tc from that of (Ga,Mn)As, however
the larger Sb concentration should also induce stronger SOC and therefore more
prominent SOC phenomena such as AMR, as is considered in chapter 3.

2.3 Experimental results and discussion

This section presents and discusses the results of experimental measurements made
on as-grown and annealed (Ga,Mn)Sb and (Ga,Mn)(As0.9,Sb0.1) samples. Details
on experimental methods are given in section 1.3.

2.3.1 Sample growth and preparation

Both (Ga,Mn)Sb and (Ga,Mn)(As0.9,Sb0.1) samples were grown by Dr Richard
Campion in the Nottingham MBE system at a growth temperature at 220oC.
For the (Ga,Mn)Sb sample (Mn691), a 150nm thick GaSb buffer layer was de-
posited on a InAs (001), upon which a 25nm, 6% Mn-doped (Ga,Mn)Sb layer
was grown. For the (Ga,Mn)(As0.9,Sb0.1) sample (Mn692) a 25nm, 6% Mn-doped
(Ga,Mn)(As0.9,Sb0.1) sample was grown directly onto a GaAs (001) substrate. For
both growths the heated Sb source yielded elemental Sb4 which was found to be
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extremely deleterious to electron multiplier on the MBE system’s mass spectrome-
ter (which cannot be shut off on the Nottingham system).

Different pieces of the sample taken from a similar part of the wafer were used for as-
grown and annealed measurements for both SQUID magnetometry and transport.
For the annealed measurements, samples were annealed in air at 180oC for 48 hours.

XRD measurements were made on the as-grown Mn691 (Ga,Mn)Sb and Mn692
(Ga,Mn)(As0.9,Sb0.1) samples by Dr Pete Wadley, revealing that the (Ga,Mn)Sb
layer is fully relaxed whereas the (Ga,Mn)(As0.9,Sb0.1) layer is fully strained. Using
a Vegard’s law calculation to obtain the lattice parameter of GaAs0.9Sb0.1, the
lattice mismatch of GaAs0.9Sb0.1 on GaAs substrate is -0.78%. The negative sign
indicates a compressive strain. The lattice mismatch of (Ga,Mn)(As0.9,Sb0.1) on
GaAs is more difficult to estimate due to the different effects that substitutional
and interstitial Mn can have on expanding the host lattice[115].

2.3.2 (Ga,Mn)Sb

2.3.2.1 SQUID magnetometry

SQUID magnetometry measurements were performed on the as-grown and annealed
(Ga,Mn)Sb Mn691 sample by Dr Mu Wang. The results are shown in figures 2.1-2.2:
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Figure 2.1: Remnant magnetization of as-grown (closed symbols) and annealed
(open symbols) (Ga,Mn)Sb with increasing temperature after field-cooling along
the [110], [110], and [001] crystalline axes in a field of 1kOe.
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Figure 2.2: Magnetization along various crystalline axes of as-grown (top) and
annealed (bottom) (Ga,Mn)Sb against external field for a field sweep loop at 2K.
Inset shows the same data plotted for a narrower region of external field.

Several key observations can be made from figures 2.1 and 2.2. Firstly, Tc of the
(Ga,Mn)Sb sample is 34K for both the as-grown and annealed samples. Secondly,
both the as-grown and annealed samples have a dominant [110] uni-axial magnetic
anisotropy across the whole temperature range up to Tc. Thirdly, the strength
of the magnetization at 2K corresponds to a moment of 3.8µB per nominal Mn
atom for the as-grown sample and 3.6µB per nominal Mn atom for the annealed
sample (the slight decrease of this value upon annealing is likely to arise due to
surface oxidation during the annealing and/or a slightly different size of sample).
The inset of figure 2.2 shows that at 2K the coercive field for both the as-grown
and annealed samples is roughly 670Oe. For comparison, the magnetic properties
of the as-grown and annealed (Ga,Mn)Sb sample are listed in the table in figure
2.3 along with those of similarly doped (Ga,Mn)As[53] and (Ga,Mn)(As0.9,Sb0.1)
(see section 2.3.3) samples:

39



Figure 2.3: Table of magnetic properties of 6% Mn-doped, 25nm thick
(Ga,Mn)Sb, (Ga,Mn)As, and (Ga,Mn)(As0.9,Sb0.1) samples. (Ga,Mn)Sb and
(Ga,Mn)(As0.9,Sb0.1) data is that obtained from this investigation, (Ga,Mn)As data
is taken from reference [53].

It is clear that annealing the (Ga,Mn)Sb sample at 180oC for 48 hours does not
change its magnetic properties, which indicates that either there is very little
formation of interstitial Mn during the sample growth, or that the 180 oC annealing
temperature does not provide sufficient energy for the removal of interstitial Mn.
Given the relatively high value of moment per Mn atom, the former argument seems
more likely to be the case. The fact that the moment per Mn atom is still below the
ideal case (≈ 4.5µB per Mn atom) suggests that some amount of the nominal Mn
dopant atoms are magnetically inactive, and/or that the nominal Mn concentration
inferred from the MBE flux rates is not fully accurate. One possible reason that
interstitial Mn do not form in (Ga,Mn)Sb may be that the self-compensation of
carriers needed to stabilise the Fermi level position is largely achieved through Sb
antisite defects rather than interstitial Mn (both of these defects act as donors).
GaSb has a narrower band gap than GaAs and so its antisite defects have shallower
ionization levels[116], and the shallow ionization level of the mobile Sb antisite
may make its formation a more energetically favourable way of compensating
holes than the formation of interstitial Mn. If the relative flux of Ga to Sb dur-
ing the growth was slightly imbalanced this would further help the formation of
Sb antisties. Other factors such as the size of the Sb atom and the smaller vol-
ume of the interstitial site in GaSb may also play a role in the lack of interstitial Mn.

The measured Tc is the highest ever recorded for a (Ga,Mn)Sb sample. Part
of the reason for this is probably due to the relatively high Mn concentration
(6%) compared with the (Ga,Mn)Sb samples of previous investigations (2%). As
it appears that for the (Ga,Mn)Sb sample studied here most of the Mn go into
substitutional positions, increasing Mn doping should increase both the effective
Mn concentration and the hole density, unlike the case of optimally annealed
(Ga,Mn)As where the effective Mn concentration and hole density are relatively
stable with increasing nominal Mn concentration from about 5% upwards[42][62].
An increased effective Mn concentration and hole density will promote a higher Tc

as the average distance between substitutional Mn and itinerant holes decreases,
so the strength of the hole-mediated ferromagnetic exchange coupling between
Mn moments increases, and therefore requires a higher temperature to overcome.
As expected, the measured Tc is still significantly lower than similarly doped
(Ga,Mn)As samples, and while this is most likely a result the factors suggested
in section 2.2.1, no real insight or firm conclusions with regard as to why the
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lower Tc of (Ga,Mn)Sb is lower than (Ga,Mn)As can be gained from the SQUID
magnetometry data presented here alone.

Previous studies have shown the magnetic anisotropy of (Ga,Mn)Sb to be highly
sensitive to the choice of substrate and buffer layer(s)[89], and so it is important to
consider the whole sample structure when analysing the magnetic anisotropy of the
(Ga,Mn)Sb sample in this investigation. InAs was chosen as a substrate as it is well
lattice matched to GaSb (lattice constants of 0.606nm and 0.610nm respectively),
and the XRD measurements indicate that the GaSb buffer maintains its lattice
shape rather than adopt that of InAs which would lead to compressive strain of the
layer (buffer layer is fully relaxed). As discussed in section 1.2.2.5, strain anisotropy
in (III,Mn)V DMSs generally dictates the form of the magnetic anisotropy, with
compressive/tensile lattice strains yielding an in-plane/out of plane easy axis,
however magnetocrystalline and shape anisotropies can also be important in some
cases. For the (Ga,Mn)Sb sample in this investigation a dominant in-plane uni-axial
magnetic anisotropy at all temperatures is observed, and this may simplistically
lead one to conclude that the layer is under compressive strain. Given the XRD
findings, such a compressive strain would not be due to the InAs substrate, and
would have to arise from some other mechanism that expands the (Ga,Mn)Sb
lattice with respect to the GaSb buffer, such as Sb antisites (but not interstitial Mn
as it appears not to be present in (Ga,Mn)Sb). The in-plane uni-axial anisotropy
across the whole temperature range up to Tc is in akin to some similarly doped
(Ga,Mn)As samples, and therefore like (Ga,Mn)As may be related to the formation
of Mn dimers during sample growth[41], while anisotropic relaxation of the GaSb
host lattice may also be a factor[117]. However, it must also be noted that, as
seen in figure 2.2, the [001] axis is magnetically easier than the [110] axis, and so
perhaps relating the magnetic anisotropy of the (Ga,Mn)Sb sample to lattice strain
is not so straight forward, and that the intrinsic magnetocrystalline anisotropy and
perhaps even shape anisotropy also play a role in determining the overall magnetic
anisotropy. It is also unclear why the (Ga,Mn)Sb sample has a significantly higher
coercivity than similarly doped (Ga,Mn)As, but it could pertain to lattice defects or
a reduced carrier density which can hinder domain wall nucleation and propagation.

2.3.2.2 Transport

Transport measurements were not able to be made on the as-grown or annealed
(Ga,Mn)Sb Mn691 sample due to the dominating effects of parallel conduction
through the InAs substrate, which is apparent from the sample’s n-type conduc-
tion (as judged by ordinary Hall effect measurements) and relatively very high
conductivity. Samples bonded with silver epoxy or ball bonding techniques were
also tested but were still parallel conducting, confirming that the issue is not solely
caused by wedge bonds punching through the (Ga,Mn)Sb layer to the substrate,
indicating that the GaSb buffer layer is ineffective at preventing current leakage
to the substrate. Tests of the sample conduction were made at 4.2K and room
temperature in case of any significant variation of the relative InAs and (Ga,Mn)Sb
conductivities with temperature, but substrate conduction dominates at both
temperatures.
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2.3.3 (Ga,Mn)(As0.9,Sb0.1)

2.3.3.1 SQUID magnetometry

SQUID magnetometry measurements were performed on the as-grown and annealed
(Ga,Mn)(As0.9,Sb0.1) Mn692 sample by Dr Mu Wang. The results are shown in
figures 2.4-2.2:

Figure 2.4: Remnant magnetization of as-grown (Ga,Mn)(As0.9,Sb0.1) with increas-
ing temperature after field-cooling along the [110], [110], and [001] crystalline axes
in a field of 1kOe.
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Figure 2.5: Remnant magnetization of annealed (Ga,Mn)(As0.9,Sb0.1) with increas-
ing temperature after field-cooling along the [110], [110], and [001] crystalline axes
in a field of 1kOe.
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Figure 2.6: Magnetization along various crystalline axes of as-grown (top) and
annealed (bottom) (Ga,Mn)(As0.9,Sb0.1) against external field for a field sweep
loop at 2K. Inset shows the same data plotted for a narrower region of external
field.

Again, several key observations can be made from figures 2.4 and 2.5. Firstly, Tc

of (Ga,Mn)(As0.9,Sb0.1) is 28K for the as-grown sample and 55K for the annealed
sample. Secondly, both the as-grown and annealed samples have a bi-axial magnetic
anisotropy that becomes more uni-axial-like with increasing temperature from
2K up to around 15K where it becomes fully uni-axial in the [110] direction and
remains so as temperature increases up to the respective values of Tc. The ratio of
the uni-axial (KU) to cubic (KC) magnetic anisotropy constants in the regime of
KC>KU can be obtained from equation 1.8, and it is found that for the as-grown
sample KC is nearly 7 times greater than KU at 2K, but only 2 times greater than
KU at 2K in the annealed sample. Thirdly, the strength of the magnetization at 2K
corresponds a moment of 1.7µB per Mn atom for the as-grown sample and 2.6µB
per Mn atom for the annealed sample. At 2K the coercive field for the as-grown
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sample is 440Oe along the [110] direction and 210Oe along the [110] direction,
whereas for the annealed sample it is 240Oe along the [110] direction and 55Oe
along the [110] direction. These properties are summarised in the table in figure 2.3.

Annealing the (Ga,Mn)(As0.9,Sb0.1) sample changes its magnetic properties, indicat-
ing that the annealing removes interstitial Mn from the material. The presence of
interstitial Mn in (Ga,Mn)(As0.9,Sb0.1) is a characteristic shared with (Ga,Mn)As,
but not (Ga,Mn)Sb, which is perhaps not surprising given the stoichiometry of the
sample. Enhancement of the magnetic properties upon annealing (Ga,Mn)(As,Sb)
is also observed in reference [114]. The strength of the moment per Mn for optimally
annealed (Ga,Mn)(As0.9,Sb0.1) is less than similarly doped (Ga,Mn)As samples,
and while this could be due to some degree of compensation of the Mn moments
even after annealing in (Ga,Mn)(As0.9,Sb0.1), a more likely explanation is that a
greater percentage of the Mn dopants enter the lattice as interstitial or random Mn
in (Ga,Mn)(As0.9,Sb0.1) compared with (Ga,Mn)As. As mentioned in section 2.2.2,
reference [114] reports that increases of the Sb concentration of (Ga,Mn)(As,Sb)
beyond 0.8% lead to an increase of the number of interstitial Mn compared with
(Ga,Mn)As, and so for the (Ga,Mn)(As0.9,Sb0.1) sample in this investigation the low
moment per Mn compared with (Ga,Mn)As may well be due to an increased number
of interstitial Mn. Reference [118] suggests that interstitial Mn are less likely to
form in (Ga,Mn)(As,P) than (Ga,Mn)As as the Mn acceptor level lies deeper in the
valence band of the wider band gap (Ga,Mn)(As,P), and so the opposite logic may
apply for (Ga,Mn)(As,Sb) which should have a narrower band gap than (Ga,Mn)As.

Tc of the annealed (Ga,Mn)(As0.9,Sb0.1) (55K) is less than that of similarly doped
optimally annealed (Ga,Mn)As samples (135K), but greater than that of (Ga,Mn)Sb
(34K). The fact that the (Ga,Mn)(As0.9,Sb0.1) Tc lies between (Ga,Mn)As and
(Ga,Mn)Sb is not surprising from a highly simplistic point of view, but given the
9:1 ratio of Ga to Sb in (Ga,Mn)(As0.9,Sb0.1), one may expect a Tc somewhat
closer to (Ga,Mn)As than (Ga,Mn)Sb. However, it is known that for (Ga,Mn)As
and (Ga,Mn)Sb, Tc depends on the hole density (by different factors), and as
discussed ln section 2.3.3.2, the hole density in the annealed (Ga,Mn)(As0.9,Sb0.1)
sample is 5 times less than similarly doped (Ga,Mn)As samples, so the relatively
low Tc of (Ga,Mn)(As0.9,Sb0.1) compared to (Ga,Mn)As may well be related to
the significantly reduced hole density. The Tc’s of the three DMSs are summarised
in figure 2.7 where Tc of (Ga,Mn)(As0.9,Sb0.1) is shown as a function of saturation
magnetization and plotted with data sets for 50nm thick (Ga,Mn)As samples taken
from reference [53], as well as for the Mn691 (Ga,Mn)Sb sample. At the saturation
magnetization, all substitutional Mn should be aligned, and therefore the value of
the saturation magnetization should only depend on the effective Mn concentration.
It is clear from figure 2.7 that Tc of (Ga,Mn)(As0.9,Sb0.1) is less than (Ga,Mn)As
and more than (Ga,Mn)Sb for a given saturation magnetization (and therefore
effective Mn concentration).
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Figure 2.7: Tc of as-grown and annealed (Ga,Mn)As, (Ga,Mn)(As0.9,Sb0.1), and
(Ga,Mn)Sb samples as a function of saturation magnetization.

The magnetic anisotropy is bi-axial in-plane for the as-grown and annealed
(Ga,Mn)(As0.9,Sb0.1) samples, which usually suggests a compressive strain of the
layer. A compressive strain will arise if (Ga,Mn)(As0.9,Sb0.1) has a larger lattice con-
stant than GaAs, and this may be occur due to the larger size of the Sb atom than
the As atom and/or the presence of interstitial Mn and/or As or Sb antisites. The
bi-axial magnetic anisotropy at low temperatures and uni-axial magnetic anisotropy
at higher temperatures of the as-grown and annealed (Ga,Mn)(As0.9,Sb0.1) samples
is dissimilar to that of the Mn691 (Ga,Mn)Sb sample where a uni-axial magnetic
anisotropy dominates at all temperatures, but is comparable to the magnetic
anisotropy of some similarly doped (Ga,Mn)as samples[119][120], though it should
be noted that other similarly doped (Ga,Mn)As samples show a uni-axial magnetic
anisotropy at all temperatures[53]. The enhancement of the uni-axial anisotropy
to cubic anisotropy ratio with annealing is also reported for some similarly doped
(Ga,Mn)As samples[121]. Overall, the behaviour of the magnetic anisotropy is
more resemblant of (Ga,Mn)As than (Ga,Mn)Sb, which is again simplistically
consistent with sample stoichiometry. The reduction of the (Ga,Mn)(As0.9,Sb0.1)
coercivity upon annealing is another property similar to (Ga,Mn)As, however, like
(Ga,Mn)Sb, the (Ga,Mn)(As0.9,Sb0.1) coercivity is more than an order of magnitude
greater than similarly doped (Ga,Mn)As samples, and again may also be related
to lattice defects and/or a reduced hole density.

2.3.3.2 Transport

Unlike the Mn691 (Ga,Mn)Sb sample, transport and magneto-transport mea-
surements were able to be made on the Mn692 (Ga,Mn)(As0.9,Sb0.1) sample as
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conduction through the (Ga,Mn)(As0.9,Sb0.1) layer dominates (as indicated by
p-type conduction from Hall measurements). Figures 2.8-2.11 show the varia-
tion of the longitudinal and transverse resistances of the as-grown and annealed
(Ga,Mn)(As0.9,Sb0.1) sample for 4kOe field sweeps along the [110], [110], and [100]
directions and current flow along the [110] direction at 4K:

Figure 2.8: Longitudinal resistivity of as-grown (Ga,Mn)(As0.9,Sb0.1) sample against
external field for field sweeps along various directions, with current along the [110]
direction at 4K.
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Figure 2.9: Longitudinal resistivity of annealed (Ga,Mn)(As0.9,Sb0.1) sample against
external field for field sweeps along various directions, with current along the [110]
direction at 4K.

Figure 2.10: Transverse resistance of as-grown (Ga,Mn)(As0.9,Sb0.1) sample against
external field for field sweeps along various directions, with current along the [110]
direction at 4K.
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Figure 2.11: Transverse resistance of annealed (Ga,Mn)(As0.9,Sb0.1) sample against
external field for field sweeps along various directions, with current along the [110]
direction at 4K.

The variation in the longitudinal and transverse resistances in the external field
sweeps is given by the variation in the orientation of the magnetization through the
longitudinal AMR and PHE respectively. A more detailed study of the AMR of the
(Ga,Mn)(As0.9,Sb0.1) sample is presented in chapter 3. The general character of the
magnetic anisotropy that can be inferred from the field sweep data is in agreement
with the SQUID magnetometry data shown in section 2.3.3.1. For all data sets
in figures 2.8-2.11 there is a 3-step switching behaviour at low fields that would
not be present in a strongly uni-axial sample, but can be explained by a bi-axial
anisotropy where the magnetization jumps between the [100], [110], and [010] axes.
The switching happens at smaller fields for the annealed sample than the as-grown
sample, which is consistent with the coercivity of (Ga,Mn)(As0.9,Sb0.1) reducing
upon annealing. Additionally it can be seen from figures 2.8 and 2.9 that both the
as-grown and annealed (Ga,Mn)(As0.9,Sb0.1) have a negative magnetoresistance,
which is also observed in (Ga,Mn)As and (Ga,Mn)Sb, and is assumed to arise from
reduced spin-scattering as field strength increases but may also have a contribution
from suppression of localization with increasing field strength[122].

Out of plane 140kOe field sweeps were performed on the annealed
(Ga,Mn)(As0.9,Sb0.1) sample in order to determine its hole density. Further de-
tails of the out of plane field sweep method are given in sections 1.3.2.3 and
1.3.3.2. The variation in the longitudinal and transverse resistances of annealed
(Ga,Mn)(As0.9,Sb0.1) with out of plane field for current along the [110] direction at
2K are shown in figures 2.12 and 2.13 respectively:
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Figure 2.12: ρxx of annealed (Ga,Mn)(As0.9,Sb0.1) sample against external field for
out an of plane field sweep, with current along the [110] direction at 2K.

Figure 2.13: Rxy of annealed (Ga,Mn)(As0.9,Sb0.1) sample against external field
for out an of plane field sweep, with current along the [110] direction at 2K.

A negative magnetoresistance is observed for the out of plane field sweep in figure
2.12 with a magnitude of 14% at 140kOe, which is considerably larger than similarly
doped (Ga,Mn)As samples[123]. The negative sign of the magnetoresistance is

50



expected given that the in-plane field sweeps also show a negative magnetoresistance.
The variation of Rxy with out of plane field, shown in figure 2.13, has strikingly
different slopes at low and high fields and is fairly typical of a ferromagnet with
SOC. At low fields, the slope is dominated by the AHE which is proportional to
the component of the magnetization out of plane (which varies with Hext), with
a smaller AHE contribution from the variation of Rxx as well as a small OHE
contribution. At high fields, the magnetization lies fully along the out of plane
direction, so the slope is determined by the interplay of the AHE component which
varies with Rxx (which in turn varies with Hext) and the OHE component. The
relative size of the AHE contribution to the high field slope is perhaps larger than in
similarly doped (Ga,Mn)As materials due to the relatively large magnetoresistance
of (Ga,Mn)(As0.9,Sb0.1). The theory of the OHE and AHE are presented in
greater detail in section 1.3.3.2, along with a discussion of how to separate their
contributions to the Rxy signal and obtain a carrier density from the OHE, so a
detailed method will not be given here. Rxy from the AHE is proportional to Rn

xx,
where n is assumed to take the value of 1 or 2, therefore the following equations
are used to try and fit to the high field regions (+50kOe to +140kOe and -50kOe
to -140kOe where the magnetization is assumed to lie fully out of plane) of the Rxy

against Hext data set in order to obtain the ordinary Hall coefficient and hence the
carrier density:

Rxy = C1B + C2Rxx (2.1)

Rxy = C1B + C2R
2
xx (2.2)

Rxy = C1B + C2R
n
xx (2.3)

Rxy = C1B + C2Rxx + C3R
2
xx (2.4)

where C1, C2, C3, and n are variable fitting parameters. Examples of the fits to
the +50kOe to +140kOe Rxy against Hext data set using equations 2.1-2.4 are
shown in figures 2.14-2.17:
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Figure 2.14: Data (black) and fit using equation 2.1 (red) for Rxy against out of
plane field for annealed (Ga,Mn)(As0.9,Sb0.1), with current along the [110] direction
at 2K.

Figure 2.15: Data (black) and fit using equation 2.2 (red) for Rxy against out of
plane field for annealed (Ga,Mn)(As0.9,Sb0.1), with current along the [110] direction
at 2K.
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Figure 2.16: Data (black) and fit using equation 2.3 (red) for Rxy against out of
plane field for annealed (Ga,Mn)(As0.9,Sb0.1), with current along the [110] direction
at 2K. Note that the equation 2.3 fit is made across the entire external field range
for a single value of n, i.e. n does not vary with external field.

Figure 2.17: Data (black) and fit using equation 2.4 (red) for Rxy against out of
plane field for annealed (Ga,Mn)(As0.9,Sb0.1), with current along the [110] direction
at 2K.
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It is clear from figures 2.14-2.17 that equations 2.1 and 2.2 do not adequately
capture the data, but that equations 2.3 and 2.4 do. As discussed in section 1.3.3.2,
when n=1 (Rxy ∝ Rxx) the AHE is associated with a skew scattering contribution,
whereas when n=2 (Rxy ∝ R2

xx) it is associated with a side-jump and/or intrinsic
Berry phase contribution. The fact that equations 2.1 and 2.2 do not fit the
data but equation 2.4 does suggests that no one mechanism dominates the AHE
in the annealed (Ga,Mn)(As0.9,Sb0.1) sample. Equation 2.3 also fits well, and
interestingly n, which is a free fitting parameter, takes a value of around 0.73 (see
figure 2.18), i.e. not in between 1 and 2, an observation that has previously been
made for low-conductivity (Ga,Mn)As samples[124]. Given the low conductivity of
the (Ga,Mn)(As0.9,Sb0.1) sample (detailed further on in this section), the less than
1 value of n obtained from the equation 2.3 fit is plausible. Unfortunately it is
impossible to make any further comment about the relative size of the contributions
to the AHE from the skew-scattering/side-jump/intrinsic mechanisms from the
data and the fits.

The hole density is obtained from the C1 fitting parameter as C1 represents the
ordinary Hall coefficient, i.e. C1 = RH = 1/pet. The values of the hole density
obtained from the fits to the out of plane field sweep data in the ranges +50kOe
to +140kOe and -50kOe to -140kOe for both the constant flux and constant heat
methods (see section 1.3.2.2) using equations 2.3 and 2.4 are given in the table in
figure 2.18, along with the other relevant fitting parameters:

Figure 2.18: Table of fitting coefficients and carrier densities of obtained from
various fits to out of plane field sweep data of (Ga,Mn)(As0.9,Sb0.1).

The errors on C1 and n are the errors from the fit, and the error on the carrier
density is the combination of the error on C1 and sample thickness (estimated to be
10%). With the exception of the +50kOe to +140kOe constant heat data sets, the
obtained hole densities all agree within error which suggests that the experimental
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data has been well captured by the fitting equations 2.3 and 2.4. The carrier density
of the annealed (Ga,Mn)(As0.9,Sb0.1) of approximately 2x1020cm−3 is considerably
smaller than similarly doped (Ga,Mn)As samples where it is around 1x1021cm−3[53].

Using the simplistic assumptions that i) annealing removes all interstitial Mn in
(Ga,Mn)(As0.9,Sb0.1), and ii) the nominal Mn doping concentrations are accurate,
the 2.6µB per Mn atom for (Ga,Mn)(As0.9,Sb0.1) obtained from SQUID magne-
tometry measurements in section 2.3.3.1 suggests that around half of the nominal
Mn dopants enter the (Ga,Mn)(As0.9,Sb0.1) lattice in substitutional positions. If a
rough upper estimate of the lattice constant for annealed (Ga,Mn)(As0.9,Sb0.1) is
taken as 0.575nm[114], and assuming there are 0.12 substitutional Mn contributed
per unit cell (4 Ga atoms contributed per unit cell x 0.03 substitutional Mn concen-
tration), a very rough estimate of the hole density for the case of 1 substitutional
Mn providing 1 hole can be calculated as 0.12/(5.75x10−8cm)3 = 6x1020cm−3,
which is three times larger than the measured hole density. It must be stressed
again that this calculated ideal hole density is a very loose estimate, but even so it
seems to suggest that there must be some mechanism that compensates carrier
holes but not Mn moments in (Ga,Mn)(As0.9,Sb0.1). The likely explanation for this
is the presence of donor-like defects that act to reduce the hole density. As antisites,
i.e. an As atom that sits in a Ga lattice position and acts as a donor, are known
to occur in higher Mn doped (Ga,Mn)As samples[125][43] and are stable against
180oC annealing temperatures[126], and it is certainly possible that As antisites
are present in the 6% Mn doped (Ga,Mn)(As0.9,Sb0.1) sample and may well explain
the lower than expected hole density. Sb antisites, which would have the same
effect as As antisites, may also occur in (Ga,Mn)(As0.9,Sb0.1). For the growth of
the (Ga,Mn)(As0.9,Sb0.1) the group V flux was increased from that normally used
for (Ga,Mn)As samples (same Ga and As ratios as for (Ga,Mn)As growth but with
Sb also added), and so given the greater group V to group III atomic ratio during
the growth it is believable that group V antisites could form.

In (Ga,Mn)As, the As sublattice is found to be free from defects[125], but it is
worth considering if trying to alloy two different group V atoms into the same
sublattice, as in the case of (Ga,Mn)(As0.9,Sb0.1), might lead to defects of the
group V sublattice which also compensate holes. Group V sublattice defects could
include Ga antisites (Ga atom in a group V position) and a vacancy at the group V
atom position, however, both of these defects would act as acceptors and therefore
should not explain the reduced hole density of (Ga,Mn)(As0.9,Sb0.1) (additionally
their acceptor like nature would make their formation energetically unfavourable
in (Ga,Mn)(As0.9,Sb0.1)). Unless there is some additional hole compensating defect
that has not been considered here, it would seem that group V antisites are the
most likely cause of the reduced hole density, but it is not clear why this defect
would be more prevalent in (Ga,Mn)(As0.9,Sb0.1) than (Ga,Mn)As.

The relatively low hole density of (Ga,Mn)(As0.9,Sb0.1) suggests a relatively low
conductivity/high resistivity also. The resistivity of as-grown and annealed
(Ga,Mn)(As0.9,Sb0.1) as a function of temperature for current along various Hall
bar directions is shown in figures 2.19 and 2.20 respectively:
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Figure 2.19: Resistivity against temperature for as-grown (Ga,Mn)(As0.9,Sb0.1)
with current flow along various Hall bar directions.

Figure 2.20: Resistivity against temperature for annealed (Ga,Mn)(As0.9,Sb0.1)
with current flow along various Hall bar directions.
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Figure 2.21: Resistivity against temperature for as-grown (black) and annealed
(red) (Ga,Mn)(As0.9,Sb0.1) with current flow along the [110] direction, plotted on a
log-log scale for ease of comparison.

The corresponding conductivity of the as-grown (Ga,Mn)(As0.9,Sb0.1) is 1.3Ω−1cm−1

at 4K and 80Ω−1cm−1 at room temperature, and the conductivity of the annealed
(Ga,Mn)(As0.9,Sb0.1) is 80Ω−1cm−1 at 4K and 160Ω−1cm−1 at room tempera-
ture. By comparison similarly doped as-grown (Ga,Mn)As has a conductivity of
325Ω−1cm−1 at 4K and 300Ω−1cm−1 at room temperature, and similarly doped
annealed (Ga,Mn)As has a conductivity of 700Ω−1cm−1 at 4K and 500Ω−1cm−1 at
room temperature[53]. The difference in the magnitude of the resistivity against
temperature plots for the different Hall bar directions in figure 2.20 is likely to be
due to the different Hall bars unintentionally having slightly different dimensions
(the same dimensions were assumed when calculating the resistivity), and the
difference in the shape of the plots, namely the temperature at which the resistance
peak occurs, is probably because of inconsistent rates of cooling of the sample
temperature and/or slight variation in the sample wafer for the different Hall bars.

Both the size of the conductivity/resistivity of (Ga,Mn)(As0.9,Sb0.1) and its relation-
ship with temperature change greatly upon annealing the sample. The as-grown
(Ga,Mn)(As0.9,Sb0.1) displays an insulating-like character at low temperatures
where ρxx drastically increases as temperature decreases. The conductivity at 4K
is very low, more than 2 orders of magnitude less than similarly doped (Ga,Mn)As
samples and nearly 3 orders of magnitude lower than lesser doped (Ga,Mn)Sb
samples[88][89]. It is unclear as to exactly why the as-grown sample has such a
low conductivity. No hole density measurements were made on the sample, but
as the as-grown sample contains hole and moment compensating interstitial Mn
(as seen from the SQUID magnetometry data where the moment increases from
1.7µB per Mn atom to 2.6µB per Mn atom upon annealing), the hole density of
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the as-grown sample will clearly be lower than the relatively small 2x1020cm−3

hole density of the annealed sample. However, the 4K conductivity of the as-grown
sample is more than 60 times less than the annealed sample, and bearing in mind
that conductivity is proportional to both carrier density and mobility, and that it
is highly unlikely that the as-grown sample’s hole density is more than 60 times
less than the annealed sample, the low carrier density alone should not explain the
extremely low 4K conductivity of the as-grown (Ga,Mn)(As0.9,Sb0.1). This suggests
that as-grown (Ga,Mn)(As0.9,Sb0.1) also has an extremely low mobility. Such a low
mobility may arise in (Ga,Mn)(As0.9,Sb0.1) if the Fermi level lies at the valence
band edge where carriers are strongly localised. In disordered lattices, the random
potential resulting from the non-periodic lattice experienced by carrier waves can
act to suppress tunnelling transport from one lattice site to another due to decoher-
ence, the result of which is localisation of the carriers (Anderson localisation[127]).
Replacing Ga atoms in the GaSb lattice with Mn dopants introduces disorder into
the lattice, while the presence of interstitial Mn, antisites and other lattice defects
will all also act to increase lattice disorder. If the carrier density is significantly low
(which is perhaps the case for as-grown (Ga,Mn)(As0.9,Sb0.1)) then the transport
becomes dominated by localised carriers and so the mobility and hence conductivity
become extremely small. The increase in conductivity with temperature is likely
be due to the greater thermal energy of carriers giving them a higher probability
of tunnelling between lattice sites. Similar insulating trends to that of as-grown
(Ga,Mn)(As0.9,Sb0.1) have also been seen in the ρxx against temperature plots in
ultra-thin (<5nm) 5% Mn doped as-grown (Ga,Mn)As layers[128][129], where a hole
density of 1.6x1020cm−3 is reported[130], as well as in 25nm 9% Mn doped as-grown
(Ga,Mn)(As0.9,P0.1)[112], and as-grown (Ga,Mn)As samples of both low and high
Mn concentrations grown during the early stages of the material’s development[131].

Upon annealing, (Ga,Mn)(As0.9,Sb0.1) goes through a insulator to metal transition,
as indicated by the shape of the annealed (Ga,Mn)(As0.9,Sb0.1) ρxx against tempera-
ture plot, which resembles that for similarly doped (Ga,Mn)As samples which have
metallic character. Annealing the (Ga,Mn)(As0.9,Sb0.1) increases the carrier den-
sity, pushing the Fermi level deeper into the valence band where the carrier states
significantly overlap, thus the transport is dominated by delocalised carriers which
brings about the metallic behaviour. The shape of the ρxx against temperature
plot can be explained by considering the behaviour at different temperature ranges
as temperature is decreased from 200K downwards: Initially, ρxx increases with
decreasing temperature due to a non-magnetic contribution until the shoulder-like
feature slightly above Tc, then decreases as temperature decreases down to around
17K due to reduced uncorrelated spin-scattering as the magnetization strength
increases, and finally from 17K downwards ρxx increases, which is believed to be a
result of weak localisation and electron-electron interactions[132][133]. The lower
conductivity of as-grown (Ga,Mn)(As0.9,Sb0.1) compared to as-grown (Ga,Mn)As
can be largely ascribed to its extremely low mobility, however, for the annealed
(Ga,Mn)(As0.9,Sb0.1), the ratios of its 4K conductivity and hole density compared
to annealed (Ga,Mn)As (1:8 and 1:5 respectively) are reasonably similar, and
therefore difference in hole density between the two DMSs plays a much more
significant role in explaining the differences in their conductivities.
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The SQUID magnetometry and transport measurements of annealed
(Ga,Mn)(As0.9,Sb0.1) show it to be a material with generally similar characteristics
to annealed (Ga,Mn)As (metallic transport behaviour, bi-axial to uni-axial mag-
netic anisotropy, removal of interstitial Mn with annealing), but with a reduced
Tc, conductivity, and hole density. To illustrate this point, figure 2.22 plots the Tc

against conductivity at 4K and room temperature of annealed (Ga,Mn)(As0.9,Sb0.1)
and various (Ga,Mn)As samples at different stages of annealing for different an-
nealing temperatures:

Figure 2.22: Tc against conductivity at 4K (open symbols) and room temperature
(closed symbols) for step-annealed (Ga,Mn)(As0.9,Sb0.1) and various annealed
(Ga,Mn)As samples (data taken from reference [65]).

It can be seen in figure 2.22 that the annealed (Ga,Mn)(As0.9,Sb0.1) follows the
same trend as (Ga,Mn)As in the relationship between Tc and conductivity for
both 4K and room temperature conductivities. As (Ga,Mn)As is increasingly
annealed, its effective Mn concentration and hence also its hole density increase,
which explains the positive correlation between Tc and conductivity. The fact that
the (Ga,Mn)(As0.9,Sb0.1) data points fit into the (Ga,Mn)As trends suggests that
the relationship between Tc and conductivity is the same for (Ga,Mn)(As0.9,Sb0.1)
as it is for (Ga,Mn)As, and assuming that mobility is reasonably similar for
(Ga,Mn)(As0.9,Sb0.1) and (Ga,Mn)As, then the relationship between Tc and hole
density can also be considered to be similar to (Ga,Mn)As.

2.4 Conclusions and future work

This chapter reported on the characterisation of the Sb-based DMSs (Ga,Mn)Sb
and (Ga,Mn)(As0.9,Sb0.1). It is known from previous studies that (Ga,Mn)Sb is
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a DMS with a high conductivity and low Tc, and it is an appealing choice of
(III,Mn)V material for spintronics research as the large Sb atom suggests it should
have a strong SOC. (Ga,Mn)(As0.9,Sb0.1) is in the class of the seldom studied
(III,Mn)(VA,VB) quaternary DMSs, which are interesting systems as varying the
relative alloy compositions can affect both the electrical and magnetic material
properties, adding another dimension to the already rich DMS tunability.

SQUID magnetometry measurements were made on as-grown and annealed
(Ga,Mn)Sb and revealed that the magnetic properties do not change upon
annealing, presumably as interstitial Mn do not form in (Ga,Mn)Sb. The
(Ga,Mn)Sb sample has a Tc of 34K (the highest recorded value), an in-plane
uni-axial magnetic anisotropy at all temperatures up to Tc, a moment of 3.8µB per
Mn atom, and a coercive field of 670Oe. The SQUID magnetometry measurements
show that (Ga,Mn)Sb is a material with some similar and some different magnetic
properties to (Ga,Mn)As. XRD measurements indicated that the (Ga,Mn)Sb layer
is fully relaxed, but the observed strong in-plane uni-axial magnetic anisotropy
and weak in-plane cubic magnetic anisotropy make it somewhat difficult to link
the overall magnetic anisotropy to strain alone. No transport measurements were
able to be made on the (Ga,Mn)Sb sample as the majority of the conduction is
through the InAs substrate.

(Ga,Mn)(As0.9,Sb0.1) is shown to be a unique material, distinct from (Ga,Mn)As
in its own right but also with some similarities. Like (Ga,Mn)As but unlike
(Ga,Mn)Sb, the magnetic and electrical properties of (Ga,Mn)(As0.9,Sb0.1) change
upon annealing, indicating the removal of interstitial Mn; Tc increases from 28K
to 55K, its bi-axial magnetic anisotropy becomes more uni-axial, its magnetization
increases from 1.7µB per Mn atom to 2.6µB per Mn atom, and its conductivity at
4K increases from 1.3Ω−1cm−1 to 80Ω−1cm−1. When compared to the magnetiza-
tion data, the low measured hole density of 2x1020cm−3 of the annealed sample
is incompatible with being caused solely from a low number of substitutional
Mn, suggesting that hole compensating defects such as As antisites are present
in the material. The low hole density can largely explain the relatively low 4K
conductivity of the annealed sample, however, it is unlikely to be able to explain
the ultra-low 4K conductivity of the as-grown sample, which suggests a very low
carrier mobility at this temperature, likely as as result of strong carrier localisation.
XRD measurements show the as-grown sample to be fully strained, which could be
because of the larger size of the Sb atom compared to the As atom, and/or the
presence of interstitial Mn, and/or the presence of As antisites.

The characterisation of (Ga,Mn)Sb and (Ga,Mn)(As0.9,Sb0.1) has shown them to
be interesting and unique DMSs. While many of the basic material properties
of the two samples are revealed by the measurements presented in this chapter,
much of the underlying physics responsible for those material properties is only
speculated upon, demonstrating that there is far from a full fundamental under-
standing of these DMSs. Additionally, with the exception of the AMR study of
(Ga,Mn)(As0.9,Sb0.1) presented in chapter 3, no investigations have been carried out
looking at spintronic phenomena in these presumably strongly spin-orbit coupled
Sb-based DMSs, largely owing to the parallel conduction in the (Ga,Mn)Sb sample
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and the low conductivity of the (Ga,Mn)(As0.9,Sb0.1) sample. These reasons are
motivating factors for further study of Sb-based DMS, including more work on
the existing (Ga,Mn)Sb and (Ga,Mn)(As0.9,Sb0.1) samples, but also by growing
a variety of additional samples. However, in order to grow more Sb-based DMS
samples in the Nottingham MBE machine, the issues discussed in section 2.3.1
of growing with elemental Sb4 would need to be circumvented. One route for
doing this is to use a cracker cell in the growth to reduce Sb4 molecules to less
detrimental Sb2 molecules, but as cracker cells are very costly there would need
to be an extremely strong motivation for continued MBE growth of Sb samples
at Nottingham. There are currently no further (Ga,Mn)Sb growths planned in
Nottingham in the immediate future.

If at some point growth of further Sb-based DMSs samples were to be made possi-
ble in Nottingham, first and foremost a (Ga,Mn)Sb sample without the parallel
conduction issues of the Mn691 (Ga,Mn)Sb sample investigated in this chapter
would be an important material to grown and investigate. One approach to obtain
such a material would be to grow the (Ga,Mn)Sb on a GaSb substrate with an AlSb
buffer layer, which should prevent parallel conduction. AlSb has a lattice constant
of 0.614nm compared to 0.610nm for GaSb, but it is not clear how the GaSb/AlSb
buffer substrate would strain the (Ga,Mn)Sb layer; if the AlSb layer takes the
GaSb shape then a compressive strain of the (Ga,Mn)Sb layer may be expected (as
defects in (Ga,Mn)Sb should expand the lattice), but if the AlSb layer relaxes on
the GaSb and maintains its own shape then a tensile strain of the (Ga,Mn)Sb layer
may be expected (due to the larger AlSb lattice constant). Assuming a (Ga,Mn)Sb
sample without parallel conduction could be achieved, it would be interesting to
see how the magnetic and transport properties vary as the Mn concentration is
increased. Interstitial Mn seemingly do not form in the 6% Mn doped Mn691
(Ga,Mn)Sb sample, leading to a relatively large moment per Mn atom, but it is
not immediately obvious if this would still be the case at high Mn concentrations
of 12%-14%. If interstitial Mn were still absent at these concentrations a high sat-
uration magnetization could be achieved for (Ga,Mn)Sb. Additionally, measuring
the hole density and conductivity of (Ga,Mn)Sb over a range of Mn concentrations
would help to build up a picture of hole compensating defects in (Ga,Mn)Sb such
as Sb antisites, and give a clearer idea as to whether they are responsible for
the lack of interstitial Mn observed in the 6% sample in this investigation. A
range of (Ga,Mn)Sb samples with different Mn concentrations would also allow
the relationship between Tc and hole density, reported to be Tc ∝ p1.4 in reference
[91], to be determined without the need for a gated device structure. High-field
hole density measurements in (Ga,Mn)Sb would also be intriguing in terms of
investigating the contributions to the AHE in the strongly spin-orbit coupled, high
conductivity DMS, and even how those contributions evolve with Mn concentration.

As well providing an insight into material characteristics, future (Ga,Mn)Sb sam-
ples could also be used as a test-bed material to investigate SOC phenomena.
The high conductivity and strong SOC would make (Ga,Mn)Sb an ideal mate-
rial to investigate spin-orbit torque, and it would be interesting to see how the
relative size of the Dresselhaus and Rashba style current induced fields compare
with similarly doped (Ga,Mn)As samples. AMR has been well investigated in
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(Ga,Mn)As where a non-crystalline contribution is dominant, but as shown in
chapter 3, AMR in (Ga,Mn)(As0.9,Sb0.1) has more balanced contributions from
non-crystalline, crystalline, and crossed terms, and therefore investigating the
AMR of (Ga,Mn)Sb should lead to further understanding of the origin and relative
importance of the various contributions to AMR in DMSs. Tunnelling anisotropic
magnetoresistance (TAMR) is another SOC-phenomenon that has not been well
studied in DMSs other than (Ga,Mn)As[6][134][135] and therefore an investigation
of TAMR with (Ga,Mn)Sb as the ferromagnetic electrode may be helpful. Such a
(Ga,Mn)Sb TAMR structure could be realised by using n-type InAs substrate as
the non-magnetic electrode and AlSb as the tunnel barrier. Similarly thermal SOC
phenomena such as the planar Nernst effect[136], anomalous Nernst effect[85], and
anisotropic magnetothermopower[137] have all only been observed in one type of
DMS to date - (Ga,Mn)As, and while information of these thermal SOC phenomena
in other DMSs would be valuable, achieving the required controllable temperature
gradients in (Ga,Mn)Sb devices would be time-consuming and difficult compared
with SOT/AMR/TAMR experiments.

Reference [114] investigated (Ga,Mn)(As,Sb) for very low concentrations of Sb, but
perhaps a more useful study would be to explore the properties of (Ga,Mn)(As,Sb)
over the full range of As:Sb ratios. Due to the different lattice constants of As and
Sb, the choice of substrate and buffer layer would be an important factor for fair
comparisons between samples of different As:Sb ratios in such an investigation. InP
has a lattice constant that is approximately in-between that of GaAs and GaSb
and therefore might be a suitable substrate. It is probable that Tc will continually
decrease with increasing Sb content across the whole range of As:Sb ratios due to
the increasing distance between Mn moments and holes, but it is not so clear how
transport properties such as carrier density and conductivity would vary, or perhaps
more fundamentally how the concentration of interstitial Mn and antisite defects
would vary. It appears that there is less substitutional Mn in (Ga,Mn)(As0.9,Sb0.1)
than both (Ga,Mn)As and (Ga,Mn)Sb, and it would be instructive to determine
at which As:Sb ratio the substitutional Mn concentration reaches a minimum.
From a fundamental point of view it would also be illuminating to determine the
location of the substitutional and interstitial Mn within (Ga,Mn)(As,Sb). For
example, as there are no interstitial Mn in (Ga,Mn)Sb, but there are interstitial
Mn in (Ga,Mn)As, would interstitial Mn in (Ga,Mn)(As,Sb) be more likely to sit
at positions adjacent to As lattice sites rather than Sb lattice sites? Similarly,
as (Ga,Mn)Sb seems to have more substitutional Mn than (Ga,Mn)As, would
substitutional Mn be more likely to sit at lattice sites near to Sb atoms rather than
As atoms? The latter question should be able to answered by cross section scanning
electron microscopy (X-STM) which should be able to resolve the relative positions
of As atoms, Sb atoms, and substitutional Mn within (Ga,Mn)(As,Sb). However,
X-STM is a technique that is insensitive to interstitial Mn[138]. Nevertheless,
a good idea of the answer to the former question could be gained by using an
electron emission channelling technique[139] that is capable of detecting radioactive
interstitial Mn that are crudely implanted into a DMS.

A recent report claims that doping GaSb with Fe yields a p-type DMS with single
phase magnetic behaviour and a significantly higher Tc than (Ga,Mn)Sb (140K
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for a 13.7% Fe-doped sample)[140]. The Tc of (Ga,Fe)Sb is predicted to increase
further with higher Fe doping concentrations than those which are studied in the
report. It is therefore worthwhile examining the properties of (Ga,Fe)Sb in more
depth to reveal if the DMS has potential for use as material for device applications,
or even simply as another test-bed material with unique characteristics. Beyond
DMSs, non-magnetic Sb-based semiconductors may also be intriguing systems for
spintronics research. The spin Hall effect (SHE)[141] is a SOC phenomenon that
can be viewed as the non-magnetic equivalent to the AHE, and has previously
been observed in the semiconductors GaAs[17] and (In,Ga)As[142], but seemingly
not in GaSb or InSb where the greater strength of SOC and different material
properties may reveal a SHE with a larger spin Hall angle and/or with different
relative intrinsic and extrinsic contributions. Additionally there has been interest
in investigating the quantum spin Hall effect (QSHE)[143] in inverted InAs/GaSb
quantum wells[144] where the relative band alignment between InAs and GaSb
allows for unique hybridization of electron and hole states that can be tuned by an
external electric field, which provides a useful platform to study the QSHE. Finally
the giant spin Seebeck effect (GSSE) was recently discovered in the non-magnetic
semiconductor InSb[145]. The GSSE is still not fully understood so further investi-
gation of this phenomenon is required, and the large SOC and phonon-electron
drag in InSb makes it an ideal material choice for any future GSSE experiments.
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Chapter 3

AMR studies of
(Ga,Mn)(As0.9,Sb0.1)

3.1 Introduction

Spintronics is an area of physics research that looks to simultaneously exploit the
charge and spin degrees of freedom of an electron (or hole), and one macroscopic
manifestation of this is the coupling of a spintronic material’s electrical and mag-
netic properties. In the 1850’s Lord Kelvin showed what was arguably the first
demonstration of spintronic physics when he noted that the resistance of Fe and Ni
change with both the strength and orientation of an externally applied magnetic
field[4], with the former and latter observations relating to what are now referred
to as ordinary/isotropic magnetoresistance (O/IMR) and anisotropic magnetore-
sistance (AMR) respectively. While it took the research field of spintronics as we
know it nearly another 150 years to arrive, the fundamental discoveries of spintronic
phenomena that Kelvin made are still of great interest today as O/IMR and AMR
have found use in multiple applications, notably in sensing devices and recording
technologies. O/IMR is the dependence of a conducting material’s resistance on the
magnitude of an external magnetic field, and is a phenomenon which can arise due
to contributions from several factors such as spin-disorder scattering, localization
effects, and modification of electron orbitals at the Fermi level due to the Lorentz
force. AMR is the dependence of a conducting magnetic material’s resistance
on the orientation of its magnetization (which can be experimentally varied with
a magnetic field) and is understood to arise, at heart, as a result of spin-orbit
coupling (SOC). However, despite its longevity and practical functionality, there
still lacks a complete fundamental understanding of the origins of AMR, and this
is a motivating factor in its continued research by both the scientific community
and the technological industries.

For films of magnetic material, AMR measurements are generally made by passing
current along a given direction laterally in the sample plane and recording the
longitudinal resistance (Rxx) during the course of either i) rotating an external
magnetic field in the sample plane and/or out of the sample plane, or ii) sweeping
an external field at various in-plane and/or out of plane angles with respect to
the current direction. Some experiments also simultaneously measure the trans-
verse resistance (Rxy), though it should be noted that this scenario becomes more
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complex when the magnetization has an out of plane component as Rxy gains
a large contribution from the anomalous Hall effect (AHE). AMR manifests it-
self as a change in Rxx and Rxy of the magnetic material as its magnetization
orientation changes, and is commonly defined by the difference in Rxx for the
cases of the magnetization lying parallel to and perpendicular in-plane to the
current direction, geometries which also often correspond to the largest difference
in Rxx. The term ‘positive AMR’ describes the situation where Rxx is larger when
the magnetization is parallel to the current than when it is perpendicular to it,
whereas the term ‘negative AMR’ describes the opposite case. These terms are
an appropriate classification for materials where the AMR is largely a function of
the angle between the magnetization and current direction (φ), which is known as
non-crystalline AMR. There are also a range of materials which have an ordered
crystalline structure where the AMR is largely a function of the angle between
the magnetization and crystalline axes (ψ), which is known as crystalline AMR,
and in which case the ‘positive AMR’ and ‘negative AMR’ terminology becomes
less meaningful. In the case of magnetization being constrained to within the
sample plane, for non-crystalline AMR, the magnetization dependent component
of Rxx varies as +/-cos(2φ), while for crystalline AMR the situation is somewhat
more complicated as the magnetization dependent component of Rxx can vary as
+/-cos(2ψ) and/or +/-cos(4ψ), as well as with more complex and higher order
symmetries. The strength and signs of the different contributions to AMR vary
for individual magnetic materials, and so by studying a wide range of materials a
detailed understanding can be gained as to the sources of the AMR contributions,
and in particular how they relate to various material properties.

In the 140 years or so that followed Lord Kelvin’s initial observations of AMR
in Fe and Ni, the phenomenon was further investigated in pure metals[146], 3d
transition metal alloys[147][148][149], and perovskite oxides[150][151]. The advent
of the diluted magnetic semiconductor (DMS) (Ga,Mn)As in the early 1990’s
provided another system in which to study AMR, though it wasn’t until the early
2000’s that in-depth reports of AMR in (Ga,Mn)As began to appear[152][153][154].
(Ga,Mn)As is seen as an ideal material for understanding the various mechanisms
that contribute to AMR as it has a high crystal quality, as well as a strong SOC
and simple band-structure at the Fermi level, while its tunability allows AMR
to be investigated in samples with a range of electrical and magnetic properties.
Generally (Ga,Mn)As is shown to have a negative AMR, which is opposite to most
metals where a positive AMR is observed, and phenomenologically this is due to
the negative sign of the non-crystalline AMR contribution, the magnitude of which
is larger than the crystalline AMR contributions. However, unlike amorphous and
polycrystalline metal ferromagnets, crystalline contributions in (Ga,Mn)As are
often non-negligible, and in some cases even dominate the AMR, and this gives
the AMR in (Ga,Mn)As a rich make-up that is both interesting and insightful to
explore and understand.

This chapter presents an experimental and analytical study of the contributions to
the AMR of the as-grown and annealed DMS (Ga,Mn)(As0.9,Sb0.1). As shown in
chapter 2, (Ga,Mn)(As0.9,Sb0.1) is a DMS with unique properties compared with
(Ga,Mn)As; it has a lower Curie temperature (Tc), a lower magnetization strength,
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a lower conductivity, and a lower hole density, however it is also expected to have
a larger intrinsic and strain-induced SOC than (Ga,Mn)As owing to the size of the
Sb atom. Additionally, there is a considerable change in some of the properties of
(Ga,Mn)(As0.9,Sb0.1) upon annealing, and therefore the distinct and semi-tunable
characteristics of (Ga,Mn)(As0.9,Sb0.1) make it an excellent material to try and
uncover the origins of the various contributions to AMR, building upon previous
understanding gained from (Ga,Mn)As.

To measure the AMR of (Ga,Mn)(As0.9,Sb0.1), Hall bars were patterned along the
[110], [110], [100], and [010] crystalline directions as well as a Corbino disk, as
shown in figure 3.1. For each measurement, the magnetization was rotated 360o

in the plane of the sample by a saturating external magnetic field, and Rxx and
Rxy were recorded as a function of φ and ψ. Applying current along different
crystalline directions allows non-crystalline and crystalline AMR contributions to
be separated through phenomenological analysis, and thus yields specific evidence
as to how they relate to the material properties which evolve with annealing, which
can be used in a more general discussion regarding the fundamental comprehension
of AMR.

Figure 3.1: Diagram of the Hall bars and Corbino disk used in this investigation to
measure AMR. The principles of the measurement are shown for the [010] Hall bar
only but are the same for the other directions. Note that Hall bars and Corbino
disk are not to scale.
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3.2 Theory

3.2.1 Formal definition and phenomenology of AMR

The term ‘AMR’ is often used in literature to refer to the change in Rxx with
magnetization orientation, an effect here which shall be referred to as ‘AMRxx’,
but in Hall bar geometry Rxy also changes with magnetization orientation, and
this shall be referred to here as ‘AMRxy’. AMRxy shares exactly the same common
origin as AMRxx and can be thought of as the off-diagonal component of an AMR
resistivity tensor. Simplistically, a voltage will exist between the transverse voltage
probes if, due to AMRxx, a straight line parallel to the bar length is not the path of
least resistance for current travelling along the bar, which thus leads to a transverse
electric field building up due to charge accumulation along the bar edge. The term
‘planar Hall effect’ (PHE) is regularly used to describe the change in transverse
voltage/resistance with magnetization orientation of a magnetic material, and
in most cases the PHE arises entirely due to the off-diagonal component of the
AMR and so is equivalent to AMRxy[155], but it should be noted that in some
ferromagnetic systems with reduced symmetry there can be additional contribu-
tions to the PHE that do not arise from the same origins as AMRxx[156][157][158].
For the case of the DMSs studied in this thesis it is assumed that the PHE is
entirely due to AMRxy and therefore ‘PHE’ and ‘AMRxy’ are interchangeable terms.

AMRxx has been defined in several different ways in previous studies, and this can
lead to inconsistencies when reporting the magnitude of the effect. This thesis will
use the definition for the magnitude of AMR adopted in references [159], [160],
and [161]:

AMRxx(%) =

(
ρxx − ρave

ρave
−
(
ρxx − ρave

ρave

)
min

)
× 100

=

(
∆ρxx
ρave

−
(

∆ρxx
ρave

)
min

)
× 100

(3.1)

AMRxy(%) =

(
ρxy
ρave
−
(
ρxy
ρave

)
min

)
× 100 (3.2)

where ρave is the average value of resistivity (ρxx) for magnetization rotated over

360o in-plane and
(
ρxx−ρave
ρave

)
min

is the minimum value of ρxx−ρave
ρave

.

In amorphous and polycrystalline metals where crystalline AMR should average
out to zero, as well as in certain crystalline materials where the crystalline AMR is
small, only the non-crystalline AMR contribution is significant. In these systems
AMRxx is assumed to take the form ρxx = 1

2
(ρ‖ + ρ⊥) + 1

2
(ρ‖ − ρ⊥)cos(2φ), where

ρ‖ and ρ⊥ are the resistivities for magnetization parallel and perpendicular to the
current direction, and this definition is commonly used in literature. Investigating
AMR in these materials is relatively straightforward as only one Hall bar is required
(with current along any direction), only two measurements need to be made (Rxx

for the magnetization parallel and perpendicular to the current direction), and
phenomenological fitting analysis is not necessary to infer the size of the effect.
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However, in materials where crystalline contributions to AMR can be significant, a
more detailed approach and phenomenological model is required that accounts for
the various allowed symmetries of the observed AMR. In the pioneering work of
reference [159], four different contributions to AMR in (Ga,Mn)As were identified,
each with a unique symmetry that depends on the magnetization orientation with
respect to the current direction and/or the crystalline axes. The phenomenological
model of AMR presented in reference [159] shall be used in this investigation of
AMR in (Ga,Mn)(As0.9,Sb0.1), and is given as:

∆ρxx
ρave

= CIcos(2φ) + CUcos(2ψ) + CCcos(4ψ) + CI,Ccos(4ψ − 2φ) (3.3)

ρxy
ρave

= CIsin(2φ) + CI,Csin(4ψ − 2φ) (3.4)

where CI is the non-crystalline coefficient, CU is the uni-axial crystalline coefficient,
CC is the cubic crystalline coefficient, and CI,C is the crossed non-crystalline/cubic-
crystalline coefficient. Higher order AMR terms are ignored. φ is defined as the in-
plane angle between the current direction and the magnetization and ψ is defined as
the angle between the [110] crystalline direction and the magnetization. Symmetry
dictates that the purely crystalline contributions are excluded from AMRxy. It is
easier to picture how these symmetries described in the above equations appear
in an actual magnetization rotation AMR experiment by considering only the
φ coordinate system, where for a given current direction equations 3.3 and 3.4
become:

[110]xx =
∆ρxx
ρave

= (CI + CI,C − CU)cos(2φ) + CCcos(4φ) (3.5)

[110]xx =
∆ρxx
ρave

= (CI + CI,C + CU)cos(2φ) + CCcos(4φ) (3.6)

[100]xx =
∆ρxx
ρave

= (CI − CI,C)cos(2φ) + CUsin(2φ)− CCcos(4φ) (3.7)

[010]xx =
∆ρxx
ρave

= (CI − CI,C)cos(2φ)− CUsin(2φ)− CCcos(4φ) (3.8)

[110]xy = [110]xy =
∆ρxy
ρave

= (CI − CI,C)sin(2φ) (3.9)

[100]xy = [010]xy =
∆ρxy
ρave

= (CI + CI,C)sin(2φ) (3.10)

where [110]xx is AMRxx for current along the [110] direction etc. The origins of
the four AMR contributions considered in this analysis are discussed further in
sections 3.2.2 and 3.4, but here the focus is the nature of how they affect Rxx

and Rxy. The strength and sign of each AMR contribution is represented by its
respective AMR coefficient, and so for simplicity ‘uni-axial crystalline AMR’ shall
now be referred to as ‘CU ’ etc. For all four current directions considered in this
investigation CI and CI,C give a cos(2φ) and sin(2φ) contribution to AMRxx and
AMRxy respectively, where the sign of the CI contribution is independent of current
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direction, but the sign of the CI,C contribution is different for [110]xx(y)/[110]xx(y)
and [100]xx(y)/[010]xx(y). Similarly, CC gives a cos(4φ) contribution to AMRxx

for all four current directions that also varies in sign between [110]xx/[110]xx and
[100]xx/[010]xx. CU is the only AMR contribution which is itself unique for AMRxx

of each current direction, appearing as another cos(2φ) contribution of opposite
signs for [110]xx and [110]xx, and as a distinct sin(2φ) contribution of opposite
signs for [100]xx and [010]xx.

It is also possible to allow current to flow radially rather than along a specific
direction by processing samples into Corbino disk geometry (which is shown in
figure 3.1). Radial current flow will average out any AMR from contributions which
depend on current direction, meaning that CI and CI,C go to zero, and therefore
AMR in Corbino disk geometry is given solely by crystalline terms:

AMRCorbino =
∆ρxx
ρave

= CUcos(2ψ) + CCcos(4ψ) (3.11)

3.2.2 Literature review of theory of AMR in DMSs

The microscopic physics of AMR in DMSs, or more specifically (Ga,Mn)As, was
first investigated in depth in reference [159]. In this work, two possible mechanisms
were modelled that could lead to magnetization-dependent anisotropic carrier life-
times (and hence AMR) in (Ga,Mn)As. The first considers the combined effect of
unpolarized carriers in a spin-orbit coupled carrier band and randomly distributed,
polarized magnetic impurity scatterers, while the second considers a polarized
carrier band which leads to an anti-symmetric band spin-texture. By theoretically
turning off and on these individual mechanisms and comparing to experimental
data, it was found that while both act simultaneously in (Ga,Mn)As, the former
mechanism dominates the AMR. In this mechanism, the spin-orbit coupled carrier
band was modelled as having a pure ‘spin parallel to momentum’ (s‖k) spin-texture.
The effects of other spin-textures such as Rashba and Dresselhaus were not included
as the s‖k model replicated the experimental data well. The s‖k spin-texture
or style of SOC ultimately arises from the same atomic spin-orbit interaction as
Rashba and Dresselhaus SOCs, and appears in the valence band of GaAs (and other
zincblende semiconductors) as a result of the L.S splitting of the Bloch states com-
posed dominantly of the p-orbital (l = 1) As atoms. However, unlike the intrinsic
Rashba and Dressellhaus SOCs, s‖k SOC is linear in k and does not originate from
a broken inversion symmetry. Reference [159] goes on to specifically focus on CI ,
which is known from experiments to commonly be positive for metals and negative
for (Ga,Mn)As. It was shown that for the model used, the sign of CI varies with
the ratio of the non-magnetic to magnetic impurity scattering potentials, α, which
for α�1 gives a positive AMR, α>1/

√
20 gives a negative AMR, and that AMR

is maximum when α=1/2 and disappears when α�1. As α is known to be greater
than 1/

√
20 in (Ga,Mn)As[153], the sign of the AMR predicted from the micro-

scopic model of reference [159] agrees with experiment. Furthermore, reference [159]
goes on to perform numerical simulations of non-crystalline and crystalline AMR
by assuming a spherical and band-warped Fermi surface respectively, and yields
model results that are consistent with experimental measurements also presented
within the paper. The experimental measurements of reference [159] are discussed
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in more detail in section 3.3 of this chapter, but in short they reveal that for a
25nm, as-grown, 5% Mn-doped (Ga,Mn)As sample, CI mostly dominates the AMR,
but that contributions from CU , CC , and CI,C are non-negligible, while for a sim-
ilar sample of 5nm thickness CU becomes the largest term and dominates the AMR.

Reference [162] extended the investigation of non-crystalline AMR in (Ga,Mn)As.
In this paper, ways in which magnetization orientation can lead to an anisotropic
conductivity are further examined, and in addition to the two anisotropic carrier
lifetime mechanisms discussed in reference [159], an additional distinct mechanism
is postulated that considers the magnetization distorting the shape of the Fermi
surface which leads anisotropic group velocities at the Fermi level. It is again
shown that the mechanism of unpolarized spin-orbit coupled carriers scattering off
polarized magnetic impurities dominates, but that quantitative corrections to the
AMR due to the anisotropic group velocity and polarized carrier band mechanisms
arise as all three mechanisms act simultaneously, though acting alone the latter
two would give a negligible AMR. Calculations show that the magnitude of CI
increases with (ideal) Mn doping concentration up to around 5% before reducing
as doping further increases, and this is as a result of α approaching a value of 1/2
for 5% doping. The paper stresses that (Ga,Mn)As is an excellent material for
investigating AMR for two main reasons. Firstly, from a practical viewpoint, in
ferromagnetic metals where s-state carriers scatter off d -state spin-orbit coupled
magnetic impurities, magnetization and SOC, the two key ingredients for AMR,
compete with one another which leads to a small AMR effect. This is not the
case for (Ga,Mn)As where the SOC is strong in the current carrying p-states at
the top of the valence band where the Fermi level lies and so the d -states only
need to provide the magnetization ‘ingredient’ for AMR, thus both SOC and
magnetization can both be large, therefore giving a large AMR. Secondly, from
a theoretical viewpoint, the fact that there are only a few bands present at the
Fermi level in (Ga,Mn)As makes modelling the effects of AMR a much simpler task,
and it is demonstrated that numerical calculations with only the two heavy hole
bands yields an AMR that is in complete qualitative agreement with a full band
calculation, thus making numerical study of (Ga,Mn)As even less demanding. The
methods used in the study are suggested to be useful in other DMSs which have a
metallic conductivity and an AMR largely dominated by CI , with (In,Mn)As and
(In,Mn)Sb, which have a more isotropic Fermi surface than (Ga,Mn)As, suggested
as promising additional DMSs to study.

A more detailed theoretical examination of how the Fermi surface spin-texture,
which is determined by the SOC style of the carrier bands, affects AMR in non-
specific systems is given in reference [163]. Using the approximation that the only
contribution to transport lifetimes is backscattering to states with opposite group
velocities, reference [163] evaluates the allowed backscattering channels for given
combinations of various spin-textures, current directions, magnetization orienta-
tions, values of α, ranges of impurity potential, and relative strengths of SOC and
Fermi energy. The sign of the AMR is inferred from the available backscattering
channels; resistance is minimum when there are no available backscattering chan-
nels, small for majority band to minority band and/or minority band to majority
band transitions, and maximum for majority band to majority band and/or minor-
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ity band to minority band transitions. It is shown that for the case of a pure Rashba
style spin-texture, a short range impurity potential, and for all values of α, CI is
positive, and that there is no crystalline AMR. For a pure Dresselhaus style spin-
texture, a short range impurity potential, and for all values of α, the AMR changes
sign for current along the [110] and [100] directions as a result of the different rela-
tive spin orientations, and this corresponds to a finite crystalline AMR contribution,
whereas CI is zero. It must be stressed that while the Dresselhaus spin-texture
does yield a crystalline AMR component, in (Ga,Mn)As the crystalline AMR is
well modelled by assuming a non-spherical Fermi surface rather than a Dresselhaus
spin-texture[159], indicating that crystalline AMR originating from Dresselhaus
SOC may be small in such systems. The case of the strengths of the Rashba and
Dresselhaus style SOCs being of equal strengths is also considered, and here it is
demonstrated that AMR disappears for a short range impurity potential but is
finite for a long range impurity potential, which implies the possible importance of
the range of the impurity potential in certain situations. For both pure Rashba
and Dresselhaus spin-textures the AMR is maximum when the minority band is
depleted. Reference [163] also confirms the findings of reference [159] that for
the s‖k spin texture, the sign of CI changes from positive to negative as α increases.

3.3 Experiment and Results

3.3.1 Experimental and analytical method

For both the as-grown and annealed samples, measurements were made on Hall
bars processed with dimensions of 50µm wide and 320µm between adjacent arms,
with individual bars allowing current flow along the [110], [110], [110], and [010]
crystalline directions. The Hall bar width is not expected to induce significant
strain relaxation, which has been shown to vary CU [164]. Separate Hall bars were
used for the as-grown and annealed measurements, i.e. the as-grown Hall bars were
not annealed and then re-measured, however the as-grown and annealed Hall bars
did come from a similar region of the sample wafer. For the annealed samples only,
measurements were also made for the Corbino disk geometry, with disk samples
processed with the dimensions of an inner radius of 780µm and outer radius of
830µm. The Corbino disks were also processed from a similar (but not the same)
part of the wafer as the annealed Hall bars. To make the AMR measurements,
a constant dc current was applied through the Hall bar being measured, and
an external magnetic field that saturates the (Ga,Mn)(As0.9,Sb0.1) magnetization
orientation (i.e. the magnetization orientation perfectly tracks the external field)
was applied in the plane of the sample and rotated 360◦ in-plane, with Rxx and Rxy

simultaneously recorded in 5◦ steps. It was found that a 5kOe external field was
sufficient to saturate the magnetization of the annealed samples, but did not fully
saturate the magnetization of the as-grown samples. A 20kOe external field proved
to be sufficient for the as-grown samples, and therefore 20kOe and 5kOe external
fields were used for the as-grown and annealed AMR measurements respectively.
The applied current was 10µA for the as-grown measurements and 100µA for
the annealed measurements, where the larger current was used for the annealed
measurements due to the sample’s lower resistivity.
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Each AMR measurement yields Rxx and Rxy as a function of φ over a 360◦ range.
Numerical fitting to these datasets gives fitting coefficients that correspond either
directly to AMR coefficients or to combinations of AMR coefficients. Given the
expected symmetries of AMRxx and AMRxy for the different current directions (see
equations 3.5 - 3.10), the following equations were used to fit to the experimental
data:

AMRxx = P1cos(2φ) + P2cos(4φ) + P3sin(2φ) (3.12)

AMRxy = P4sin(2φ) (3.13)

where P1, P2, P3, and P4 are variable fitting coefficients that correspond to com-
binations of CI , CU , CC , and CI,C for the various current directions as shown in
the table in figure 3.2. Note that for the Corbino disk measurement, equation 3.12
uses the ψ rather than φ coordinate system.

Figure 3.2: Table of AMR coefficients corresponding to fitting coefficients of
equations 3.12 and 3.13 for given current directions.

As figure 3.2 shows, CC can be extracted for each individual current direction alone,
and CU can be extracted alone for the [100] and [010] current directions. The other
AMR coefficients require measurements along either two or three current directions
to be able to obtained by solving simultaneous equations. All coefficients can be
obtained by more than one specific data set, either from different combinations of
current direction measurements or from Rxx and Rxy for a given combination of
current directions.

3.3.2 Results

Selected AMR polar plots for the as-grown and annealed (Ga,Mn)(As0.9,Sb0.1) are
shown in figures 3.3 - 3.11:
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Figure 3.3: AMRxx of as-grown (Ga,Mn)(As0.9,Sb0.1) for current along various
crystalline directions at 4.2K.

Figure 3.4: AMRxx of annealed (Ga,Mn)(As0.9,Sb0.1) for current along various
crystalline directions at 4.2K.

73



Figure 3.5: AMRxx of as-grown (Ga,Mn)(As0.9,Sb0.1) for current along the [100]
crystalline direction at various temperatures.

Figure 3.6: AMRxx of annealed (Ga,Mn)(As0.9,Sb0.1) for current along the [110]
crystalline direction at various temperatures.
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Figure 3.7: AMRxy of as-grown (Ga,Mn)(As0.9,Sb0.1) for current along various
crystalline directions at 4.2K. Note [100] data is missing due to an issue with the
measurement.

Figure 3.8: AMRxy of annealed (Ga,Mn)(As0.9,Sb0.1) for current along various
crystalline directions at 4.2K.
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Figure 3.9: AMRxy of as-grown (Ga,Mn)(As0.9,Sb0.1) for current along the [010]
crystalline direction at various temperatures.

Figure 3.10: AMRxy of annealed (Ga,Mn)(As0.9,Sb0.1) for current along the [110]
crystalline direction at various temperatures.
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Figure 3.11: AMRCorbino of annealed (Ga,Mn)(As0.9,Sb0.1) for radial current in
Corbino disk geometry at 4.2K.

The AMR coefficients (and combinations of coefficients) of as-grown and annealed
(Ga,Mn)(As0.9,Sb0.1) at various temperatures were extracted from the AMRxx and
AMRxy data sets by fitting with equations 3.12 and 3.13. The size of the coefficients
as a function of temperature are shown in figure 3.12 and 3.13:

Figure 3.12: AMR coefficients of as-grown (Ga,Mn)(As0.9,Sb0.1) obtained from
AMRxx and AMRxy data fitted to with equations 3.12 and 3.13.
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Figure 3.13: AMR coefficients of annealed (Ga,Mn)(As0.9,Sb0.1) obtained from
AMRxx, AMRxy, and AMRCorbino data fitted to with equations 3.12 and 3.13.

3.3.3 Experimental uncertainties

3.3.3.1 Filamentary Conduction in as-grown Hall bars

Equations 3.12 and 3.13 are able to fit well to all of the annealed and the ma-
jority of the as-grown (Ga,Mn)(As0.9,Sb0.1) AMRxx and AMRxy data, but for a
few individual cases of the as-grown sample, fitting with these equations proves
unsatisfactory. In order to improve the fitting, a 8-term fitting equation was used
for both AMRxx and AMRxy data that allows for up to 8-fold symmetries:

AMRxx/xy = P1cos(φ) + P2sin(φ) + P3cos(2φ) + P4sin(2φ) + P5cos(4φ)

+P6sin(4φ) + P7cos(8φ) + P8sin(8φ)
(3.14)

Examples of the advantages of fitting with equation 3.14 are demonstrated in figures
3.14 and 3.15. Figure 3.14 displays the fitting parameters for the 8 trigonometric
terms of equation 3.14 for the temperature dependent AMRxy data for current in
the [010] direction (which is plotted in figure 3.9), showing the importance of the
cos(2φ) term that is absent in equation 3.13. Figure 3.15 shows the fittings to the
data for AMRxx at 15K for current in the [110] direction using equation 3.12 and
equation 3.14. It can be seen that while fitting with equation 3.12 accounts fairly
well for the overall shape of the AMR, fitting with equation 3.14 is required to
fully capture the subtleties of the data.
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Figure 3.14: Size of fitting parameters for the various terms in equation 3.14 when
fitting to the data of AMRxy as a function of temperature for current in the [010]
for as-grown (Ga,Mn)As0.9Sb0.1.

Figure 3.15: Fit using equation 3.12 (red curve) and equation 3.14 (green curve)
to data (black squares) of AMRxx at 15K for current in the [110] direction for
as-grown (Ga,Mn)As0.9Sb0.1.
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It is clear that for the specific cases shown in figures 3.14 and 3.15 terms from
outside the standard AMR phenomenology are required to fully fit the data. It
can be seen from figure 3.14 that for [010]xy at lower temperatures, the magnitude
of the unexpected cos(2φ) term is more than twice the magnitude of the sin(2φ)
term, which oddly is positive at 4K and near zero at 10K. The magnitude of the
sin(2φ) term from [010]xy (and also [100]xy) is much smaller than the sin(2φ) term
from [110]xy and [110]xy (data not shown), which is consistent with the similarly
sized CI and CI,C terms either adding to or subtracting from one another, and this
exaggerates the effect of the cos(2φ) term on the shape of [010]xy. The cos(2φ)
term is, however, still non-negligible compared to (CI - CI,C), being more than a
quarter of the magnitude of it. The mostly likely explanation for the presence of
the cos(2φ) term in [010]xy is not that it is a real additional AMR contribution from
outside the standard phenomenology, but rather that it arises due to filamentary
conduction. Filamentary conduction, i.e. current not flowing in a straight line along
the Hall bar length but rather following a path of minimum resistance, can give
an Rxx contribution to the Rxy signal which would allow for the observed cos(2φ)
AMR between transverse voltage probes of the [010] orientated bar. Filamentary
conduction in the [010] Hall bar may arise from the random distribution of Mn in
the (Ga,Mn)As0.9Sb0.1 layer giving regions of varying conductivity along the bar
and would be expected to have a more noticeable effect in the higher resistivity
as-grown sample where carriers appear to be strongly localised. The temperature
dependence of the relative sizes of the cos(2φ) and sin(2φ) terms may be governed
by any temperature dependence of the filamentary conduction and/or the interplay
of the respective AMR coefficients that govern the cos(2φ) and sin(2φ) terms with
temperature. For the data and fits in figure 3.15, the superior fit with equation
3.14 is largely brought about by the sin(2φ) and sin(4φ) terms of equation 3.14,
which are around 6.6% and 2.9% of the magnitude of the largest cos(2φ) term
respectively. The sin(4φ) contribution can be explained by a misalignment of the
current with the crystalline axes of around 2◦ for the specific case of the data in
figure 3.15 (as estimated from the magnitudes of the cos(4φ) and sin(4φ) terms), a
misalignment that may stem from processing error or filamentary conduction. For
measurements at different temperatures and for different Hall bars, the estimated
misalignment needed to explain the sin(4φ) term varies between around 1◦ - 3◦.
This variation may be due to analytical uncertainty, but otherwise would indicate
that filamentary conduction plays some role as processing misalignment with
temperature is constant. A misalignment would also lead to the sin(2φ) term,
though as there are two possible sources for this (Rxy mixing into Rxx as well as
from the [100]xx/[010]xx CU term) it is more difficult to estimate the misalignment
needed to account for the sin(2φ) term. Finally, it must be noted that fitting to
include the sin(2φ) and sin(4φ) terms has essentially a negligible effect on the
expected cos(2φ) and cos(4φ) terms, i.e. they are the same for fitting with equation
3.12 or equation 3.14.

3.3.3.2 Estimation of errors

The only source of error on the obtained AMR coefficients that can be quantified
is the (cumulative) error on the numerical fit(s) to the experimental data. These
fitting errors are most significant in the case of the annealed CU values obtained
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from the [100] and [010] bars where they are around 0.02% in magnitude at 4.2K,
which is roughly 20% the magnitude of the CU value itself. However, for the
majority of the coefficients obtained by the various methods, the numerical fitting
error is typically around 1%-2% the coefficient magnitude across the temperature
range for both the as-grown and annealed samples, and in most cases these errors
are not sufficiently large to account for the discrepancy in coefficient values. As the
values of a given coefficient obtained by different methods should ideally be the
same, it is clear that there are further uncertainties associated with the obtained
coefficient values other than just fitting errors.

3.3.3.3 Possible sources of inconsistencies between AMR constants

It is clear from figures 3.12 and 3.13 that there is inconsistency between the magni-
tude of some of the individual AMR coefficients obtained by different methods. For
the as-grown (Ga,Mn)As0.9Sb0.1, CU obtained directly from the [100] Hall bar is
only 40% - 75% the magnitude of CU obtained from either the [010] or [110]/[110]
Hall bars across the measured temperature range. Similarly for the annealed
(Ga,Mn)As0.9Sb0.1, there is poor agreement between the various CU values, in this
case with the [100] and [010] values being less than 30% of the [110]/[110] and
Corbino values. The agreement of the other AMR coefficients obtained from differ-
ent methods is significantly better for both the as-grown and annealed samples; the
values of both CI and CI,C obtained from the respective AMRxx and AMRxy data
agree within 90% of one another while the CC values from the four bar directions
(as well as the Corbino disk for the annealed sample) generally agree within 75% of
one another except at higher temperatures where CC drops quickly towards zero.
For the annealed sample, CU from the [110]/[110] bars and Corbino disk perhaps
seem more believable values than from the [100] and [010] bars as the former
remain positive and continually decrease with increasing temperature (behaviour
which is seen in references [129], [164], and [165]), whereas the latter fall to zero
and even become negative at a low temperature before increasing again (behaviour
which has only previously been seen in reference [159]). A plausible explanation
for the spurious [100] CU term for both the as-grown and annealed samples is that,
due to limitations of the mask-set used for processing the Hall bar devices, only
the [110], [110], and [010] bars could be processed on the same wafer chip, which
not only gives as little wafer variation as possible for the different bars, but also
ensures that any unintentional misalignment with the crystalline axes is consistent
between the three bars. The [100] bars were processed separately from the other
direction bars using a similar but not the same section of the sample wafer, and are
likely to have a different degree of misalignment to the crystalline axes compared
to the other direction bars. It has previously been shown that the AMR of MBE
grown (Ga,Mn)As can vary across an individual sample wafer, particularly between
sections at the centre and edge of the wafer[166], and so wafer inhomogeneity could,
in principle, be an explanation for the as-grown [100] (as well as the annealed [100]
and Corbino) CU values being different from those obtained from the other direction
bars, even if the size of the disagreement seems severe for bars made from pieces of
the sample wafer that were in close proximity to one another. If this is the case it is
not clear why the as-grown and annealed CC values obtained from the [100] bar are
not also significantly different from those obtained from the other bar directions.
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The AMR fitting analysis makes the assumption that the bar and hence current
direction is perfectly aligned with the crystalline axes which greatly simplifies the
fitting procedure. However, a very crude estimate suggests that CU should not
vary significantly for different relative current misalignments of several degrees
and so inconsistent alignment between the [100] bar and other bar directions with
the crystalline axes seems unlikely to be the main cause of the disagreeing CU values.

An unintentional out of plane component of the external magnetic field that is φ
dependent (e.g. if the sample is not mounted perfectly in-plane) would act to give
an additional contribution to AMRxx that, like CU , is two-fold symmetric with
respect to the crystalline axes (though it would be symmetric about the axes of
misalignment rather than the [110] axes as is the case for CU). An out of plane
external field would also give a one-fold symmetric in φ contribution to Rxy due to
the anomalous Hall effect. Fitting equation 3.14 to 4.2K annealed AMRxy data
reveals small but finite cos(φ) and sin(φ) terms, and comparison with the Hall
sweep data presented in chapter 2 suggests and out of plane misalignment of around
1◦ can account for these terms. However, comparing the AMRxx data to that of
the out of plane field sweep Rxx data of chapter 2, a 1◦ out of plane misalignment
does not come close to accounting for the discrepancies in the magnitude of the
CU terms from the cos(2φ) and sin(2φ) fitting constants from the different Hall
bars. Therefore, while it seems believable that there is an unintentional out of
plane component of the external field for the AMR measurements that can explain
the cos(φ) and sin(φ) terms in AMRxy, it is unlikely that it is the reason for the
disagreeing CU values.

Strain-relaxation, which is known to alter CU in bars of sub micrometer widths[164],
also seems an unlikely explanation for the inconsistent CU values as all Hall bars
were processed with widths of approximately 50µm, i.e. much larger than where
stain relaxation becomes significant.

3.4 Discussion

3.4.1 General observations from AMR polar plots

Before doing any fitting analysis, two of the key findings of this investigation of
the AMR of (Ga,Mn)As0.9Sb0.1 are visually apparent in the experimental AMR
polar plots of the as-grown and annealed (Ga,Mn)As0.9Sb0.1 presented in figures
3.3 - 3.11: 1) The AMR is not dominated by a single contribution, and 2) The
AMR changes strongly upon annealing. It can be seen in figure 3.3 that while
AMRxx of the as-grown (Ga,Mn)As0.9Sb0.1 has a largely two-fold style symmetry
for all current directions, it has a different shape relative to the φ axes for different
current directions which indicates a large crystalline contribution to the AMR.
With the exception of current along the [110] direction, AMRxx of the annealed
(Ga,Mn)As0.9Sb0.1 also has a largely two-fold style symmetry, as seen in figure
3.4, but in this case the shape relative to the φ axes is less dependent on cur-
rent direction, which suggests that the relative importance of the CI contribution
is greater in the annealed sample than in the as-grown sample. Furthermore,
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comparing figures 3.3 and 3.4 it is clear that the magnitude of AMRxx decreases
for all current directions upon annealing. Figures 3.5 and 3.10 display a trend
commonly observed in temperature dependent AMR studies, where the magnitude
of the AMR decreases with increasing temperature (which is usually a result of
the magnetization becoming weaker), however figures 3.6 and 3.9 show a more
anomalous temperature dependence, not only in the magnitude of the AMR but
also its shape. This anomalous behaviour with temperature suggests that the AMR
of (Ga,Mn)As0.9Sb0.1 is not dominated by a single AMR contribution, and that the
sizes of the various AMR contributions relative to one another are not constant with
temperature, i.e. some AMR contributions fall quicker with increasing temperature
than others. With the exception of the case of current along the [010] direction
for the as-grown sample where filamentary conduction effects are suspected to be
large, AMRxy for the as-grown and annealed samples shown in figures 3.7 and 3.8
has the expected sin(2φ) symmetry. However, the difference in the magnitude of
AMRxy for the [110]/[110] and [100]/[010] current directions again suggests that
the AMR is not totally dominated by CI . By comparing figures 3.7 and 3.8 it is not
immediately evident whether AMRxy generally decreases upon annealing, unlike
the AMRxx polar plots where the trend is far more clear-cut. Finally, the relatively
small magnitude of AMRCorbino shown in figure 3.11 illustrates that there are finite
pure crystalline contributions to the AMR of the annealed (Ga,Mn)As0.9Sb0.1, but
that these are smaller than the non-crystalline contributions.

3.4.2 Phenomenological description of observed AMR

The size and shapes of the observed AMRs in figures 3.3 - 3.11 can be phenomeno-
logically explained by considering the sizes of the analytically extracted AMR
coefficients and their temperature variation (which is shown in figures 3.12 and
3.13), along with equations 3.5 - 3.10 which determine the AMR for a given current
direction.

For the as-grown (Ga,Mn)As0.9Sb0.1 at 4.2K, the largest AMR coefficient is CU ,
which is approximately 2.5 times larger in magnitude than both CI and CI,C , and
4.5 times larger than CC . CI and CI,C are of a similar magnitude but opposite sign
to one another which means that (CI + CI,C) is small, and therefore the cos(2φ)
term of [110]xx and [110]xx is mostly determined by CU , hence why [110]xx and
[110]xx are similar in magnitude but are shifted by 90 degrees in φ with respect to
one another; [110]xx has a large negative cos(2φ) term whereas [110]xx has a large
positive cos(2φ) term. For both [110]xx and [110]xx the magnitude of the cos(2φ)
term is more than 4 times larger than the cos(4φ) term (which is given by CC
only), and so the shapes of [110]xx and [110]xx are largely -/+cos(2φ) like but with
a slightly apparent -cos(4φ) component. The shapes of [100]xx and [010]xx are a
hybrid of predominantly -cos(2φ) and +/-sin(2φ) style symmetries. (CI - CI,C)
is only slightly smaller in magnitude than CU , and so the -cos(2φ) component of
[100]xx and [010]xx is only slightly less than the +/-sin(2φ) component, while the
+cos(4φ) contribution from CC is also just about evident.

An example of how the change in AMR coefficients with temperature changes the
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AMR can be seen in the temperature evolution of the shape of as-grown [100]xx
(figure 3.5), which reflects the evolution of the individual and relative magnitudes
of (CI - CI,C) and CU (obtained from [100]xx) with temperature, as shown in
figure 3.16. As temperature increases, the magnitudes of both (CI - CI,C) and
CU decrease, and so the magnitude of [100]xx decreases. However, as CU drops
more rapidly than (CI - CI,C), [100]xx takes more of a -cos(2φ) shape and less of a
+sin(2φ) shape as temperature increases, and in fact at 25K the magnitude of (CI
- CI,C) is approximately 5 times greater than CU .

Figure 3.16: Magnitude of (CI - CI,C) (black) CU (red) of as-grown
(Ga,Mn)As0.9Sb0.1 as a function of temperature. Inset: Relative magnitude of (CI
- CI,C) and CU as a function of temperature.

The phenomenological decomposition of the annealed (Ga,Mn)As0.9Sb0.1 is also
instructive. At 4.2K, CI is now the largest coefficient, but again like the as-grown
sample, the AMR is not dominated by a single term. CI is approximately 1.5 times
the magnitude of CI,C , 4 times the magnitudes of CU , and 7 times the magnitude
of CC . The magnitude of CI,C is sufficient that alone it can heavily compensate or
add to CI , and this can be seen in comparing [110]xx to [100]xx and [010]xx as well
as comparing [110]xy and [110]xy to [100]xy and [010]xy where the magnitudes of the
AMRs that feature a (CI - CI,C) contribution to the cos(2φ) or sin(2φ) terms are
much larger than the AMRs that feature a (CI + CI,C) contribution to those terms.
The presence of the CU term is evident in [100]xx and [010]xx as the maximum in
the AMRxx is shifted +/- in φ due to the finite +/-sin(2φ) contribution.

The most interesting and illuminating example of how the interplay of the AMR
coefficients phenomenologically accounts for the observed AMR is the case of the
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annealed [110]xx and its temperature dependence (shown in figure 3.6). At 4.2K,
(CI,C + CU) has a similar magnitude to CI but is of opposite sign, and therefore
(CI + CI,C + CU) is small, even smaller in magnitude than CC . [110]xx is thus
unique from AMRxx for the other current directions as its magnitude is considerably
smaller and it has a largely fourfold symmetry. As temperature increases, all the
AMR coefficients individually decrease, but not at the same rate as one another,
and so the relative differences in the sizes of the coefficients is not constant with
temperature. The shape and magnitude of [110]xx is determined by the sizes of (CI
+ CI,C + CU) and CC , which are plotted in figure 3.17. As temperature increases
from 4.2K to 25K, (CI + CI,C + CU ) actually increases in magnitude as CI drops
less sharply than CI,C and CU before decreasing as temperature further increases.
The manifestation of this can be seen in figure 3.6, where the magnitude of [110]xx
increases and its shape becomes less cubic and more -cos(2φ)-like as temperature
initially increases before decreasing and becoming nearly entirely -cos(2φ)-like as
temperature increases towards Tc.

Figure 3.17: (CI + CI,C + CU ) (black) and CC (red) of annealed (Ga,Mn)As0.9Sb0.1

as a function of temperature. Note that the CU is obtained from the [110]/[110]
Hall bars only and CC is obtained from the [110] Hall bar only.

3.4.3 Behaviour of individual AMR coefficients

This section focuses the discussion on to the significance and behaviour of the indi-
vidual AMR contributions to (Ga,Mn)As0.9Sb0.1, compares the AMR to previously
published experimental results in other DMSs, and examines what can be learned
generally about the AMR contributions from the experimental investigation pre-
sented in this chapter. The average values of the AMR coefficients as well as their
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contribution to the total AMR of both as-grown and annealed (Ga,Mn)As0.9Sb0.1

at 4.2K are shown in the table in figure 3.18:

Figure 3.18: Table of AMR coefficients (black text) and the relative proportion
of the sum of the coefficients magnitudes (red text) for as-grown and annealed
(Ga,Mn)(As0.9,Sb0.1) at 4.2K.

In order to help consider possible origins of the AMR coefficients as well as for ease
of comparison between coefficients themselves, figures 3.19 and 3.20 plot resistivity
(ρxx), remnant (M[110]:Rem and M[110]:Rem) and 5kOe field cooled (M[110]:5kOe)
magnetizations, and the relative magnitude of each AMR coefficient (C/Cmax),
all as a function of temperature for as-grown and annealed (Ga,Mn)As0.9Sb0.1

respectively. The relative magnitude of an AMR coefficient is defined as its
value at a given temperature divided by its maximum value within the measured
temperature range.
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Figure 3.19: (a) Resistivity, (b) Remnant magnetization along the [110] (black)
and [110] (red) crystalline axes after field cooling in a 1kOe field, as well as
magnetization along the [110] crystalline axes during a 5kOe field cool (green), and
(c) Relative magnitude of AMR coefficients, all as a function of temperature for
as-grown (Ga,Mn)(As0.9,Sb0.1).
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Figure 3.20: (a) Resistivity, (b) Remnant magnetization along the [110] (black)
and [110] (red) crystalline axes after field cooling in a 1kOe field, as well as
magnetization along the [110] crystalline axes during a 5kOe field cool (green), and
(c) Relative magnitude of AMR coefficients, all as a function of temperature for
annealed (Ga,Mn)(As0.9,Sb0.1).

Phenomenologically the CI term encapsulates any contribution to AMR that
varies as cos(2φ) for all current directions, and experimentally several studies
of the DMS (Ga,Mn)As have indicated that CI is the dominant contribution to
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its AMR[159][152][154][167]. While CI is the largest AMR contribution to the
annealed (Ga,Mn)(As0.9,Sb0.1) at 4.2K, it does not alone dominate its AMR, and
for the as-grown (Ga,Mn)(As0.9,Sb0.1) sample CI is only the third largest AMR
contribution. Like (Ga,Mn)As, CI for (Ga,Mn)(As0.9,Sb0.1) is negative, however
none of the previous (Ga,Mn)As AMR studies explicitly obtain and present a value
for CI , and so a direct comparison of CI for (Ga,Mn)(As0.9,Sb0.1) and (Ga,Mn)As
is not possible. Nevertheless, given the overall magnitude of the AMR of the
5% Mn-doped, 25nm thick, as-grown (Ga,Mn)As sample of reference [159] and
the fact that it appears to be mostly dominated by CI , it seems that its value
of CI may not be too dissimilar from that of the 6% Mn-doped, 25nm thick,
as-grown (Ga,Mn)(As0.9,Sb0.1) sample of this investigation. Therefore, while it
is clear that the relative contribution of CI to the AMR is considerably smaller
in (Ga,Mn)(As0.9,Sb0.1) than in similar (Ga,Mn)As samples, its actual size may
be comparable in the two DMSs. This would suggest that alloying 10% Sb to
(Ga,Mn)As increases the strength of the other AMR coefficients, but does not
seem to have such a strong effect on CI . As shown in figures 3.19 (c) and 3.20 (c),
for both as-grown and annealed (Ga,Mn)(As0.9,Sb0.1) CI is the AMR coefficient
that reduces the least as temperature increases. As temperature initially increases
from 4.2K, the rate of decrease of CI is actually its slowest across the measured
temperature ranges, which is in contrast to the pure crystalline AMR coefficients
whose values drop most sharply in this region. The increase of the as-grown CI
value from 4.2K to 10K is assumed to not be a real result, and that there is
likely to be some error on CI obtained at 4.2K that has noticeably reduced its
magnitude. CI decreases more rapidly as temperature further increases, but for
both the as-grown and annealed cases as the temperature approaches Tc, CI is
still the largest AMR coefficient in terms of relative magnitude, and is also the
largest AMR coefficient in terms of overall magnitude. Above 10K and 20K for
the as-grown and annealed samples respectively, the reasonably linear decrease of
CI with increasing temperature is similar to the temperature dependent behaviour
of M[110]:5kOe, and so it seems likely that CI depends largely on magnetization
strength. As temperature approaches Tc, both the as-grown and annealed CI values
do not drop to zero, having a relative magnitude of around 0.8 and 0.3 respectively
at Tc, and this is a result of the 20kOe and 4kOe external fields that are used
in the respective AMR measurements inducing and strengthening a single-phase
magnetization at temperatures approaching and beyond Tc[168]. CI is the only
AMR coefficient of (Ga,Mn)(As0.9,Sb0.1) whose magnitude becomes larger upon
annealing, increasing by a factor of 1/3. Annealing removes moment compensat-
ing interstitial Mn, and given the apparent link between CI and magnetization
strength it seems probable that the increase of CI with annealing is related to the
strengthening of the magnetization.

At 4.2K, CU is the largest AMR coefficient of the as-grown (Ga,Mn)(As0.9,Sb0.1),
being more than 3 times larger than the next largest coefficient CI,C and accounting
for more than half of the sum of the AMR coefficients. Annealing reduces the
4.2K value of CU by more than an order of magnitude, leaving it the third largest
AMR coefficient that accounts for only 12.5% of the sum of the AMR coefficients.
For both as-grown and annealed (Ga,Mn)(As0.9,Sb0.1), CU is the AMR coefficient
whose magnitude drops most significantly as temperature initially increases from
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4.2K, dropping to a relative magnitude of around 0.4 at temperatures of 15K and
30K for the as-grown and annealed samples respectively. In both cases, the rate
of decrease of CU with increasing temperature slows as temperature continues
to increase, and as temperature approaches Tc CU still has a finite value with a
relative magnitude of around 0.3. A decreasing magnetization strength is most
likely largely responsible for the overall decrease of CU with increasing temperature,
however the different shape of the temperature dependencies of CU and CI hint
that there may be an additional temperature dependent factor(s) that play a role
in the magnitude of CU . The resistivity of the as-grown (Ga,Mn)(As0.9,Sb0.1) is
high (conductivity low), and the shape of its temperature dependence is quite
similar to that of CU . Furthermore, CU is also the largest AMR coefficient in the
5% Mn-doped, 5nm thick, as-grown (Ga,Mn)As sample studied in references [130]
and [159] which also has a high resistivity, and these observations suggest that CU
may be related to resistivity/conductivity in some capacity. To investigate such
a possible link, the table in figure 3.21 displays the conductivities and CU values
at 4.2K of several similarly doped DMSs grown in the Nottingham MBE system,
both from this investigation and from literature.

Figure 3.21: Table of conductivities and values of CU of (Ga,Mn)As and
(Ga,Mn)(As0.9,Sb0.1) samples at 4.2K. *Conductivity value of a similar but different
sample[53] to that from which CU is taken[159].

For the limited number of data points given in the table in figure 3.21, there is a
general trend that CU increases as conductivity decreases. Unfortunately no further
reports in literature could be found of CU values in other DMSs, and so there is
insufficient data to claim that this trend exits more generally in various DMSs.
The suggested trend from data points is very non-linear, which begs the question
as to whether, if at all, CU is directly related to conductivity or whether it is
related to another factor upon which conductivity also depends. It is worth noting
that the higher resistivity 5% Mn-doped, 5nm thick, as-grown (Ga,Mn)As and
as-grown (Ga,Mn)(As0.9,Sb0.1) samples both have insulating-like resistance against
temperature profiles, and both have a CU value that is an order of magnitude or
more greater than the annealed (Ga,Mn)(As0.9,Sb0.1) and 5% Mn-doped, 25nm
thick, as-grown (Ga,Mn)As samples, both of which have metallic-like resistance
against temperature profiles. This may suggest that it is the nature of the trans-
port behaviour which plays some role in the magnitude of CU . Previous reports
have proposed that strong crystalline AMR observed in (Ga,Mn)As is linked to
localisation of carriers[169][170]. As discussed in chapter 2, the low conductivity
and insulating-like behaviour of the as-grown (Ga,Mn)(As0.9,Sb0.1) may well be
a result of Anderson localisation of the carriers, while the sample passes through
the insulator to metal transition upon annealing which may also be due to carriers
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becoming delocalised. If such carrier behaviour is true in (Ga,Mn)(As0.9,Sb0.1)
then the corresponding CU values in the as-grown and annealed states would agree
with the idea that CU is large in systems where carriers are localised. Besides
magnetization and carrier localisation dependencies, CU has also previously been
shown to vary with in-plane uni-axial tensile strain introduced or relaxed by micro-
processing techniques as well as gaining a different temperature dependence in the
samples where strain has been altered[164][165]. However, as previously stated,
uni-axial tensile strain manipulation should not be a factor in the devices used
in this investigation, and while the presence of Sb in (Ga,Mn)(As0.9,Sb0.1) should
increase its tetragonal growth strain in comparison to similarly doped (Ga,Mn)As
samples, it is not clear whether this should have any bearing on CU .

CC is the smallest AMR coefficient for both the as-grown and annealed
(Ga,Mn)(As0.9,Sb0.1), having a magnitude of around 5% and 15% of the largest
AMR coefficients in these samples respectively at 4.2K. The 4.2K value of CC
decreases by a factor of 4 upon annealing, however its contribution to the sum
of the AMR coefficients only decreases by less than a factor of 2 as the overall
AMR also decreases. For both the as-grown and annealed (Ga,Mn)(As0.9,Sb0.1),
CC steadily drops with increasing temperature until it has a relative magnitude of
around 0.2, after which its value continues to decrease with increasing temperature
but at a slower rate. A comparable temperature dependence has previously been
observed for CC of different (Ga,Mn)As samples[164][165]. As well as being the
AMR coefficient with the lowest magnitude at all temperatures, CC also has the
lowest relative magnitude from around 15K and 30K upwards for the as-grown
and annealed samples respectively, and for the annealed sample it drops to zero
below Tc despite M[110]:5kOe still having a finite value. Overall CC decreases
with increasing temperature which indicates that like all the AMR coefficients CC
depends on magnetization strength. Interestingly reference [170] shows that for
low temperatures and external magnetic fields greater than around 20kOe, for
a given temperature CC actually decreases with increasing magnetic field (and
thus magnetization) for reasons that are not known, however, as this investigation
uses 4kOe and 20kOe magnetic fields for the AMR measurements the results of
the general magnetization dependence of CC of this investigation and reference
[170] are in agreement with one another. As CC is the only AMR contribution
that has a cos(4φ) symmetry it is easy to distinguish and measure, and therefore
there have been several reports of its appearance and magnitude in previous AMR
investigations of various DMSs which allows for further insight into its origins.
In reference [171], 7% Mn-doped, 50nm thick (Ga,Mn)As is subject to partial
annealing and hydrogenation in order to vary the hole density, and it is found
that CC increases non-linearly with decreasing hole density. A similar trend is
reported in reference [172] where the hole density of 6% Mn-doped, 25nm thick
(Ga,Mn)(As0.9,P0.1) is modulated by electrical gating, and at 15K CC is reported to
have a magnitude of 0.3% when in depletion mode and 0% when in accumulation
mode. The microscopic physics underpinning the relationship between CC and
hole density is not entirely clear, but it may be related to the effects of carrier
localisation becoming increasingly significant as hole density decreases. The hole
density of the as-grown (Ga,Mn)(As0.9,Sb0.1) was not measured, but as annealing
removes hole compensating interstitial Mn it is highly likely that the hole density

91



of (Ga,Mn)(As0.9,Sb0.1) increases upon annealing, and this may be (partially)
responsible for the subsequent decrease of CC . While it appears that CC does vary
with hole density for a given DMS, when comparing different DMSs it is unlikely
that hole density is the only factor that affects CC , for example the 5% Mn-doped,
25nm thick, as-grown (Ga,Mn)As sample of reference [159] has an almost identical
CC value at 4.2K to the annealed (Ga,Mn)(As0.9,Sb0.1) of this investigation,
however its hole density is likely to be twice as big[53][65]. Finally, unlike CU , CC
has been shown to not be affected by uni-axial tensile strain variations induced by
microprocessing[164][165], but like CU it is not clear if tetragonal growth strain
should have any effect on CC .

The CI,C contribution to AMR in DMSs is often overlooked, however the results
of this investigation show it to play a key role in the make up of the AMR of
(Ga,Mn)(As0.9,Sb0.1). For both the as-grown and annealed (Ga,Mn)(As0.9,Sb0.1) at
4.2K, CI,C is the second largest AMR coefficient, and while its magnitude decreases
by a factor of 1/4 upon annealing, its relative contribution to the sum of the
AMR nearly doubles which is a result of the pure crystalline coefficients reducing
more severely. The magnitude of CI,C decreases with increasing temperature in a
loosely linear manner which is a somewhat distinct temperature dependence from
the other AMR coefficients, but like CI and CU , CI,C still has a finite value at
Tc. The linear-like decrease of CI,C with increasing temperature is akin to that
of M[110]:5kOe which is evidence that the temperature dependence of CI,C is
largely determined by magnetization strength. The decrease of CI,C with anneal-
ing goes against its general trend with magnetization shown in the temperature
dependence and so must be brought about by some other factor that changes
with annealing. The only previous reports of CI,C in DMSs are for 5% Mn-doped,
as-grown (Ga,Mn)As of thickness 5nm[129] and 25nm[159], where values of 0.55%
(at 10K) and 0.16% (at 4.2K) respectively are found. CI,C for the as-grown and
annealed (Ga,Mn)(As0.9,Sb0.1) of this investigation is larger than for the previously
reported (Ga,Mn)As samples. In the as-grown, 25nm (Ga,Mn)(As0.9,Sb0.1) and
(Ga,Mn)As samples, CI,C is nearly 6 times larger in the former, but the reason for
this large value of CI,C in (Ga,Mn)(As0.9,Sb0.1) is not clear. As chapter 2 reports,
alloying 10% Sb into (Ga,Mn)As reduces the hole density, conductivity, carrier
delocalisation, and magnetization, but given the size of the Sb atom, SOC strength
and growth strain should increase. Unlike CU and to a lesser extent CC , CI,C
does not decrease drastically upon annealing, and given that the resistivity and
(presumably) carrier localisation of (Ga,Mn)(As0.9,Sb0.1) do decrease significantly
with annealing, it may be the case the large value of CI,C in (Ga,Mn)(As0.9,Sb0.1)
is not attributable to either of these factors. AMR does ultimately stem from SOC
and so the large values of CI,C and (presumably) SOC in (Ga,Mn)(As0.9,Sb0.1) may
be related, however no conclusions can be drawn from the limited data obtained in
this investigation. The pure crystalline coefficient CU is known to vary with induced
uni-axial strain, but the variation of AMR coefficients with growth strain has not
been investigated. Growth strain would alter the strength of the Dresselhaus-like
SOC, but as shown in reference [159], AMR in (Ga,Mn)As can be well modelled
without accounting for Dresselhaus SOC, and so therefore growth strain may not
play a significant role in the size of AMR generally or indeed CI,C .
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3.5 Conclusions and future work

This chapter presented measurements, analysis, and discussion of AMR in as-grown
and annealed (Ga,Mn)(As0.9,Sb0.1). Previous studies have shown that DMSs have
a non-crystalline AMR contribution that varies with the angle between magne-
tization and current direction and is opposite in sign to most metals, but that
they also have crystalline AMR contributions that vary with the angle between
magnetization and crystalline axes that can be of considerable size. The motivation
behind the study in this chapter was to further understand the origins of the
different AMR contributions and observe how they change for DMSs of different
material properties.

The AMR of both the as-grown and annealed (Ga,Mn)(As0.9,Sb0.1) has a rich
make-up and is not dominated by one single contribution, unlike most magnetic
materials where it is generally assumed to be dictated by CI , and this results in the
AMR being strongly dependent on the current direction. For the as-grown sample,
a two-fold AMRxx is observed for all current directions, however its magnitude
and its symmetry with respect to the current flow is different for measurements
across the four Hall bar orientations as a result of the significantly large crystalline
AMR contributions. For the annealed sample, a fourfold AMRxx is seen for current
along the [110] direction which is strikingly different to the two-fold AMR for the
other current directions, and again the magnitude of the AMR is different for each
direction, with both observations a result of the interplay between the various
AMR contributions.

When placed in the context of the transport and magnetic properties of
(Ga,Mn)(As0.9,Sb0.1) presented in chapter 2, as well as with the results of previous
experimental studies of AMR in DMSs, the sizes and temperature dependencies
of the AMR coefficients obtained in this investigation allow some further insight
into their possible origins, though more DMSs would be needed to be studied to
make any certain conclusions. The pure crystalline AMR contributions can be
theoretically modelled by assuming a band-warped Fermi surface, and experimen-
tally there is evidence to suggest they depend on the carrier properties of the
DMS. The large value of CU in the insulating-like as-grown (Ga,Mn)(As0.9,Sb0.1),
the observation of a similarly large CU in insulating-like (Ga,Mn)As[129], as well
as the small value of CU in the metallic-like annealed (Ga,Mn)(As0.9,Sb0.1) all
suggest a possible link between CU and carrier localisation. CC has previously
been shown to increase with decreasing hole density in (Ga,Mn)As[171][172], and
this may explain why the value of CC for (Ga,Mn)(As0.9,Sb0.1) decreases with
annealing, however it is likely that CC also depends other factors. Unlike the
pure crystalline AMR contributions, the temperature dependencies of CI and
CI,C of (Ga,Mn)(As0.9,Sb0.1) are similar to that of its magnetization, which is
evidence that magnetization strength is the dominant temperature dependent
factor in their size. CI is the only AMR contribution that increases with annealing,
which may be a result of the magnetization becoming stronger. CI,C is larger in
(Ga,Mn)(As0.9,Sb0.1) than in (Ga,Mn)As, but further study would be needed to
elucidate why this may be the case.
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This investigation has shown that there are several pathways to tune both the
size and make-up of AMR in DMSs. It is apparent that alloying 10% Sb with
(Ga,Mn)As generally enhances the size of the total AMR and the relative con-
tribution of the crystalline terms, confirming that doping can have a significant
effect on AMR. The evolution of the strength and relative importance of the
individual AMR contributions with annealing is remarkable and allows the AMR
of (Ga,Mn)(As0.9,Sb0.1) to be tailored by post-growth sample treatment alone.
The somewhat different temperature dependencies of the various AMR coefficients
means that the shape of the AMR can be varied with temperature, and this is
most apparent for the annealed [110]xx case where a 25K change in temperature
can significantly alter the shape as well as the magnitude of the AMR.

There is much scope for further AMR study in DMSs, particularly in order to
more accurately relate the AMR contributions to various material properties so
that DMSs with customizable AMR characteristics can be realised. It would be
interesting to see how varying the thickness of (Ga,Mn)(As0.9,Sb0.1) changes its
AMR. It is known that in thinner (Ga,Mn)As samples the crystalline AMR becomes
significantly stronger[129], possibly as a result of increased carrier localisation, and
it would be helpful to demonstrate if this would also be true of (Ga,Mn)(As0.9,Sb0.1),
especially in the as-grown state where the crystalline terms are already strong at
the moderate 25nm thickness which has insulating-like transport characteristics.
Furthermore, it has recently been postulated that there is an AMR contribution in
ferromagnetic/non-magnetic metallic bi-layers that arises from a magnetization
dependent scattering at the interface[173][174][175] and therefore becomes more
significant to the total AMR as layer thicknesses are reduced. It would be intriguing
to determine if such an effect could also exist at a magnetic semiconductor/non-
magnetic semiconductor interface by studying various heterostructures of relatively
thin layer thicknesses. At the other end of the thickness scale, lattice strain in
notably thick (> 200nm) (Ga,Mn)(As0.9,Sb0.1) should on average be more relaxed
across the layer than the 25nm sample, and so observing how AMR differs in thicker
samples may give some indication as to what, if any, effect growth strain has on
AMR. Varying the choice of substrate would be an alternative method to change
the growth strain of (Ga,Mn)(As0.9,Sb0.1) to search for its effect on AMR. Another
possible investigation would be to vary the Mn concentration of optimally annealed
(Ga,Mn)(As0.9,Sb0.1) and/or (Ga,Mn)As. Increasing the Mn doping should increase
the hole density, saturation magnetization, and Tc, while keeping the conductivity
fairly constant for the higher Mn concentrations[62], and so performing AMR mea-
surements on a range of samples of varying Mn concentrations would help to shed
light on the relationship between CC and hole density, as well as how all the AMR
terms evolve with magnetic properties. Step annealing and AMR measurements
of an individual (Ga,Mn)(As0.9,Sb0.1) would allow for a similar study. Replicat-
ing the investigation of reference [164] but using (Ga,Mn)(As0.9,Sb0.1) instead of
(Ga,Mn)As, i.e. varying uni-axial tensile strain in (Ga,Mn)(As0.9,Sb0.1) through
micro-pattering and use of an external piezoelectric transducer may reveal higher
order crystalline AMR contributions and/or significantly alter CU , particularly as
the standard crystalline contributions are already stronger in (Ga,Mn)(As0.9,Sb0.1)
than (Ga,Mn)As for unpatterned material. Finally, reference [170] shows variation
of CC and (presumably) CU with magnetic field/magnetization strength for a given
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temperature, and it would be interesting to see if the strong CU and CC values of
(Ga,Mn)(As0.9,Sb0.1) behave similarly in such measurements.

This chapter has shown that alloying only 10% of Sb into (Ga,Mn)As drastically
alters the AMR, and so it would be fascinating to observe how the AMR varies
across the whole Sb concentration range in (Ga,Mn)(As,Sb) samples. The motivat-
ing factor of such a study would be that SOC strength should increase with Sb
concentration, but care would need to be taken to disentangle any SOC induced
AMR changes from those from other factors that would also change as a result of
varying the Sb concentration such as hole density, carrier localisation, and mag-
netization strength. Using different annealing procedures may be an approach to
controlling these factors. Growth strain, which may or may not affect AMR, would
also change with Sb concentration, and ways to compensate for this could include
varying the thickness of the (Ga,Mn)(As,Sb) layer, growing the (Ga,Mn)(As,Sb)
on buffer layers, and using different substrates.

Beyond Sb-based DMSs, more insight could be gained by investigating AMR
in other systems. A full study of AMR in various (III,Mn)V DMSs as well as
quaternary Mn doped DMSs would provide more data on how the various AMR
contributions change with material properties (which would vary greatly with the
choice of group III and V elements). The AMR of the n-type DMS (In,Fe)As has
already been studied, showing dominant crystalline contributions[176], and the
emergence of additional III-V n-type DMSs materials[177] provides an excellent
platform for further exploring AMR in these systems. There has also been some in-
terest of AMR in oxide-based DMSs[178][179][180] which show both non-crystalline
and crystalline contributions, and so it would be useful to apply the phenomeno-
logical analysis technique used in this chapter to these oxide-based DMSs to see
how the individual AMR coefficients differ in this distinctive class of materials.

There are other magnetoresistance type effects that exist in magnetic/non-magnetic
bilayers that are fundamentally distinct from the intrinsic AMR of a single ferro-
magnetic layer, but are interesting in their own right and measurable in a similar
way to AMR, i.e. by rotating an external field and measuring the change in resis-
tance. The resistance of the non-magnetic metal Pt deposited on the ferromagnetic
insulator YIG is seen to vary with the angle of an external field, and there are two
possible mechanisms postulated for this. The first suggests that magnetic ordering
is induced in the Pt as a result of its proximity to YIG, and therefore due to the
inherent spin-orbit coupling in Pt a conventional type of AMR arises[181]. The
second suggests that a spin current generated in the Pt reflects off the YIG interface
by an amount that depends on the YIG magnetization angle. This reflected spin
current is then converted into an electrical current in the Pt by the inverse spin
Hall effect that changes the sample resistance, an effected dubbed ‘spin Hall magne-
toresistance’[8]. The relative importance of each mechanism remains unclear[182]
which motivates further research in similar systems with different non-magnetic
metals, thickness, and layer structures, while it should also possible for the ef-
fect to be explored in the insulating DMS/non-magnetic semiconductor structure
(Ga,Mn)N/n-GaN. There is also scarce study of AMR in magnetic metal/non-
magnetic metal bi-layers. There are experimental[183] and theoretical[184] reports
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that a spin current generated in a Pt layer could alter the AMR of an adjacent
ferromagnetic layer, while at the same time the effects caused by such an interface
on the Rashba SOC and its contribution to the AMR in the non-magnetic layer also
need to be considered[163], as well as any contribution from the previously men-
tioned interface scattering AMR. Therefore there is sufficient motivation for more
investigation in order to characterise and understand AMR in such bi-layer systems.
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Chapter 4

Spin-orbit torque in (Ga,Mn)As

4.1 Introduction

Processors and memory are essential for the functionality of personal computers.
In today’s computers, processing is carried out by microprocessors - integrated
circuits made up of charge based transistors. Computer memory can be subdivided
into two classifications: primary and secondary memories. Primary memory is
directly accessible to a computer’s central processing unit (CPU), allowing for
fast reading and writing of data regardless of its storage location. Random access
memory (RAM) is the primary memory in modern computers, and like micropro-
cessors, RAM is made up from integrated circuits which largely limits it to volatile
operation only, i.e. it needs to be constantly refreshed as it loses its memory
when power is removed. Secondary memory is non-volatile (retains memory when
powered down) and can store a higher density of data than primary memory, but
as it is detached from the CPU, accessing the data is slow. The most common
form of secondary memory is the hard disk drive (HDD), which stores data in
the state of a ferromagnet’s magnetization. Solid state drives (SSDs), which store
data as charge in floating gate transistor based integrated circuits, are another
common form of secondary memory with several advantages and disadvantages
over HDDs[185].

The realisation of a ‘universal memory’ that offers the speed of primary memory
and the non-volatility of secondary memory would facilitate major advances in
computing technology. One promising candidate for a universal memory is mag-
netoresistive RAM (MRAM)[186]. Like HDDs, data in MRAM is encoded in the
polarity of a magnetic layer (in the case of MRAM the free layer of a spin valve),
but unlike HDDs there is no mechanical motion needed to write the data. Writing
in MRAM is conventionally performed by passing current through ‘write lines’ to
generate Oersted magnetic fields strong enough reorientate the magnetization of
the spin valve (‘toggle MRAM’). This writing mechanism does not scale favourably
with reduced device dimensions as the magnitude of the Oersted field per unit
current decreases with write line diameter, meaning that larger currents are needed
to write data. Furthermore the presence of write lines add complexity to device
design which can increase fabrication costs as well as reduce packing densities due
to overlapping stray fields. Alternative mechanisms of writing data in MRAM (i.e.
switching magnetization of a spin valve) are therefore being keenly investigated to
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help MRAM match and better RAM and HDD/SDD technologies and hence find
more widespread uses than its current relatively niche applications.

Spin transfer torque (STT) is the leading alternative MRAM writing mecha-
nism[187]. In STT-MRAM, electrical current is passed through the spin valve’s
fixed layer to gain a spin polarisation and then injected into the free layer. This
spin polarised current transfers its angular momentum to the local moments in
the free layer which can bring about their reorientation. For the reverse operation,
current is passed from the free layer to the fixed layer with spins of opposite
orientation to the fixed layer being reflected back into the free layer which causes
a reorientation of the moments. As the free layer is internally torqued by the
spin-polarised current rather than externally torqued by an Oersted field, switching
occurs at a given current density rather than at given current magnitude, as is
the case in Oersted switching. STT-MRAM is therefore scalable, and for small
device dimensions it requires lower writing currents than toggle MRAM. This
is not only beneficial for lower device power consumption, but as it also gives
smaller associated stray fields it also allows for tighter packing of devices. A major
drawback to STT-writing is that a large voltage needs to be applied across the spin
valve causing damage to the tunnel barrier and thus reduces the number of write
cycles that the device can withstand. A writing mechanism where current only
needs to be laterally passed through the spin valve’s free layer is therefore desirable.

The notion of spin-orbit torque (SOT) was first pointed in the mid 2000’s[188][189]
which is perhaps surprisingly late given the simplicity of the phenomenon and
material structures needed to observe it. The SOT mechanism relative to this inves-
tigation can be summarised as follows: When current flows through ferromagnetic
material that lacks inversion symmetry, the carrier spins gain a non-equilibrium
polarisation. If these spins are exchange coupled to the local moments of the ferro-
magnet they will exert a torque on the moments, which if strong enough can lead to
magnetization switching. Note that a separate polarising fixed magnetic layer is not
required here; all that is needed for SOT is a single ferromagnetic layer with broken
inversion symmetry (such as a zincblende diluted magnetic semiconductor (DMS)
like (Ga,Mn)As or a thin magnetic layer interfaced with a non-magnetic layer such
as CoFeB/Pt). There have recently been many experimental and theoretical studies
of SOT in a variety of material systems, mostly DMSs[190][191] and magnetic
multilayers[192][193], but also topological insulators[194] and antiferromagnets[195].
Fully understanding the underlying mechanisms behind the SOT phenomenon and
characterising it in different materials and under different conditions will help to
optimise the effect for repeatable low energy magnetic switching, therefore making
SOT an attractive writing mechanism to be used in MRAM.

As discussed in chapter 1, (Ga,Mn)As is a DMS that is unlikely to find practical
applications due to its low Curie temperature (Tc), but its electrical, magnetic,
and structural tunability, along with its large spin-orbit coupling (SOC) and simple
band structure make it an ideal system with which to characterise new phenomena.
For these reasons the first experimental demonstration of SOT was made using
(Ga,Mn)As[190], and there have since been multiple investigations of SOT in the
material[191][196][119][197][198][199]. The investigation presented in this chapter
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further experimentally investigates the nature of SOT in (Ga,Mn)As, or more
specifically the current induced fields (CIFs) that can be considered to parametrise
the phenomenon. The investigation has two major aims: Firstly to develop a
simple experimental technique that is distinct from and holds some advantages
over other methods previously used to measure CIFs in (Ga,Mn)As. Secondly, to
use this technique to study how the CIFs in (Ga,Mn)As vary with temperature, a
relationship that has previously been investigated but not definitively confirmed.
Establishing an experimental technique that can measure the size of CIFs that
act along different directions, and can be used to study how those CIFs vary as a
function of an external parameter (current density, temperature etc) could prove
useful for future SOT studies with the goal of characterising and optimising the
SOT effect.

4.2 Theory

There is debate in literature about the origins of SOT in magnetic multilayer
structures, whereas the origins of SOT in (Ga,Mn)As are more broadly agreed
upon. This chapter investigates SOT in (Ga,Mn)As only, and as such, further
references to terms like ‘SOT’ and ‘CIFs’ in this chapter are made in the context
of the SOT mechanism in single layer (Ga,Mn)As and not metallic magnetic
multilayers unless specifically stated. The majority of the theory presented in this
section describes the physics behind SOT in (Ga,Mn)As (or III-V DMSs more
generally), with the specific physics behind SOT in magnetic multilayers being
briefly discussed in section 4.2.5.

4.2.1 Spin-orbit coupling from broken inversion symmetry

As discussed in more depth in section 1.2.2.4, at an atomic level, SOC is a relativis-
tic effect that couples the spin and orbital angular momenta of an electron, and is
at the heart of many spintronic phenomena. This type of intrinsic SOC scales with
atomic number, and so heavy elements such as Pt are often regarded as excellent
spintronic materials. In materials that are not inversion symmetric, additional
types of SOC can arise that allow for novel spintronic effects and functionalities.

The concept of inversion symmetry can be thought of by considering the electric
confining potential of a lattice (a periodic array of unit cells). If an observer placed
in the lattice were to see the structure and composition of the surrounding lattice
as being the same in all directions, then the electric potential would also be the
same in all directions. A material with such a symmetric structure would be known
as ‘inversion symmetric’, for example bulk Pt and Si.

Inversion symmetry can be broken in bulk structures without the requirement of
an interface. The zincblende lattice of GaAs is an example of such bulk inversion
asymmetry (BIA), where the symmetry breaking arises because the unit cell of the
lattice structure lacks a centre of inversion symmetry. The zincblende lattice has
the same structure as the diamond lattice of Si with the exception that all lattice
sites are not occupied by atoms of the same charge. An observer at the centre of
each bond in the Si unit cell would see the same arrangement of the same atoms in
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all directions, i.e. the unit cell is invariant under inversion. However, an observer
at the same point in a GaAs unit cell would see a different arrangement of the Ga
and As atoms in different directions, and therefore would experience a different
electric potential in different directions. This BIA causes a type of SOC known
as Dresselhaus SOC. Dresselhaus SOC has two intrinsic forms, one that is linear
with respect to momentum and one that is cubic with respect to momentum. Here
the focus is only on the linear form as previous studies have shown it to be the
dominant Dresselhaus term in SOT experiments[190][191].

As discussed in section 1.2.2.2, the growth strain of (Ga,Mn)As, which corresponds
to the diagonal elements of its strain tensor, results in a tetragonal distortion of
the lattice along the growth direction. This distortion exaggerates the asymmetric
electric potential of the zincblende lattice which leads to an enhancement of the
linear Dresselhaus SOC. In SOT experiments, the contribution of linear Dresselhaus
SOC attributable to growth strain is believed to be more significant than the intrin-
sic contribution of linear Dresselhaus SOC from the symmetry of the unstrained
zincblende lattice. The evidence for this assumption is that the CIFs associated
with linear Dresselhaus SOC are along opposite directions for compressive and
tensile strained DMSs[196] - this sign change agrees with theoretical models for
growth strain contributions to linear Dresselhaus SOC but not intrinsic ones.

In multilayer structures that have a non-symmetric layer arrangement, e.g. CoFeB/Pt,
thin crystalline layers of bulk inversion symmetric materials such as Pt can become
inversion asymmetric near an interface. At such a position, an observer would
see a different structure when looking towards the interface than when looking
away from the interface, and thus there is a gradient in the electric potential in the
growth direction of the structure. This type of breaking of inversion symmetry is
known as structural inversion asymmetry (SIA) and causes a type of SOC known
as Rashba SOC. This mechanism of Rashba SOC tends to only be significant in
spatial regions a few nm’s either side of an interface, and so while the mechanism
can give observable effects in ≈nm thick magnetic multilayers, it may not be
expected to be significant in (Ga,Mn)As layers of tens of nm thickness’ like the
one used in this investigation. However, CIFs with Rashba symmetry have been
previously observed in (Ga,Mn)As[190][196]. It has been shown theoretically that
(Ga,Mn)As under shear strain can yield SOC with Rashba symmetry. Shear strain
is represented by the off diagonal elements of the strain tensor, and physically
it corresponds to compression along one diagonal of a unit cell and elongation
along the other. In model calculations a shear strain of 0.01% is sufficient to
generate Rashba CIFs comparable to those measured in experiment. It must be
noted that shear strain has never been experimentally detected in (Ga,Mn)As[200],
however shear strains of around 0.01% have also been previously used to model
uni-axial magnetic anisotropies[71] and magnetotransport[159] effects that are not
expected by crystalline symmetry. It has been experimentally shown that, like
linear Dresselhaus CIFs, the orientation of Rashba CIFs are also opposite in DMSs
with compressive and tensile growth strain[196].

The physical manifestation of both Rashba and Dresselhaus SOC is an orientation
of the spin of an electron (or hole) in a direction that depends on its momentum
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with respect to the crystalline axes. For Rashba SOC the electron spin is always
orientated perpendicular to is momentum. For linear Dresselhaus SOC the electron
spin is orientated perpendicular to momentum along the <110> axes and parallel
to momentum along the <100> axes[201]. Figure 4.1 shows the spin orientations
given by the Rashba and linear Dresselhaus SOCs.

Figure 4.1: Spin orientations with respect to momentum direction for Rashba (red)
and linear Dresselhaus (blue) SOC.

4.2.2 Non-equilibrium spin polarization

In (Ga,Mn)As, hybridisation of the 4p valence band states with the 3d Mn impurity
states results in an antiferromagnetic alignment between the carrier holes and
Mn moments. Under equilibrium conditions and below Tc, carriers in (Ga,Mn)As
therefore have a finite net steady state spin polarisation. Similarly, the imbalanced
populations of spin sub-bands at the Fermi level in other ferromagnetic materials
have allowed the passing of current through a ferromagnetic layer to become a well
established method of generating a spin polarised current[202][203][204][205].

As Dresselhaus and Rashba SOCs align spins in a direction that depends on their
momentum, they too can lead to a spin polarised current even in the absence
of magnetic ordering. This phenomenon is known as the inverse spin galvanic
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effect (ISGE), sometimes also referred to as the Edelstein effect[206]. Consider a
non-magnetic material which has Rashba SOC (Dresselhaus SOC is ignored for
simplicity) where the carrier spins are aligned according to their momentum, as per
figure 4.1. Under equilibrium conditions there is no net current flow and so carriers
are evenly distributed across all momentum directions on the Fermi surface. As
Rashba SOC is symmetrical with respect to the crystalline axes, the net steady
state spin polarisation of the carriers averages to zero. Applying an electric field to
the material induces a current flow of carriers along a given direction, which can
be considered as a redistribution of carriers on the Fermi surface as they gain a
net momentum. The resulting uneven occupation of the spin-orbit coupled carrier
states means that the net carrier steady state spin polarisation is non-zero. This
scenario describes the intraband contribution to the ISGE which is dominant in
good conductors. In more disordered systems, an interband ISGE contribution
can also play a significant role. In the case of the interband ISGE, a finite net
steady state spin polarisation arises as the electric field polarizes the states on
the Fermi surface so that they are no longer symmetric across it. In real systems
the intraband and interband ISGE contributions act simultaneously, and as both
lead to the same result of a net steady state carrier spin polarisation of the same
symmetry they cannot be experimentally separated.

Figure 4.2: Spin orientations and occupancies of Fermi surface states for a non-
magnetic material with Rashba SOC and current flow along the [110] direction.
Direction of arrows on Fermi surface represent the spin orientation of the state,
magnitude of arrows represents the relative occupancy. Arrow at the centre
represents the net steady state spin polarisation. (a) Intraband ISGE: States along
the [110] direction are more heavily occupied due to momentum shift of carriers
induced by electric field, (b) Interband ISGE: Electric field modifies states so they
are no longer symmetric about the Fermi surface (spin orientation not always
perpendicular to momentum).

For the case of a ferromagnetic material with Dresselhaus/Rashba SOC such as
(Ga,Mn)As, the effect of applying an electric field across the material and the
subsequent ISGE is that the net carrier steady state spin polarisation is no longer
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necessarily aligned in a parallel direction to the magnetization as it is under
equilibrium conditions. This non-equilibrium spin polarisation is illustrated in
figure 4.3(d) for the simplified case of a ferromagnet with Rashba SOC only, and
where only the intraband ISGE is considered.

Figure 4.3: Spin orientations and occupancies of Fermi surface states for a material
with Rashba SOC and in some cases current flow and/or magnetization along
the [110] direction. Only intraband ISGE is considered. Direction of arrows on
Fermi surface represent the spin orientation of the state, magnitude of arrows
represents the relative occupancy. Arrow at the centre represents the net steady
state spin polarisation. (a) Non-magnetic system under equilibrium conditions,
(b) Non-magnetic system with ISGE, (c) Magnetic system under equilibrium
conditions, (d) Magnetic system with ISGE - note in this case the net steady state
spin polarisation is misaligned with the magnetization.

Given its origins, the non-equilibrium spin polarisation from the ISGE should
scale linearly with both SOC strength and current density, the latter having been
previously observed in optical experiments on non-magnetic materials[207][208].
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4.2.3 Torque from non-equilibrium spin polarisation

In (Ga,Mn)As, carrier spin relaxation occurs on a much faster time-scale than
magnetization relaxation[199]. Given that the carrier spins are exchange coupled
to the localised moments, the magnetization can be considered to respond to
the steady state position of the carrier spins. In this scenario the magnetization
dynamics are described by the Landau-Lifshitz-Gilbert equation:

dM

dt
= −γM ×H + αM× dM

dt
+

Jex
gµB

M × δS (4.1)

where M is the magnetization, γ is the gyromagnetic ratio, H is any external field,
α is the Gilbert damping parameter, Jex is the exchange coupling between carrier
holes and local moments, g is the g-factor of the localised d-electrons (g=2), µB is
the Bohr magneton, and δS is the non equilibrium component of the carrier spin
density. The final term in equation 4.1 indicates that when the net steady state
spin polarisation is not aligned parallel or anti-parallel to the magnetization, a
torque will be exerted on the magnetization. This torque is classified as a ‘field-like’
torque as its effect on the magnetization dynamics is analogous to the application
of an external magnetic field. On the pico-second time scale the magnetization will
precess around the spin polarisation (which can be observed in optical spin-orbit
torque experiments[52]) before damping causes it to lie along some new steady
state position. The magnetization can be considered to have been acted on by a
‘SO effective magnetic field’, referred to in this thesis as a current induced field
(CIF), resulting from the non-equilibrium carrier spin-polarisation and the exchange
interaction and parametrised by:

HCIF = − Jex
gµB

δS = −JpdNMnSMn

gµB
δS (4.2)

where Jpd is the antiferromagnetic coupling constant of (Ga,Mn)As, NMn is the
concentration of Mn atoms, and SMn is the spin of the Mn atom (S = 5/2). The
direction of the CIF lies along the direction of the non-equilibrium component of
the spin polarisation, which in turn is determined by the Dresselhaus and Rashba
SOCs. Therefore, the CIF acting on the magnetization can be considered to consist
of two independent CIFs, a Dresselhaus CIF (HD) and a Rashba CIF (HR) which
take the same symmetry as displayed in figure 4.1.

Terms like ‘CIF’, ‘spin-orbit field’, ‘effective field’ etc are used inconsistently across
literature. In this thesis a ‘CIF’ does not describe the momentum dependent internal
field that aligns carrier spins due to the spin-orbit interaction, nor does it describe
an external magnetic field that would be needed generate a (non-equilibrium) spin
polarisation equivalent to that from the ISGE. Here a CIF is the external magnetic
field that would be required to cause the equivalent torque on the magnetization
as that which arises from the non-equilibrium spin polarisation generated from the
ISGE. Without the non-equilibrium spin polarisation or exchange coupling, the
torque on the magnetization would be zero, and so as zero external field would
be needed to produce the equivalent torque, the CIFs as defined in this thesis are
zero without either of these factors.
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4.2.4 Factors affecting CIFs

As the ISGE scales linearly with SOC strength and current density, and the size
of the CIFs acting on the magnetization are linear with the non-equilibrium spin
polarisation generated from the ISGE, the CIFs themselves will therefore also
vary linearly with SOC strength and current density. While the dependence of
CIFs with SOC strength has only been examined theoretically[197][199], the linear
relationship between CIFs and current density in (Ga,Mn)As has been previously
demonstrated in multiple experiments (see section 4.3.1).

Reference [199] predicts that the CIFs in (Ga,Mn)As will be largely independent
of the angle between the magnetization and the current direction, while reference
[197] suggests that the CIFs’ dependence on the angle between magnetization
and current direction increases with increasing warping of the Fermi surface. In
previous experimental measurements of CIFs in (Ga,Mn)As, the size of the CIF has
always been assumed to be independent of magnetization orientation[190][191][196],
an assumption also used in this investigation.

The size of CIFs in (Ga,Mn)As have also been experimentally shown to vary
with temperature[191][209]. These observations and the possible origins of the
relationship between CIFs and temperature are discussed in more depth in sections
4.3.1 and 4.4 respectively.

4.2.5 Additional SOT effects

The discussion so far has related to the field-like CIFs in (Ga,Mn)As that can be
modeled from growth and shear strains as these are the only CIFs relevant to this
investigation. In the interest of completeness, additional types of CIFs that are
associated with SOT will briefly be introduced.

Reference [198] reports the existence of a further type of CIF in (Ga,Mn)As that
acts in the direction out of the sample plane. This CIF is distinct from field-like
CIFs as it produces an anti-damping rather than field-like torque on the magne-
tization, and its origins lie with the same quantum mechanical Berry curvature
mechanism that is responsible for the intrinsic anomalous and spin Hall effects.
The out of plane anti-damping CIF requires the generation of an interband type
non-equilibrium spin polarisation that is non-collinear with the magnetization
orientation, and so both in-plane field-like and out of plane anti-damping-like CIFs
can occur simultaneously in (Ga,Mn)As.

SOT has been extensively investigated in magnetic multilayer systems, typ-
ically consisting of a heavy non-magnetic metal interfaced with a ferromag-
netic metal[192][193][210][211][212]. These systems have several advantages over
(Ga,Mn)As for use in SOT experiments, including their high conductivities which
allow for large current densities to be achieved, and a greater ability to tailor
magnetic properties to enhance switching efficiency. However, the structure of such
multilayers makes it difficult to uncover the microscopic origin of the SOT effect.
Two main contributions are usually considered. Firstly, due to the structural
asymmetry an intrinsic Rashba SOC arises at the interface between the magnetic
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and non-magnetic layers which can penetrate into a significant portion of the thin
ferromagnetic layer, allowing for the ISGE and associated CIF on the magnetization.
Secondly, current flowing through the non-magnetic layer generates a transverse
spin current due to the spin Hall effect (SHE) which is injected to the ferromagnetic
layer, causing a STT on its magnetization. In this investigation (and generally in
(Ga,Mn)As samples), current only flows through the single (Ga,Mn)As layer and
so a SHE-STT type CIF is not possible.

4.3 Experiment

This section presents the experimental method used in this investigation to mea-
sure CIFs in (Ga,Mn)As. A brief overview of previous experimental studies of
CIFs in (Ga,Mn)As is given to outline existing measurement techniques and the
results established from these measurements. The experimental technique in this
investigation is then described in detail and compared to the existing measurement
techniques, and Hall bar design and sample choice are considered. Finally, an
anomalous Nernst effect signal detected in the CIF measurements is presented and
characterised.

4.3.1 Previous experimental studies of CIFs in (Ga,Mn)As

4.3.1.1 Measurement techniques

In addition to the present study, there have been to date five published experimental
studies of CIFs in (Ga,Mn)As using two distinct experimental techniques. The first
of these is the ‘weak field rotation technique’ used in references [190], [191], and
[119]. Here a large current density is applied to a (Ga,Mn)As sample to generate
CIFs, and a non-saturating external field is rotated in the sample plane, so the
magnetization orientation depends on the strength and orientations of the external
field, anisotropy field, and CIFs. Magnetization orientation is tracked by the planar
Hall effect (PHE), and at some angle of external field the magnetization will begin
to switch from one easy direction to another. By comparing the switching angles
for positive and negative applied current, the size of the CIFs can be inferred
from a geometrical relation between the angle of the external field at the start
of the magnetization switching, the angle of the magnetization at the start of
the magnetization switching, and the external field strength. The strength of the
magnetic anisotropy is indirectly considered within this geometrical relation. The
magnetization switching used to infer the CIFs appears to be domain-like switching
in references [190] and [119], whereas it is claimed to be single-domain coherent
switching in reference [191], achieved by ensuring the external field strength is
greater than the anisotropy field.

The second technique, named ‘spin-orbit ferromagnetic resonance (SO-FMR)’,
utilizes resonant excitation of the magnetization of the (Ga,Mn)As sample by
passing a microwave-frequency current through it, and is used in references [196]
and [198]. SO-FMR differs from conventional FMR experiments in that it is
the CIFs from the SOT mechanism that drive the magnetization precession as
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opposed to an external time-varying field, while the magnetization dynamics are
detected through anisotropic magnetoresistance (AMR) rather than microwave
absorption. Microwave frequency ac current is passed through the (Ga,Mn)As
sample, which generates time varying CIFs that drive magnetization precession,
resulting in a time-varying longitudinal resistance due to AMR. The frequency of
the longitudinal resistance is equal to that of the ac current and so a dc voltage is
generated across the sample, the magnitude of which depends on the amplitude of
the magnetization precession and its phase with respect to the ac current. The
resonant frequency of the magnetization and therefore magnitude of the dc voltage
across the sample varies as an external field is swept, resulting in a lineshape
profile, the peak of which consists of symmetric and antisymmetric Lorentzian
components that depend on out of plane and in-plane CIFs respectively. A fitting
procedure can then be applied consistently to the field sweep lineshapes across
several external field orientations to obtain the magnitude and orientations of the
CIFs generated by the ac current (see supplementary information of reference [196]).

4.3.1.2 Experimental findings

References [190], [191], [196], and [119] investigate (Ga,Mn)As samples with Mn
concentration in the range of 5%-8%, and all confirm a linear relation between CIF
magnitude and current density, with a CIF per current density ratio of the order
1Oe per MA/cm2. In references [190] and [191] the Dresselhaus and Rashba fields
cannot be separated, whereas in references [196] and [119] they are independently
evaluated by the nature of the SO-FMR measurement and the use of Hall bars along
different current directions respectively. In both cases it is seen that Dresselhaus
to Rashba field ratio is around 3:1. Reference [191] measures a linear combination
of the Dresselhaus and Rashba fields as a function of temperature and observes
that the CIFs increase with increasing temperature by a factor of around 3 from
30K-110K. An unpublished study[209] of the variation of the Dresselhaus and
Rashba fields assessed independently with temperature as measured by SO-FMR
shows both fields increase with increasing temperature, again by a factor of around
3 over a 5K-130K temperature range. Reference [196] also measures the CIFs in a
tensile-strained (Ga,Mn)(As,P) sample, and it is seen that both the Dresselhaus
and Rashba CIFs take opposite orientations as to the case of compressively-strained
(Ga,Mn)As, the magnitude of the CIFs are larger than in (Ga,Mn)As, and that
the Rashba fields are much closer in magnitude to the Dresselhaus fields than they
are for (Ga,Mn)As. Finally, in reference [198] the anti-damping like out of plane
CIF is identified using SO-FMR and is seen to have a comparable magnitude to
the field like in-plane CIFs, as well as the expected symmetry with respect to the
Dresselhaus and Rashba fields.

4.3.2 Method

The technique used in this investigation to obtain the CIFs in (Ga,Mn)As, referred
to as the ‘field sweep technique’, consists of two components: PHE experimental
measurements while sweeping an external field, and numerical fitting to the ex-
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perimental data using a single magnetic domain model. This section describes
the measurement procedure in the context of measurements made on the 12% Mn
doped, optimally annealed, 25nm thick (Ga,Mn)As Hall bar sample studied in this
investigation, but the principles are applicable to a range of DMS samples.

4.3.2.1 Experimental measurement

At a given temperature, a constant dc current of density 1.26MA/cm2 was passed
from the source to drain contact of the (Ga,Mn)As Hall bar (‘positive’ current),
and both the longitudinal (Rxx) and transverse (Rxy) resistances were measured
using a standard 4-probe configuration. The magnitude of this current density is
similar to those reported in references[190][191] and is sufficient to produce CIFs
of detectable sizes in the (Ga,Mn)As sample. With the positive current applied
and Rxy being recorded continuously, an external field was swept in the plane
of the sample from -4kOe to +4kOe at angles of 0o, 45o, 90o, and 135o to the
direction of the Hall bar channel in separate measurements. The current direction
was then reversed (‘negative’ current), and the field sweeps along the four in-plane
directions were repeated. Unlike other measurements in this thesis where the angle
of the in-plane external field is varied by rotating the magnetic field around the
sample, in these measurements the sample itself is rotated (by a rotatable sample
probe header) in the plane of the field, the direction of which is held constant.
This allows the component of the external field applied out of the sample plane to
be minimised by rotating the external magnet. Overall this approach allows less
control of the in-plane field direction, but greater control of the out-of-plane field
direction.

As discussed in more detail in chapter 3, Rxy that arises from the PHE is sensitive
to the orientation of the magnetization with respect to the current direction, i.e.
the PHE is a probe of the magnetization orientation. The PHE can therefore be
used to detect magnetic fields that act on the magnetization. An example of the
variation of Rxy as the external field is swept along the four in-plane directions
is shown in figure 4.4.(a). Here positive current flows along the [100] direction.
The figure is typical of the PHE behaviour of a ferromagnet with in-plane uni-
axial anisotropy rotating its magnetization to an opposite orientation, and can
be described in the six stages indicated on the figure by considering the different
fields that act on the magnetization: Hext (external field), HU (uni-axial anisotropy
field), HC (cubic anisotropy field), HR (Rashba CIF), and HD (Dresselhaus CIF).
In the experimental set up used, the earth’s magnetic field (Hearth) also acts on
the sample during measurements, with its component in the plane of the sample
always being perpendicular to Hext, however for reasons discussed in section 4.3.2.2
it is ignored in this analysis. For a given measurement, Hext varies while HU , HC ,
HR, and HD remain constant. At any point in a field sweep the magnetization
orientation depends on the relative sizes and directions of the five different fields.
From the subsequent fitting analysis it is found that HU is around 1 order of
magnitude larger than HC and around 2 orders of magnitude larger than HD and
HR across the measured temperature range, but within the limits of this experiment
contributions from all of the fields are detectable. Consider the case of field being
swept along the [110] hard axis (135o/315o to the current direction), shown by the
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red markings and arrows in figure 4.4, for different stages in the sweep indicated
by the red numbers in the figure.
• 1. Hext is much larger than all the other fields, and so the magnetization is
saturated in the direction of Hext.
• 2. As Hext is swept from -4kOe towards zero, HU , and to a lesser extent HC ,
HR, and HD become increasingly important, and the magnetization orientation
depends on the relative sizes and directions of all of the fields, but Hext and HU

are most significant.
• 3. Hext is nearly at zero and the magnetization lies nearly parallel to the [110]
direction of the easy axis, but contributions from HR and HD do cause a measurable
tilt on the magnetization.
• 4. As Hext passes through zero, the magnetization rotates in-plane across the
hard axis and towards the opposite easy axis direction, [110], with HR and HD

again making a measurable contribution to its orientation.
• 5. and 6. Hext goes towards +4kOe and becomes the increasingly dominant
factor in the magnetization orientation as tilts from HR and HD become more
suppressed.

Figure 4.4: (a) Rxy against Hext for current along the [100] crystalline direction
and Hext along various in-plane crystalline directions. Arrows indicate direction of
magnetization at given point during the field sweep. (b) Direction of crystalline
axes/field sweep directions, (c) Direction of current as well as anisotropy and
current induced fields.

In order to extract the CIF contributions to the magnetization switching behaviour
it is necessary to repeat the same field sweep measurement for positive and negative
currents. While Hext, HU , and HC are all independent of current direction, both
HR and HD act in opposite directions for opposite directions of current flow. The
PHE has a 180o symmetry, and so the effects of Hext, HU , and HC give identical
contributions to Rxy for both positive and negative current directions, whereas
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HR and HD can give opposite contributions to Rxy for opposite current direc-
tions. Ignoring thermal voltages that can be factored out (see section 4.3.6), for
a given field sweep, subtracting the negative current Rxy data from the positive
current Rxy data gives a difference in Rxy (∆Rxy) that depends only on HR and HD.

∆Rxy due to the CIFs is more apparent in some geometries than others for two rea-
sons. Firstly, if the CIFs are parallel/anti-parallel to the magnetization they will not
cause a tilt in its orientation that would give a direct contribution to ∆Rxy, though
they will make it easier or harder for other fields to reorientate the magnetization.
Secondly, if the magnetization is at a 45o/135o/225o/315o angle to the current, a
small tilt either side of this orientation will give the same change in Rxy due to the
symmetry of the PHE, i.e. ∆Rxy is zero. Nevertheless, the effects of the CIFs on
∆Rxy are sufficiently distinguishable when the whole sweep is considered for all
geometries, and this allows for the consistent fitting across all four external field
sweep directions in the second part of the field sweep technique of this investigation.

4.3.2.2 Numerical fitting

The second part of the field sweep technique to measure CIFs in (Ga,Mn)As is
numerical fitting to the field sweep data sets. For the fitting procedure, (Ga,Mn)As
is assumed to have single domain ferromagnetism, and its magnetic free energy
density is modelled by the equation:

U = HUsin
2θ−HC

4
sin22θ−Hextcos(θ−θH)−Heff1cos(θ−θI−

π

2
)−Heff2cos(θ−θI)

(4.3)
where U is the magnetic energy density, HU is the in-plane uni-axial anisotropy
field, HC is the in-plane cubic anisotropy field, Hext is the external field, Heff1

is the CIF perpendicular to the magnetization, Heff2 is the CIF parallel to the
magnetization, θ is the magnetization angle with respect to the uni-axial easy
axis [110], θH is the external field angle with respect to the uni-axial easy axis
[110], and θI is the current direction angle with respect to the uni-axial easy axis
[110]. The equilibrium position of the magnetization will be that with the lowest
associated energy cost when all the fields acting on it are considered, i.e. θ which
minimises equation 4.3.

The magnetization orientation of the (Ga,Mn)As sample during the field sweep
measurements can be inferred from the PHE, which varies as sin(2θ − 2θI). The
Rxy signal contains contributions from the PHE, the anomalous Nernst effect (ANE
- again see section see section 4.3.6), and Rxx due to an unintentional misalignment
of the transverse Hall probes, and is given by:

Rxy = APHEsin(2θ − 2θI) + AANEcos(θ − θI) +Rmis (4.4)

where APHE is the PHE amplitude, AANE is the ANE amplitude, and Rmis is the
Rxx contribution to Rxy from misalignment. For a given set of input fields, equation
4.3 is minimised at discreet steps for a varying Hext to obtain the magnetization
orientation, and the corresponding Rxy value is generated from equation 4.4. This
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process yields model Rxy field sweep plots which are then compared with those
obtained from experiment. This is the basis of the procedure used to fit to the
experimental data. All fits were performed using the ‘Rashbatorque’ MATLAB
code edited by Dr Kevin Edmonds.

For a given current direction and temperature there are four experimental Rxy

∆Rxy and against Hext plots corresponding to the four field sweep directions. The
key to the fitting procedure is to establish a fixed value for each of the free vari-
ables from a trial and error style method so that when all variables are fixed the
model Rxy and ∆Rxy against Hext plots for all four field sweep directions have
the best least squares agreement with the experimental plots. To obtain some
of the variables in the fitting procedure it is preferable to discard the effects of
the CIFs. This is done in the model plots by setting Heff1 and Heff2 to zero,
while for the experimental data it is necessary to average the positive and negative
current Rxy against Hext plots. The variables of APHE, Rmis, and θH and θI (which
will both be subject to a slight experimental misalignment) are relatively easy to
obtain from fitting to the Rxy against Hext plots. With these variables set a more
rigorous simultaneous variation of HU and HC is performed to determine their
values. AANE is found by a simple fit to high field regions of the ∆Rxy against
Hext plots. Finally, Heff1 and Heff2 are determined by rigorously fitting to the
∆Rxy against Hext plots. For the [110] and [110] current directions Heff2 is set to
zero in accordance with the expected symmetry of the CIFs and thus only Heff1

needs to be varied, while for the [100] current direction Heff1 and Heff2 are varied
simultaneously. The fitting procedure makes three key assumptions:
1. The magnetization remains single domain throughout the field sweep (which is
valid for all regions except Hext ≈ 0 where domain switching takes place[213]).
2. The sizes of the CIFs do not vary with angle between magnetization and current.
3. Any out of plane CIF does not influence the magnetization dynamics during
the field sweep, so out of plane CIFs can be ignored in the fitting.

The magnitude of Hearth that acts in the sample plane during the field sweep
technique was measured with a Gaussmeter to be around 0.2Oe, a magnitude
comparable to the values of HR obtained in this experiment, but 1 and 2 orders
of magnitude smaller than the obtained values HC , and HU respectively. The
component of Hearth acting out of the sample plane is negligible and not large
enough to affect the magnetization orientation given the strong in-plane anisotropy
of the (Ga,Mn)As sample used in the experiment. While the effects of HR on
magnetization are distinguishable in the Rxy against Hext data sets (for a single
current direction), HR cannot be accurately obtained through fitting to these plots
as the shape of Rxy is dominated by the much larger Hext, HU , and HC fields
(hence why HR is obtained from fits to the ∆Rxy against Hext data). Hearth does
not change with current polarity, and therefore its effects on magnetization are only
apparent in the Rxy against Hext data sets. However, like HR, the small magnitude
of Hearth means that a satisfactory fit of Rxy against Hext can be achieved without
including a Hearth term in equation 4.3. As Hext, HU , and HC can be consistently
obtained without accounting for Hearth, this justifies the neglect of Hearth in the
fitting and analysis of this experiment.
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4.3.3 Comparison with existing techniques

The field sweep technique has some similarities to the weak field rotation technique
used in references [190], [191], and [119]. Both techniques apply large positive
and negative currents to generate oppositely orientated CIFs and use the PHE
to monitor their effects on the magnetization orientation, and in both techniques
the magnetization orientation depends on the interplay of Hext, HU , HC , HR, and
HD. There are also differences between the two techniques. Firstly, in the weak
field rotation technique the CIFs are inferred from a geometrical argument relating
to various angles between magnetization, current, and Hext at the starting point
of domain switching of the magnetization, whereas in field sweep technique the
CIFs are inferred from consistent fits to experimental data over a finite (≈ 2kOe)
field range where coherent magnetization rotation is observed. Secondly, in the
weak field rotation technique, the strength of the magnetic anisotropy appears
to only be indirectly considered within the geometrical formulation to obtain
the CIFs, however in the field sweep technique the it is evaluated independent
of the CIFs for each measurement. As the magnetic anisotropy of (Ga,Mn)As
changes with temperature, as well as the strength of domain pinning fields, the
field sweep technique therefore seems a more appropriate method to use to study
the temperature dependence of the CIFs.

The field sweep technique is more distinct when compared to SO-FMR, but again
it does have a few similarities, namely the use of AMR to track the magnetization
dynamics, as well as the use of experimental field sweeps along several in-plane
orientations and consistent numerical fits to the data sets to obtain the value of the
CIFs. However, SO-FMR is fundamentally different to the field sweep technique;
in SO-FMR the time-varying CIFs drive a continuous magnetization precession
- the amplitude and phase of which is measured via a frequency mixing effect of
the supply current and AMR signals, whereas in the field sweep technique the
static CIFs torque the magnetization to a steady state equilibrium position (as the
magnetization precession is damped) which is detected by long time-scale PHE
measurements. In SO-FMR all orientations of CIFs must be considered as these
can lead to magnetization precession around a constant vector position, but in
the field sweep technique only CIFs in directions that will give a steady state
change in magnetization orientation need to be accounted for. For a sample with
strong in-plane magnetic anisotropy, SO-FMR is capable of detecting out of plane
CIFs while the field sweep technique is not. Additionally, the requirement of
magnetization precession rather than reorientation means that SO-FMR is capable
of detecting CIFs an order of magnitude smaller than the field sweep technique.
The advantage of the field sweep technique over SO-FMR is in the greater simplicity
of the experimental measurement method and numerical fitting procedure.

4.3.4 Choice of sample

As discussed in section 1.2, there are several ways in which the properties of
(Ga,Mn)As can be tuned, and so there is a degree of control in selecting a (Ga,Mn)As
sample with characteristics appropriate to a given experiment. The three most im-
portant characteristics of the (Ga,Mn)As sample to consider for a SOT experiment
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are the sample conductivity, magnetic anisotropy, and the strength of SOC.

• Conductivity: CIFs are known to scale linearly with current density, and
so in most cases a relatively high conductivity is desirable in order to perform
measurements with higher current densities, thus yielding larger CIFs which should
be easier to detect without the experimental issues that arise from Joule heating.
Generally conductivity increases with increasing Mn doping up to concentrations
of around 5%[55], while annealing (Ga,Mn)As from an as-grown state is also a well
established technique to increase conductivity[123].
•Magnetic anisotropy: In principle the field sweep technique should be equally
applicable to samples with in-plane uni-axial or bi-axial magnetic anisotropy as
both uni-axial and cubic anisotropy fields are included in equation 4.3. However,
in the case of strong uni-axial anisotropy, the magnetic switching behaviour be-
comes simpler to model, and so HU and HC are easier to determine from the
trial and error style fitting method. Having a strong in-plane anisotropy is also
beneficial when considering the influence that any out of plane CIF could have on
the magnetization. If the in-plane anisotropy is sufficiently large, an out of plane
CIF should not influence the magnetization reorientation process, and hence it
can be neglected from the fitting analysis which greatly simplifies the procedure.
Optimally annealed (Ga,Mn)As samples with higher Mn doping concentrations
grown on GaAs (or any other substrate/buffer that promotes compressive strain in
the layer) tend to favour an in-plane uni-axial anisotropy[73][71][62].
• SOC: Stronger SOC should lead to a larger ISGE, and hence larger CIFs that act
on the magnetization. Linear Dresselhaus SOC varies with tetragonal strain, while
shear strain can theoretically account for Rashba SOC. Straining the (Ga,Mn)As
sample can therefore potentially increase the strength of the CIFs. In (Ga,Mn)As,
strain can be manipulated by choice of substrate[214] or use of an external trans-
ducer[76], but varying the Mn concentration can be another (less drastic) method
of varying the strain, owing to the different sizes of the Ga and Mn atoms[115].

Taking the above mentioned factors into consideration, an optimally annealed,
12% Mn doped, 25nm thick (Ga,Mn)As sample (Mn440) was chosen for the
experiment due to its relatively high conductivity, uni-axial magnetic anisotropy
at all temperatures up to Tc, and large Mn doping which may lead to an increased
Dresselhaus style SOC. The high Tc of the sample (170K) also allows for a wide-
ranging temperature dependence study.

4.3.5 Hall bar design and temperature control

Preliminary measurements in this investigation were performed on 50µm wide,
1140µm long Hall bars of the Mn440 sample. A relatively large current needed to
be applied through the bar to achieve a current density of the order of 1MA/cm2,
and this caused significant Joule heating, as indicated by the increase in Rxx. As
discussed in section 4.3.6, current-induced heating is detrimental SOT experiments.
To reduce the applied current needed to achieve a 1MA/cm2 current density, new
Hall bar structures were fabricated to reduce the conducting channel width and
length within the limits of optical lithography and wet etching. Hall bars of various
dimensions were designed using the Wavemaker software package, and etch and
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contact photomasks were produced by JD Phototools. After processing and testing
multiple Hall bars, it was found that a ‘two arm’ Hall bar of width 10µm and
length between contacts of 10µm was the most suitable for the SOT investigation
due to the combination of significantly reduced sample heating and reasonably
small contact misalignment.

The sample temperature can be inferred from the value of Rxx, and reflects the
temperature of the carriers rather than the lattice. When applying a 1.26MA/cm2

current density to the 10µm dimension Hall bars, the sample temperature imme-
diately increased by around 10K-15K but quickly saturated. A slow calibration
temperature sweep was performed on the sample with a low current density applied
where the effects of sample heating are negligible. The cryostat sample space
temperature, given by a thermocouple placed next to the sample, was varied and
Rxx of the sample recorded. The slow scan speed and low applied current give
confidence that the temperature of the thermocouple is approximately the same as
that of the sample, and thus the sample resistance can be used as a sample tem-
perature gauge. The sample temperature could then be varied by controlling the
cryostat sample space temperature, bearing in mind that for high applied current
density there will always be an offset between the sample and cryostat temperatures.

4.3.6 Vertical temperature gradient and anomalous Nernst
effect

Observing the effects of the CIFs in the field sweep technique experiment relies on
the PHE contribution to the Rxy signal being different for positive and negative
applied currents. Ideally the PHE should be the only contribution to the Rxy

signal, and the combination and symmetry of the PHE and CIFs should be the
only contribution to the ∆Rxy signal. Experimentally there is another contribution
to the ∆Rxy signal which can be seen in the field sweep data, the size of which
is larger than that from the PHE/CIFs. Further study of this additional ∆Rxy

signal shows that it arises due to the ANE.

The ANE is the thermoelectric counterpart of the AHE (see section 1.3.3.2), and
has been observed in (Ga,Mn)As[85] and various ferromagnetic metals[215][216],
multilayer structures[217], spinel materials[218][219], and perovskites[220]. It is
a SOC phenomenon, and the microscopic physics behind the effect is similar
to the AHE (asymmetric deflection and/or scattering of spins), however in the
ANE the charge separation is induced by a temperature gradient (thermoelectric
effect) rather than an electrical current. The ANE has the same symmetry as
the AHE but with the temperature gradient replacing the current flow, i.e. in
conducting ferromagnetic material with significant SOC, a temperature gradient
will generate a voltage that varies with the cross product of the magnetization
orientation and the direction of the temperature gradient. While the AHE is
nearly always measured experimentally in a ‘current in-plane/magnetization out
of plane’ geometry, the ability to establish sizeable temperature gradients both in
and out of the sample plane have lead to reports of the ANE in both ‘temperature
gradient in-plane/magnetization out of plane’[85] and ‘temperature gradient out of
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plane/magnetization in-plane’ geometries[216].

4.3.6.1 Appearance of non-PHE signal in field sweep data

From symmetry considerations, it is clear that PHE/CIFs are not the only con-
tribution to the ∆Rxy signal observed in the experimental field sweep data. For
example, consider the ∆Rxy against Hext plots, where Hext is swept along the [110]
direction, shown in figures 4.5 and 4.6 for the cases of current along the [110] and
[100] directions respectively. Each plot shows evidence of the behaviour of the ∆Rxy

signal that is inconsistent with the expected PHE/CIFs contribution, confirming
the presence of an additional contribution to the ∆Rxy signal. For the geometry
of the figure 4.5 plot, the magnetization remains parallel/antiparallel to the [110]
direction at all points during the field sweep, and so the effect of the CIFs is always
to tilt the magnetization either side of the [110] direction for positive/negative
applied current. Due to the PHE symmetry, this should increase/decrease Rxy, and
hence give a finite ∆Rxy signal. As Hext increases, the tilt on the magnetization
from the CIFs will be reduced, thus also reducing ∆Rxy, and this behaviour is seen
as Hext is swept between -1kOe to +1kOe. As Hext increases further, ∆Rxy would
be expected to continue to decrease to zero as the magnetization becomes fully
saturated by Hext. Instead ∆Rxy approximately saturates to a finite value at Hext

≈ 1kOe, and remains constant as the magnitude of Hext increases, suggesting that
the PHE/CIF contribution is not responsible for the ∆Rxy signal in the high field
limit. For the geometry of the figure 4.6 plot, again the magnetization remains
parallel/antiparallel to the [110] direction at all points during the field sweep, but
in this case the current is at a 45o angle to the magnetization. While the CIFs
should tilt the magnetization either side of the [110] direction for positive/negative
current, the symmetry of the PHE is such that the opposite tilts will give the same
change in the Rxy signal, and so there should be no ∆Rxy signal from the PHE. The
observed presence of a finite ∆Rxy signal across the entire field range again indi-
cates that there is an additional contribution to the ∆Rxy signal besides PHE/CIFs.
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Figure 4.5: ∆Rxy against Hext for current along the [110] direction and Hext along
the [110] direction at a sample temperature of 71K. Red circles are measured data
points, blue line is the fit.
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Figure 4.6: ∆Rxy against Hext for current along the [100] direction and Hext along
the [110] direction at a sample temperature of 101K. Red circles are measured data
points, blue line is the fit.

4.3.6.2 Characterisation of ANE signal

In order to identify the source of the additional ∆Rxy signal and characterise its
behaviour, field rotation measurements were performed on the Mn440 (Ga,Mn)As
sample as a function of current density, external field magnitude, current direction,
and temperature. For the majority of the these measurements the magnitude of the
external field used is 20kOe as this is sufficient to ensure the magnetization tracks
the external field as well as negating any effects the CIFs have on it. The external
field was rotated 360◦ in the plane of the sample in 5◦ steps, with positive current
applied and Rxy and Rxx being recorded. The process was then repeated but with
negative current applied, and so the difference of the positive and negative current
field sweep data sets gives ∆Rxy and ∆Rxx as a function of the angle between
current and magnetization. The ∆Rxy results are shown in figures 4.7-4.10:

117



Figure 4.7: ∆Rxy as a function of angle between current and magnetization for
various current densities. Measurements are for the Mn440 sample with current
along the [110] direction, at a sample temperature 119K, and with an external field
magnitude of 20kOe.
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Figure 4.8: ∆Rxy as a function of angle between current and magnetization for
external fields of magnitude 20kOe (black) and 5kOe (red). Measurements are for
the Mn440 sample with current along the [110] direction, at a sample temperature
119K, and a current density of 1.26MA/cm2.

Figure 4.9: ∆Rxy as a function of angle between current and magnetization for
current along the [110] (black) and [110] (red) directions. Measurements are for the
Mn440 sample at a sample temperature 119K, a current density of 1.26MA/cm2,
and with an external field magnitude of 20kOe.
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Figure 4.10: ∆Rxy as a function of angle between current and magnetization
for various sample temperatures. Measurements are for the Mn440 sample at a
sample temperature with current along the [110] direction, a current density of
1.26MA/cm2, and with an external field magnitude of 20kOe.

For the following analysis, the ∆Rxy contribution from PHE/CIFs is assumed to
be suppressed by the large external magnetic field. The main findings from the
characterisation measurements are:
• Figures 4.7-4.10 all show the general trend that ∆Rxy varies as cos(φ), where φ
is the angle between the current and magnetization.
• Figure 4.7 demonstrates that the magnitude of ∆Rxy increases approximately
linearly with increasing current density.
• Figure 4.8 confirms that ∆Rxy remains constant with external field magnitude,
which is consistent with the high field regions of the field sweep technique data.
• The data for the [110] and [110] current directions measured in figure 4.9 along
with [100] and [010] current directions (measured separately and not shown) show
that ∆Rxy is independent of current direction with respect to the crystalline axis.
• The magnitude of ∆Rxy has an anomalous temperature dependence as seen in
figure 4.10.

To investigate the temperature dependence more closely, field rotations at various
sample temperatures were also performed on a 2% Mn doped, 50nm thick, optimally
annealed (Ga,Mn)As sample (Mn250). The magnitude of ∆Rxy as a function of
temperature for both Mn440 and Mn250 samples is displayed in figure 4.11:
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Figure 4.11: Magnitude of ∆Rxy as a function of temperature for Mn250 (black)
and Mn440 (red).

Figure 4.11 shows that the anomalous temperature dependence of ∆Rxy follows a
similar trend for both samples: An initial sharp increase in ∆Rxy with temperature,
followed by a slower increase in ∆Rxy with temperature up to a point around Tc,
and finally a fairly sharp decrease in ∆Rxy to zero with temperature from the point
around Tc. It is also apparent from figure 4.11 that the magnitude of ∆Rxy in
Mn250 is roughly double that of Mn440. As ∆Rxy remains present above Tc, to
gain further insight into its origin field rotation measurements were performed on
Mn250 at a sample temperature above Tc for external fields of magnitudes 20kOe
and 5kOe, as shown in figure 4.12:
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Figure 4.12: ∆Rxy as a function of angle between current and magnetization for
external fields of magnitude 20kOe (black) and 5kOe (red). Measurements are for
the Mn250 sample with current along the [110] direction, at a sample temperature
148K, and a current density of 1.26MA/cm2.

Unlike measurements below Tc, above Tc it can be seen that the size of ∆Rxy does
depend on the magnitude of the external field.

All of the above trends relate to the ∆Rxy signal, but in some of the field rotation
measurements a sin(φ) trend in the ∆Rxx signal (that is the difference between
Rxx for positive and negative current) is also seen. This trend in the ∆Rxx signal
is harder to observe than trends in the ∆Rxy signal as Rxx is more susceptible
to drift of the sample temperature than Rxy. Only in measurements with a very
stable sample temperature does the sin(φ) trend become apparent. An example of
the ∆Rxx signal compared with the ∆Rxy signal is shown in figure 4.13:
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Figure 4.13: ∆Rxx (black) and ∆Rxy (red) as a function of angle between current
and magnetization for an external field of magnitude 20kOe. Measurements are for
the Mn250 sample with current along the [110] direction, at a sample temperature
84K, and a current density of 1.26MA/cm2.

All the observations from the field rotation measurements are consistent with ∆Rxy

and ∆Rxx arising due to the ANE, i.e. an induced voltage (VANE) that is orthog-
onal to both the magnetization and a temperature gradient, where in this case
the temperature gradient is out of the plane of the sample (vertical temperature
gradient). The temperature gradient, and therefore VANE, are independent of
current polarity and so as R = V/I, Rxy and Rxx will change sign with changing
current polarity, giving finite ∆Rxy and ∆Rxx values. VANE is orthogonal to the
magnetization in the sample plane, and so the component of the VANE sensed by
the transverse and longitudinal voltage probes varies sinusoidally (with a 90◦ phase
shift) with the angle between the magnetization and Hall bar (current) direction.

The evidence for the observed ∆Rxy signal arising from the ANE/vertical tem-
perature gradient mechanism is the existence of a ∆Rxx signal and the respective
symmetries of the ∆Rxy and ∆Rxx signals. Additionally, the trends shown in
figures 4.8, 4.9 and 4.12 can also support an ANE explanation for ∆Rxy as they
show that ∆Rxy depends on magnetization and not external field, and that it
does not depend on crystalline orientation. The similarity in the temperature
dependence of ∆Rxy to the transverse Seebeck coefficient of (Ga,Mn)As in reference
[85] would also be convincing evidence for the ANE if the size of the temperature
gradient is independent of the lattice temperature, however there is insufficient data
to determine whether this is the case. The fact that the Mn250 sample, which is
twice the thickness of the Mn440 sample, gives a ∆Rxy signal that is approximately
twice as large may support the involvement of the vertical temperature gradient in
the explanation of ∆Rxy (reference [85] shows that the magnitude of the ANE is
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relatively independent of Mn concentration so only the different thicknesses of the
samples is considered in this suggestion).

4.3.6.3 Vertical temperature gradient

A very rough estimate of the size of the vertical temperature gradient can be ob-
tained by assuming a maximum transverse Seebeck coefficient for the (Ga,Mn)As
layer of 8µV/K (see reference [85]) and a maximum ANE voltage generated across
the 10µm wide Hall bar of the 25nm thick Mn440 (Ga,Mn)As sample of 210µV
(V=0.07Ω/3mA). Using the equation ∆Tz = -(∆Vxy × dz)/(Sxy × dy), where ∆Tz
is the temperature difference, Sxy the transverse Seebeck coefficient, dz is the
length along which the temperature difference occurs (sample thickness), and dy is
the length across which the voltage is generated (sample width), a temperature
difference is obtained of 0.07K across the 25nm thick layer, so a temperature
gradient of 3x106K/m. A temperature difference of tens of mK over only tens
of nanometres may seem unrealistically large. Intentional lateral temperature
differences of up to 4K over the several millimetres have previously been reported
in (Ga,Mn)As layers[221][222][136], i.e. temperature gradients that are around 4
orders of magnitude less than those inferred from this experiment, while intentional
vertical temperature gradients of “a few” K/m to 8000K/m have been reported in
Py on MgO substrate[216], Py on Si substrate[223], Y3Fe5O12[224], graphene on
SiO2[225], and (Mn,Zn)Fe2 O4[226], again all significantly less than the estimated
vertical temperature gradient in (Ga,Mn)As reported in this experiment.

The striking difference in the size of the vertical temperature gradient in this
experiment compared with the vertical and horizontal temperature gradients from
the above referenced literature can be explained by their different origins. The ref-
erenced temperature gradients are all established by a similar method of thermally
contacting one side of the material to a heat source and the other to a heat sink.
The material’s lattice temperature at the heat source contact is greater than its
lattice temperature at the heat sink contact, and so there exists a thermal gradient
in the lattice temperature across the material. Thermoelectric phenomena depend
upon the temperature of the charge carriers (Tcarrier) rather than the temperature
of the host lattice (Tlattice). Considering lattice heating only, the carriers are
approximately in thermal equilibrium with the lattice, Tcarrier ≈ Tlattice, and so a
gradient in Tcarrier simply reflects a gradient in Tlattice.

In this chapter’s experiment, carriers in the (Ga,Mn)As samples are directly heated
by the applied electric field as well as by the lattice. The induced current flow
gives the carriers additional kinetic energy, i.e. they are hot carriers that are out
of thermal equilibrium with the lattice. For measurements at all temperatures,
the (Ga,Mn)As sample either sits in liquid He or is immersed in a liquid He flow,
and this allows any Joule heating of the lattice to be quickly dissipated to the
surrounding environment. At all temperatures Tlattice is therefore assumed to be
close to the cryostat sample space temperature despite the large applied current
density. It is also assumed there is no significant gradient in the lattice temperature
across the (Ga,Mn)As layer. If not a gradient in Tlattice, what causes the vertical
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gradient in Tcarrier needed to explain the ANE signal? The assumed mechanism is
as follows: The hot hole carriers can lose energy via interactions with the lattice,
thereby emitting phonons. Carriers can also scatter off phonons or reabsorb them.
As one side of the (Ga,Mn)As layer is a free surface, and the other is epitaxially
bonded to the substrate, the phonon distribution within the (Ga,Mn)As layer will
be non-isotropic, and on average phonons will be propagated towards the substrate.
As the degree to which carriers emit, scatter off, and reabsorb phonons is dependent
on their vertical position in the lattice, Tcarrier will also vary with vertical lattice
position, and so there will be a vertical gradient in Tcarrier in the (Ga,Mn)As layer.
The significantly lower energy scales needed to heat a carrier compared to heating
an atom may then cause larger variations in Tcarrier across the layer than would be
achievable in Tlattice though direct lattice heating.

4.3.6.4 Implications on field sweep technique

Given the extent of carrier heating during measurements, one may question if the
planar Nernst effect (PNE)[136] also makes any contribution to the ∆Rxy signal
due to an in-plane temperature gradient. Unlike the ∆Rxy signal which is antisym-
metric about 180o, the PNE is symmetric about 180o, and so any PNE contribution
to the ∆Rxy signal must be negligible as it is not apparent in the experimental
data. Furthermore, the lateral symmetry of the Hall bar structure should make it
difficult to establish an unintentional but repeatable in-plane temperature gradient
across the multiple devices measured.

The unintentional vertical temperature gradient and the resulting ANE contribu-
tion to the ∆Rxy signal characterised and discussed in this section is a hindrance to
the ‘field sweep technique’ CIF measurements, but its well defined symmetry allows
it to be accounted for when fitting to the data by adding the AANEcos(θ − θI)
term to equation 4.4. While the contribution to the ∆Rxy signal from the ANE is
larger than that from the PHE/CIFs, at low fields there is still a significant portion
of the ∆Rxy signal from PHE/CIFs, which thus allows the ‘field sweep technique’
experiment to still be a viable way of measuring the CIFs.

4.4 Results and discussion

4.4.1 Field sweep data and fits

An example of the typical Rxy against Hext, and ∆Rxy against Hext plots for the
experimentally measured data and the corresponding fits is shown in figure 4.14.
The plots are for field sweeps along all four directions, with current along the [110]
direction, and at a sample temperature of 101K.
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Figure 4.14: Rxy (left hand column) and ∆Rxy (right hand column) against Hext

for current along the [110] crystalline direction and Hext along various crystalline
directions at a sample temperature of 101K. Blue circles are measured data points,
red line is the fit.

The Rxy against Hext plots in the left hand column of figure 4.14 are consistent with
the switching behaviour of a uni-axial ferromagnet. The disagreement between
experimental data and fit seen for the Hext along [110] sweep at the higher field
(> 1kOe) magnitudes is likely to arise from an Rxx isotropic magnetoresistance
contribution to Rxy due to the Hall bar arm misalignment. This contribution will

126



also be present for the other field sweep directions but is only noticeable on the
small Rxy scale of the [110] sweep. For all four field sweep directions the fit does
not capture the experimental data at Hext ≈ 0 because the fit assumes coherent
magnetization rotation but experimentally domain switching occurs. Overall the fit
to the experimental data is good for all four field sweep directions, giving confidence
in the obtained fitting parameters of HU , HC , APHE, Rmis, and θH and θI . The
corresponding ∆Rxy against Hext plots in the right hand column of figure 4.14
again show a good fit to the data across the entire field range. AANE and Heff1

are assumed to be well determined by the quality of the fits in the high and low
external field regions respectively.

The importance of CIFs (Heff1) in the fitting is shown in figure 4.15 which displays
the fits when Heff1 is set to zero. It is clear from the disagreement of the fit and
data points in the low field regions that Heff1 needs to be accounted for in order
to accurately fit to the ∆Rxy against Hext data.
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Figure 4.15: ∆Rxy against Hext for current along the [110] crystalline direction and
Hext along various crystalline directions at a sample temperature of 101K. Blue
circles are measured data points, red line is the fit but with Heff1 set to zero.

4.4.2 Size and temperature dependence of CIFs

As explained in section 4.3.2, Heff1 and Heff2 are fitting parameters for the com-
ponent of the CIFs parallel and perpendicular to the current direction respectively.
The relation between Heff1 and Heff2, and HD and HR, is defined by the symmetry
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of the CIFs with respect to current direction (see figure 4.1):

• For current along [110]: Heff1 = HR - HD, Heff2 = 0
• For current along [110]: Heff1 = HR + HD, Heff2 = 0
• For current along [100]: Heff1 = HR, Heff2 = HD

HD and HR can be extracted from the [100] Hall bar measurements alone, whereas
for the [110] and [110] current directions both Hall bars are needed to obtain HD and
HR. The three Hall bar directions therefore allow for two separate measurements
of HD and HR. Attempts were also made to measure current along the [010]
direction to get a third set of CIF values, however problems with the Hall bar
device prevented this. The magnitude of the obtained CIFs as a function of
temperature are displayed in figure 4.16, with the errors generated from the least
squares fitting procedure:

Figure 4.16: Magnitude of HR (red) and HD (blue) as obtained from the [110] and
[110] Hall bars (circles) and the [100] Hall bar (squares) against sample temperature.

The average values of HR and HD as a function of temperature from the [110]+[110]
and [100] data are plotted in figure 4.17.
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Figure 4.17: Magnitude of average HR (red) and HD (blue) against sample tem-
perature. Red and blue lines are linear lines of best fit for the averaged HR and
HD values respectively.

4.4.3 Discussion of CIFs

4.4.3.1 Oersted field contribution

The averaged CIFs vary between 1.1Oe and 2.5Oe for HD and 0.4Oe and 0.8Oe for
HR across the measured temperature range. The sign (direction) of the CIFs is con-
sistent with previous experiments for compressively strained (Ga,Mn)As[196][119].
The CIF per current density ratio for HD is of the order 1Oe per MA/cm2, which is
comparable to values from other (Ga,Mn)As SOT experiments[190][191][196][119].
The magnitude of the CIF values obtained from the field sweep technique ex-
periment and their agreement with those from literature obtained by weak field
rotation technique and SO-FMR is an indication that the observed fields are indeed
the CIFs associated with SOT rather than Oersted fields. The in-plane component
of an Oersted field should sum to zero assuming even current distribution through
the layer, but this may not necessarily be the case due to sample inhomogeneity,
and so a net in-plane Oersted field could be present in the measurements. A
sufficiently large net in-plane Oersted field could, in principle, be detectable by
the field sweep technique, as like HR it would act perpendicular to the current
and reverse direction as current direction reverses. The maximum Oersted field at
an in-plane sample edge in units of A/m is given by (current density × sample
thickness)/2, which for this experiment corresponds a value in Oe of 0.2Oe, i.e.
less than the measured CIFs. Assuming a slight non-isotropic current distribution
within the layer, as the net Oersted field through the sample should be considerably
less than 0.2Oe, it is clear that the Oersted field is not large enough to account for
the magnitude of the measured CIFs.
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4.4.3.2 Comparison to CIFs in magnetic multilayers

The measured CIF per current density ratio for the (Ga,Mn)As sample in this
investigation is generally around 5 to 20 times smaller than those obtained in
various magnetic multilayer structures[192][227][228][229][230]. The measured ratio
is, however, also similar to and larger than the values obtained in Co/Pt[210] and
Pt/CoFeB/MgO[231] structures respectively. The variation in the measured CIFs
between different magnetic multilayer structures is likely to depend upon multiple
factors, and from an applications perspective the CIF magnitude is not the only
characteristic of interest as magnetic anisotropy, switching current density, sample
heating are also important. An in-depth comparison between the measured CIFs in
(Ga,Mn)As in this investigation and those in magnetic multilayers from literature
is beyond the scope of this discussion, and so only the following comment shall
be made: Generally, but not in all cases, CIFs in magnetic multilayers originating
from interfacial Rashba SOC and/or SHE-STTs are larger than CIFs in (Ga,Mn)As
that can be theoretically modelled as originating from strain.

4.4.3.3 Relative sizes of HD and HR

The ratio between HD and HR across the measured temperature range is plotted
in figure 4.18. Note that the 133K data point, which gives a HD/HR ratio of 6.7
+/- 8 (the large error coming from the small value of HR), has been omitted to
allow a reasonable scale on the plot.

Figure 4.18: Ratio of averaged HD to HR against sample temperature.

The HD/HR ratio is between 2.1 and 3.6 in the 27K-101K temperature range, which
is in agreement with the observations of references [196] and [119]. Furthermore,
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the values of HD and HR averaged over all temperatures from both data sets are
1.7Oe and 0.5Oe respectively which again gives a ratio of HD to HR that agrees
with the previous reports. There is insufficient information available from literature
to explain the measured HD/HR ratio.

4.4.3.4 Temperature dependence

The obtained HD from both the [110]/[110] and [100] Hall bars follows the general
trend that it increases with increasing temperature. For the averaged data, HD

increases by factor of 2.3 from 27K to 133K which a significant temperature depen-
dence that is within the measurement uncertainty. The relationship of HR with
temperature is slightly different for the [110]+[110] and [100] Hall bar values, the
former being relatively temperature independent and the latter initially slightly
increasing with temperature up to the 71K data point before decreasing. The
averaged HR varies by a factor of 2.1 within the measured temperature range, but
is also independent of temperature within the reported error. Definitive trends
cannot be claimed for the HR data, however it is fair to comment that HR does
not follow the same temperature dependence as HD as there is no significant
temperature dependence within the measurement uncertainty.

Previously it has been observed that (HD + HR)[191], and HD and HR individu-
ally[209] increase with increasing temperature in (Ga,Mn)As as measured using
the weak field rotation and SO-FMR techniques respectively. The temperature
dependence of HD in (Ga,Mn)As measured using the field sweep technique in
this investigation is consistent with the above references, both in terms of the
general trend and the magnitude of the variation. The agreement in the variation
of HD with temperature as measured with three distinct experimental techniques
lends credibility to the result that HD increases with increasing temperature.
The temperature dependence of HR obtained in this investigation disagrees with
that of reference [209]. The reasons for this disagreement are not clear, and it
would be useful to perform further measurements on a DMS with a larger HR

such as (Ga,Mn)(As,P)[196] to gain further insight into its temperature dependence.

There is currently no definitive explanation for the temperature dependencies of the
CIFs observed in the investigation. Temperature should have no significant effect
on any strains in a III-V semiconductor thin film, nor should it alter the strength
of the intrinsic SOC, and therefore one may expect it would have little effect on
the ISGE in a non-magnetic system. The most obvious way that temperature may
influence the size of the CIFs in (Ga,Mn)As is through its effect on the strength of
the exchange coupling or magnetization, both of which get weaker with increasing
temperature. These factors can influence band splitting and the relative position
of the Fermi level, which can then affect the non-equilibrium spin polarisation
from the ISGE. Reference [197] investigates theoretically, as a function of exchange
coupling, the size of the torque (i.e. the cross product of magnetization and CIF) in
(Ga,Mn)As where only the intraband Dresselhaus CIF is considered. It is predicted
that the magnitude of the SOT varies non-linearly with exchange coupling strength
due to the competition between magnetic and non-magnetic scattering. At interme-
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diate strengths of exchange coupling (around the known Jpd value for (Ga,Mn)As
of ≈55meV nm−3[232]), magnetic scattering dominates and the SOT increases
with decreasing exchange coupling strength (increasing temperature), a trend that
agrees with the temperature dependence of HD obtained in this investigation. An
alternate set of theoretical calculations are made in reference [199] where it is
suggested that for both Dresselhaus and Rashba CIFs, the intraband contributions
have a negligible dependence on the magnetization strength (which is determined
by Mn doping concentration and hence exchange coupling strength) whereas for
the interband CIFs the dependence is sizeable. The Dresselhaus interband CIF
generally decreases with increasing magnetization strength (consistent with the
field sweep technique results here), while the Rashba interband CIF increases with
increasing magnetization. The inherent disorder in (Ga,Mn)As means that it is
possible that both intraband and interband contributions to the CIFs measured in
this investigation are significant, but given their experimental indistinguishability
as well as the somewhat inconsistent theoretical predictions in literature, it is not
possible to firmly relate the observed temperature dependencies to any microscopic
theory. However, it is fair to comment that the two sets of theoretical calculations
presented in references [197] and [199] can allow for HD to increase with increasing
temperature as is consistently seen experimentally.

4.4.3.5 Dependence of HD and HR on current direction

Figure 4.16 shows that there is a systematic difference in HD and HR when in-
ferred from the [110]/[110] and [100] Hall bars. The likely explanation for this is
experimental uncertainty. Experimental uncertainty may arise in the measurement
stage of the field sweep technique from unintentional factors such as variation
in Hall bar dimensions and hence current density, variation in the region of the
wafer used to process the different bars, variation of sample temperatures between
measurements on different bars, noise on the small PHE contribution ∆Rxy signal,
or even a non-negligible Oersted field contribution. However, it is more likely
that the experimental uncertainty originates from the fitting procedure. This
procedure requires multiple fitting parameters, many of which depend on one
another, and so despite the least squares minimisation method there will always
be a degree of uncertainty when inferring HD and HR from the fits. The difference
in the CIF values from the [110]/[110] and [100] Hall bars may therefore be due to
measurement uncertainty, and this is reflected in the CIF values for the respective
Hall bars agreeing within error.

The possibility that CIFs depend on current direction must also be considered.
The analysis of reference [119] assumes that the size of HD and HR are independent
of current direction, an assumption that seems to be generally accepted in other
investigations[190][196], and there are no reports of CIFs in DMSs that do have
a dependence on current direction. However, reference [233] suggests that the
size of the non-equilibrium spin polarisation from the ISGE in the non-magnetic
semiconductor (In,Ga)As does vary with current direction. If HD and HR were to
depend on current direction then the [110]/[110] Hall bar combination cannot be
used to extract their values individually, and only in the [100] and [010] Hall bars,
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where HD and HR are antiparallel, would this be possible.

4.5 Conclusions and future work

Section 4.2 presented a theoretical description of the SOT phenomenon, with par-
ticular focus on SOT in the DMS (Ga,Mn)As. In (Ga,Mn)As, linear-Dresselhaus
SOC is known experimentally to be enhanced by tetragonal growth strain while
Rashba SOC is also detectable experimentally and can be modelled theoretically by
including a shear strain. The application of an electric field redistributes carriers on
the Fermi surface and polarises their states which yields a non-equilibrium steady
state net spin polarisation, the orientation of which depends on the symmetry of
the Dresselhaus and Rashba SOCs and their relative strengths. The p-d exchange
allows the non-equilibrium spin polarisation to torque the local moments, a process
which is evaluated as CIFs acting on the magnetization. The requirements of only
a single layer ferromagnetic material with broken space inversion symmetry and
relatively low current densities make SOT and attractive writing mechanism for
MRAM.

Section 4.3 described the experimental method used in this investigation to measure
CIFs in (Ga,Mn)As and identified and characterised the ANE contribution to the
measurements. The field sweep technique comprises of experimental measurements
and a data fitting procedure. In the experimental measurements, CIFs are gener-
ated by applying a large current density through a (Ga,Mn)As sample, and their
effect on the magnetization is detected though the PHE as an external field is swept
along multiple in-plane directions for positive and negative current. For the data
fitting procedure a free energy equation is minimised to model the magnetization
switching behaviour from the field sweep measurements consistently for all field
sweep directions, allowing the CIFs to be extracted as fitting parameters. The
field sweep technique is distinct from previous experimental techniques used to
measure CIFs in (Ga,Mn)As. A signal from the ANE appears in the field sweep
measurements. This occurs due to a vertical gradient in the temperature of the
carrier holes in the (Ga,Mn)As layer that is present due to a non-isotropic phonon
distribution as the holes are heated out of equilibrium from the lattice by the large
applied current. The ANE signal has a well defined symmetry which allows it to be
accounted for in the data fitting procedure, therefore preventing it from obscuring
the effects of the CIFs.

Section 4.4 presented the results from the field sweep technique for a 12% Mn
doped, 25nm, optimally annealed (Ga,Mn)As sample. Both Dresselhaus and
Rashba CIFs are observed, with magnitudes per current density that agree with
previous reports. HD is around 2-3.5 times bigger than HR across the measured
temperature range, also in agreement with previous reports. HD increases by a
factor of 2.3 as temperature increases from 27K-133K, but the trend for HR is not
clear. The increase of HD with temperature agrees with well with observations
using other experimental techniques, and may be related to the change in the
strength of the exchange coupling or magnetization with temperature. A difference
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in the CIFs inferred from current along different Hall bar directions is seen, but it
is not clear whether this is simply due to experimental uncertainty or is a real result.

The field sweep technique has been shown in this chapter to be capable of mea-
suring in-plane CIFs with Dresselhaus or Rashba symmetry. It can be viewed
as a complimentary method to the weak field rotation technique and SO-FMR,
with several advantages and disadvantages in comparison, and there are ways in
which it could be improved. One of the simplest improvements is to reduce the
misalignment of the current and external field angle with respect to the crystalline
axes. The latter could be done by having a more reliable adjustable sample probe
for measurements, as well as a flatter sample holder to avoid out of plane field
misalignment. The fitting procedure does not account for out of plane field mis-
alignment, and though it does account for current and in-plane field misalignment,
reducing these fitting values should help to achieve more accurate values of HU and
HC (and thus HD and HR too) as there is less freedom in the fit. Another possible
improvement would be to do field sweeps in more than four directions which would
give more confidence to the fitting values as they would need to consistently fit
to more data sets. Reducing the ANE signal may also be beneficial for detecting
smaller CIFs whose ∆Rxy signal from the PHE is small compared to the ANE
background. The best way to do this would be to reduce the vertical temperature
gradient, and this could be achieved by reducing Hall bar dimensions by using
e-beam lithography processing or using a thinner sample so that a smaller current
is needed to obtain the required 1MA/cm2 current densities. This would therefore
give reduced current-heating of the carriers.

The field sweep technique has been used to measure CIFs as a function of tem-
perature, and it could be used to measure CIFs as a function of other material
parameters. Given the potential strain-based origins of the CIFs, it would be
interesting to apply strain to a (Ga,Mn)As sample (for example by thinning the
substrate and bonding to a piezoelectric transducer) and see if any change in HD

and HR corresponds directly to applied tetragonal and sheer strains. Addition-
ally, processing Hall bars of sub-µm width allows for strain relaxation along the
bar width and this could also generate a shear strain. As mentioned in section
4.3.4, changing the Mn concentration should have an effect on growth strain, but
reference [199] suggests it will also have a significant effect on the CIFs as it will
change both the magnitude of the exchange splitting and the carrier concentration.
Investigating how the CIFs vary with Mn concentration and comparing the results
to the calculations of reference [199] could help in understanding the importance
of the different factors that determine the CIFs. Annealing is another method
of varying effective Mn and carrier concentration, and so seeing how the CIFs
evolve in a step-annealing study would be insightful. Annealing may also alter the
SOC strength in the carrier bands as an increase in the number of carriers should
give a more even distribution of carriers in the SO-split carrier sub-bands, which
would help to average out the effects of SOC. Another way of varying the SOC
strength is to change the semiconductor host lattice composition. GaSb should
have larger strain-related and intrinsic SOC than GaAs due to the larger mismatch
in size of the group III and V atoms, and so comparing the sizes of CIFs in similar
(Ga,Mn)Sb and (Ga,Mn)As samples would be a useful study. Finally, sample
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thickness is known to affect the magnetic anisotropy and AMR of (Ga,Mn)As[159].
The field sweep technique could be used on (Ga,Mn)As samples of varying thickness
to see if CIFs in (Ga,Mn)As also vary with thickness.
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Chapter 5

Magnetic gating of a 2DEG

5.1 Introduction

Electrical gating of semiconductors (also known as the field effect) is one of the
most important physical techniques harnessed by the electronics industries as it
enables the functionality of multiple types of transistors. Electrical gating can be
described by considering a field effect transistor (FET). A simplistic diagram of a
basic FET is shown in figure 5.1.

Figure 5.1: Diagram of a basic FET device.

For operation of a FET, a voltage is applied between the source and drain contacts,
and this induces a current flow between them in the semiconductor layer. A
voltage is then also applied between the gate and drain contacts. As a dielectric
is electrically insulating, no current flows between these contacts, however the
electric field from the applied voltage can pass through the dielectric and act on
the semiconductor. As semiconductors have a relatively low carrier density, the
electric field can penetrate a significant depth into the semiconducting channel,
causing the energies of the electronic bands to change (which prevents further
penetration of the field). Changing the band energies results in a change of the
number of free carriers, and hence a change in conductivity. A FET can therefore
amplify or suppress the current flowing between the source and drain contacts by
varying the gate voltage.

Electrical gating has also found use in spintronics research. Applying a gate voltage
gives rise to a gradient of the electric potential in the carrier channel, and this
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results in a structural inversion asymmetry. Electrical gating can therefore be
used to tune the strength of Rashba spin-orbit coupling (SOC), which could be
particularly important for the realisation of a spin transistor[15][13]. Applying a
gate voltage to very thin (Ga,Mn)As layers alters their carrier concentration[94],
as would be expected of a semiconductor (though the high carrier concentration
of (Ga,Mn)As makes gate action harder to achieve than in normal semiconductor
gated structures). As the magnetic easy axis of (Ga,Mn)As is dependent on car-
rier concentration, it has been shown that the magnetization orientation can be
controlled via electrical gating[77][234][235]. Therefore, while electrical gating has
widespread application in fully electronic devices, there is also the possibility it
can be used in spintronic logic and memory devices.

The spin transistor and gated (Ga,Mn)As devices are examples of electrically ma-
nipulating the spin degree of freedom in the carrier channel through a gating effect.
This chapter reports on an attempt to magnetically manipulate the charge degree
of freedom in the carrier channel through a gating effect. Such magnetic gating
is made possible by the fact that the electrochemical potential of a ferromagnet
varies with its magnetization orientation as a result of SOC[236]. Successfully
demonstrating this novel effect would be fundamentally interesting, but it would
also show the possibility of an alternative approach to gating electrical currents.
With significant effort being made to find ways of controlling the magnetic state at
a low energy cost, magnetic gating could one day have a chance of emerging as
an appealing and different method to gate electrical current. One possible benefit
may be that transistors could be made without an electrical contact to the gate (as
the gate could be controlled by write lines producing an external magnetic field).
This would allow for the prospect of novel structural transistor chip designs that
could offer a route to increasing packing density.

The progress of the work in this study was somewhat disjointed, and that is
reflected in the layout of this chapter. The initial part of the study involved
the design of a suitable 2D electron gas (2DEG) heterostructure, and this is re-
ported on in section 5.3.2. Section 5.4 details experimental characterisation of this
2DEG structure. Due to issues with the Nottingham MBE machine, the project
was put on hold for a couple of years as growth of a new device was required.
Measurements of the new device are shown in section 5.5. The new device did
not demonstrate the magnetic gating effect that was hoped for, and due to time
limitations no further time could be committed to the investigation. This chapter
is therefore somewhat weighted towards the initial development work of the project.

5.2 Theory

5.2.1 Concept of the experiment

Figure 5.2 shows a digram of the device used for this investigation. The idealised
concept of its operation for the magnetic gating experiment is as follows. The
2DEG heterostructure consists of AlGaAs and GaAs layers of various doping
concentrations. The 2DEG heterostructure is designed such that the whole of
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heterostructure is insulating, except at the bottom AlGaAs/GaAs interface where
two dimensional conduction is possible. A voltage is applied between the source
and drain contacts, and this induces a current flow along the 2DEG channel.
The ferromagnetic gate is electrically insulated from the 2DEG channel and is
not in contact with the source and drain contacts, and therefore no current is
shunted through it. A saturating external field is rotated in the plane of the
device, and this rotates the magnetization of the ferromagnetic gate. Due to SOC,
the ferromagnetic gate’s electrochemical potential varies with its magnetization
orientation. The electrochemical potential of the 2DEG heterostructure must line
up with that of the ferromagnetic gate at their interface. To achieve this the bands
of the 2DEG heterostructure change their energy level (‘band-bending’) so that
the electrochemical potential throughout the heterostructure matches up with
the ferromagnetic gate’s electrochemical potential. Moving the electrochemical
potential therefore alters the carrier concentration of the 2DEG channel, and hence
its conductivity. Rotating the magnetization of the ferromagnetic gate therefore
varies the current flowing between the source and drain contacts for a given applied
voltage.

Figure 5.2: Diagram of device used in investigation. Yellow circles indicate the
interface at which the 2DEG forms.

5.2.2 2DEG

A 2DEG is a sheet of electrons that can move freely in two dimensions, but not the
third, often as the electrons only occupy a single energy sub-band within a trian-
gular or square confining potential. 2DEGs can occur at dielectric/semiconductor
interfaces[237], insulating oxide/oxide interfaces[238], interfaces with a supercon-
ductor[239], and in single layer materials such as graphene[240] and on the surface
of 2D topological insulators[241], but in this investigation it is 2DEGs in multi-
layered semiconductor structures (heterostructures) that will be considered.

In semiconductor heterostructures, 2DEGs occur at the interface between two
different semiconducting materials where there is scope for carrier migration
across the interface. A common example is the AlGaAs/GaAs interface, displayed
simplistically in figure 5.3(a) before any carrier migration. Doping the AlGaAs
layer with Si at low temperatures (either over a finite region or as a single sheet
layer within the AlGaAs) provides electrons to the conduction band as the Si atoms
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tend to dope the group III lattice site[242]. In order to minimise their energy, these
electrons will try and cross the interface to the lower energy GaAs conduction band.
Those electrons that move across the interface leave behind positively ionized Si
donor atoms in the AlGaAs layer, which creates an electric field that attracts the
electrons in the GaAs layer, causing them to accumulate at the interface where
the large conduction band offset between the AlGaAs and GaAs stops them from
re-crossing back to the AlGaAs layer. This accumulation of electrons bends the
GaAs conduction band down from its equilibrium position, and hence the electrons
are confined in a triangular potential between the interface and the rising GaAs
conduction band (therefore the confining potential goes through the Fermi level).
If the number of electrons trapped at the interface is such that it is enough to
bend the conduction band through the Fermi level but not enough to occupy more
than one quantised energy level within the confining potential, the electrons are
confined to two dimensions and so hence are a 2DEG. Fig 5.3(b) illustrates the
n-AlGaAs/GaAs interface 2DEG after carrier migration:

Figure 5.3: Diagram of AlGaAs/GaAs conduction band interface before (a) and
after (b) carrier migration. Note a 2DEG is formed in (b) as electrons are confined
to the first quantised energy level only. Energy levels are not to scale.

In terms of the magnetic gating device, using a 2DEG heterostructure as opposed to
a bulk semiconductor layer (such as GaAs) as the material for the semiconducting
channel has several advantages. Firstly, for the device to be successful, the current
flowing from the source to drain contacts of the semiconducting channel must be
electrically insulated from the ferromagnetic gate. If current were to get shunted
through the ferromagnetic gate it would be detrimental to the experiment not
only as it would reduce the current flowing through the semiconductor channel,
but also as it would introduce an AMR signal to the measurement which would
make detecting gating-induced changes in resistance more difficult. By designing a
2DEG heterostructure where the conduction band only passes through the Fermi
level at one point which is well separated from the ferromagnet/semiconductor
interface, there should be no channel for charge current to pass from the semicon-
ductor to the ferromagnet. It should be noted that this would also be true of a
single layer of semiconductor separated from the ferromagnetic gate by a dielectric
layer or insulating layer. In terms of insulating the conducting channel from the
ferromagnetic gate, GaAs heterostructure layers are preferable to oxide dielectric
layers, at least for samples grown in Nottingham. This is because the ferromag-
netic gate needs to be grown with high quality for its role in the experiment, and
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several ferromagnetic materials are known to grow well on GaAs. The Nottingham
MBE machine is capable of depositing ferromagnetic metals, such as Fe, on GaAs
layers all in one growth run. On the other hand, depositing oxide dielectric layers
would need to be done by magnetron sputtering, which would not only require
transporting the sample between equipment, but it may also not be able to achieve
high crystalline layer quality. In terms of the conducting channel properties, a
2DEG layer is also favourable over a single semiconducting layer. A 2DEG is
essentially a single sheet, and so the carrier density of the 2DEG heterostructure
should be relatively small compared to a single semiconductor layer. This should
mean that the relative/percentage change in carrier concentration upon magnetic
gating should be greater for the 2DEG than the single semiconductor layer. The
2DEG should have a higher mobility than a single semiconductor layer, and this
coupled with the unique 2D nature of the carriers can bring about quantum effects
not seen in normal semiconductors, such as the quantum Hall effect[243] (QHE).
Additionally the resistance minima from Shubnikov-De Haas effect[244](SDHE)
will only be zero in 2DEGs, unlike in bulk semiconductors. Though these effects
are not directly related or important to this particular investigation, they may
provide unique functionality in future experiments. They also allow a more in-depth
characterisation of the 2DEG (for example the Shubnikov-De Haas oscillations
allows the carrier density to be inferred from the longitudinal resistance as well as
the transverse resistance).

5.2.3 Chemical potential variation in ferromagnets

In many conventional electrical gating devices, a voltage is applied to a non-
magnetic metallic gate electrode (such as Pt, Au, Ti etc) which is separated
from a semiconducting (or even metallic) channel by a dielectric solid[77] or ionic
liquid[245], creating an electric field that acts on the channel. In the magnetic
gating device detailed in this chapter, the gate electrode is a ferromagnetic metal,
and the gating mechanism is controlled by rotation of the ferromagnetic gate’s
magnetization orientation.

The underlying physics which allows for the magnetic gating mechanism is that
the magnitude of electrochemical potential of a spin-orbit coupled ferromagnet
varies with respect to its magnetization orientation. Here this effect will be known
as ‘electrochemical potential anisotropy’, although it should be noted that the
electrochemical potential is a scalar. In solid state physics, the electrochemical
potential is defined as the change in free energy when an electron is added to
a system, i.e. the energy at which the Fermi-Dirac distribution is 0.5. When
describing band structures, the electrochemical potential is often referred to as the
Fermi level in literature as the two are loosely interchangeable terms.

The anisotropy of the electrochemical potential in spin-orbit coupled ferromagnets
has received little attention through either experimental or theoretical studies and
so a full understanding of the effect is not complete. In reference [246], the elec-
trochemical potential variation with magnetization orientation in (Ga,Mn)As was
directly measured using a single electron transistor (SET) device with a (Ga,Mn)As
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back-gate. It was shown that upon magnetization rotation the electrochemical
potential varies by 81µeV, 30µeV, and 6µeV for uni-axial out of plane, uni-axial
in-plane, and cubic in-plane components respectively, and that the two uni-axial
components increase in magnitude in more heavily Mn-doped samples while the
cubic component becomes smaller . The three symmetries identified in the angular
electrochemical potential datasets and their trend with doping are reminiscent of
the magnetic anisotropy constants in (Ga,Mn)As[71]. This is not surprising as
both effects are believed to be caused by the band-structure of (Ga,Mn)As being
perturbed with change in magnetization direction due to SOC. It was also noted
in reference [246] that electrochemical potential variation increases (to around
200µeV), saturates, and finally decreases with increasing out of plane external
field strength (behaviour that is not replicated in a Au back-gate reference SET).
This trend was ascribed to an increase in the local kinetic exchange field due
to greater moment saturation at the lower external fields and increased Zeeman
coupling/reduced spin splitting of hole bands at the higher external fields. The
experimental results of reference [246] were supported by theoretical calculations
of the electrochemical potential variation that agreed quantitatively.

The electrochemical potential also varies with the orientation of the spin axis in
antiferromagnets, though this has yet to be directly verified by experiment. In ref-
erence [236], the difference in the electrochemical potential of the antiferromagnetic
metallic alloys Mn2Au and IrMn between the cases of their spin axes lying in plane
and out of plane was calculated. A difference of -2.5meV for Mn2Au and +3.2meV
for IrMn was found, indicating that the electrochemical magnetic anisotropy effect
is not limited to ferromagnets.

Finally, it should be noted that the electrochemical potential magnetic anisotropy
effect is the source of similar transport phenomena such as Coulomb-blockade
AMR[7], magneto-Coulomb oscillations[247], and magnetization dependent resonant
tunnelling in semiconductor heterostructures with a (Ga,Mn)As gate electrode[248].
However, unlike reference [246], these phenomena are not a direct experimental
measure of the electrochemical potential anisotropy. This is also the case for the
magnetic gating experiment in this investigation.

5.3 Design of device

There are two main components that will govern the function and performance
of the device; the choice material of ferromagnetic gate and the choice of mate-
rial/structure of the conducting channel. In principle any electrical class (metal,
semiconductor, insulator) of ferromagnetic material can be used for the gate as
long as its electrochemical potential is dependent on its magnetization orientation.
As reference [236] suggests, an antiferromagnetic gate could also be deployed, as-
suming the antiferromagnetic spin axis could be manipulated. A desirable property
of the ferromagnetic gate is for the electrochemical potential anisotropy to be
as large as possible, and as the electrochemical potential anisotropy is a SOC
effect, it is likely that having a ferromagnet with stronger SOC will help in this
regard. Other factors such as band structure and conductivity may also have
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an influence on the magnitude of the electrochemical potential anisotropy. More
practical considerations also need to be made such as the strength of the magnetic
anisotropy fields of the ferromagnet (need to be weak enough to be saturated
by the available experimental external fields), the quality of its growth upon a
semiconductor surface, and the ease of processing. The reasons for choosing a
2DEG over a single semiconductor layer are highlighted in section 5.2.2. There are
three factors to consider when designing a 2DEG heterostructure for the device.
First and foremost, 2DEG conduction must be achieved, as opposed to insulating
or 3D conduction behaviour. Secondly, there must be no additional carrier channels
in the heterostructure, i.e. the depletion region must be a true depletion region.
Finally, the depletion region between the ferromagnetic gate and the 2DEG needs
to be sufficiently thin so that electrochemical potential changes in the gate give
significant changes in carrier density at the 2DEG, i.e. the changing of the chemical
potential in the heterostructure is not wholly brought about by band bending and
charge redistribution in the depletion region. Generally, the closer the 2DEG is to
the gate the larger the effects of changing the gate electrochemical potential are
on it, however it is also more difficult to obtain a true depletion region. A near
surface 2DEG is therefore desired.

5.3.1 Shape of device

A cross sectional diagram of the device design is shown in figure 5.2, and it
can be seen that the device is designed so that the ferromagnetic gate is not in
electrical contact with the source and drain electrode. The device needs to take
some sort of Hall bar geometry to allow simultaneous longitudinal and transverse
resistance measurements to be made. It is important that the gate covers as much
of the surface of the Hall bar as possible for two reasons. Firstly, a larger area
of the 2DEG heterostructure under the gate will give a larger area of the 2DEG
heterostructure that experiences an electrochemical potential change from the gate
magnetization rotation. This should mean that the overall change in the device
resistance upon rotating the gate will be larger. Secondly, covering more of the
2DEG heterostructure channel with the gate means that the edge of the gate layer
is closer to the source, drain, and arm contacts, and so further away from region of
the Hall bar channel that is probed in 4-terminal measurements. This is important
for minimising the effects that stray fields from the ferromagnetic gate can have on
the 4-terminal measurements. Stray fields that are out of plane to a 2DEG channel
are known to cause a magnetic barrier to carrier transport in 2DEG systems with a
magnetic top layer[249][250] as they deflect the motion of electrons via the Lorentz
force. For a magnetic top layer with in-plane magnetization, uniformly distributed
effective monopoles on the two magnetic layer faces that are parallel to the out of
plane direction and perpendicular to the magnetization orientation (i.e. in the y-z
plane of figure 5.4) generate out of plane stray fields.
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Figure 5.4: Cartoon side view of a 2DEG heterostructure with top magnetic layer.
Blown-up graphs indicate a not to scale representation of the out of plane stray
field distribution along the x-axis at the 2DEG underneath the top magnetic layer
y-z plane faces.

The out of plane stray fields at the y-z plane faces are maximum when the in-plane
magnetization is along the x-direction and minimum when the magnetization is
along the y-direction. For magnetization along the x-direction the out of plane
fields at the 2DEG are largest directly beneath the magnetic layer y-z plane
faces and decrease rapidly either side along the x-directions (typically on the
length scale of a few microns[251]). For the y-z plane face(s) of a relatively
thick magnetic top layer being located in-between the 4-point measurements
probes/Hall bar arms (the measurement geometry in references [249] and [250])
the change in 4-point longitudinal resistance from in-plane magnetization rotation
is significantly larger than what may be expected in this experiment from the
chemical potential anisotropy effect. However, in the device geometry for this
investigation’s experiment, the magnetic gate layer’s y-z plane faces are not located
in-between the Hall bar arms (and are relatively far away from the Hall bar arms)
which will vastly reduce the effect of stray fields on the measurements. Additionally
the magnetic gate in this experiment will be very thin (a few nm’s) and so the
size of the stray fields it generates should also be much smaller than the thicker
magnetic top layers of references [249] and [250]. Despite these factors, stray fields
may still influence the measurements and need to be accounted for. Once way of
doing this is to use an L-shape Hall bar in the measurement geometry shown in
figure 5.5.
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Figure 5.5: Cartoon top-down view of L-shape Hall bar geometry for magnetic
gating device. Colour scheme is same as for figure 5.2.

As the chemical potential anisotropy effect should only be dependent on mag-
netization direction, and not on current direction (with respect to either the
magnetization or crystallographic axes), the contribution to the longitudinal resis-
tance from chemical potential anisotropy should be the same for both Rxx1 and
Rxx2 in the figure 5.5 geometry. However, as the magnetic barrier to current flow
arising from out of plane stray fields is maximum for magnetization along the
current direction and minimum for magnetization perpendicular in-plane to the
current direction, the out of plane stray field contribution to longitudinal resistance
should be maximally different for Rxx1 and Rxx2. Therefore, the difference between
Rxx1 and Rxx2 (after probe misalignment etc has been accounted for) from such an
L-shape Hall bar measurement should allow the effects of out of plane stray fields
to be quantified and thus removed from further measurements of the chemical
potential anisotropy induced change in longitudinal resistance.

5.3.2 Design of heterostructure and choice of gate

The heterostructure designs considered in this section all follow a similar simple
layer structure to that illustrated in figure 5.2. Beneath the ferromagnetic gate is
an undoped GaAs spacer layer whose function is to protect the doped AlGaAs layer
and separate it from the ferromagnet. It is important that the carrier density in
this region is essentially zero to prevent charge transfer between the heterostructure
and the gate. Beneath the GaAs spacer layer is the doped AlGaAs layer. AlGaAs
is chosen as it is well lattice matched to GaAs but has a larger band gap (which
can be tuned by varying the proportion of Al to Ga). The doped AlGaAs provides
the charge that forms the 2DEG, and the doping needs to be fairly heavy (around
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1x1018cm−3) to allow the formation of the 2DEG. In ‘1D Poisson’ models (see
below paragraph) the doping concentration is just an input parameter, but in the
actual heterostructure it is provided by Si dopants. Beneath the doped AlGaAs
layer is an undoped AlGaAs layer which acts as another spacer. This spacer layer
serves two purposes, firstly to limit the carrier transfer from the doped AlGaAs
to the bottom GaAs layer so that just enough to form a 2DEG is allowed, and
secondly increase the mobility of the carriers in the 2DEG. Mobility increases with
spacer thickness as 2DEG carriers are further away from the Coulomb potential
that arises from the positively ionized Si donor atoms in the doped AlGaAs layer
and so do not experience as strong scattering. Finally, beneath the spacer AlGaAs
layer is the bottom undoped GaAs layer, with the 2DEG forming at the interface
between the two layers. Besides its compatibility with AlGaAs, GaAs is chosen as
it is easy to grow on GaAs substrates (which are relatively cheap and easy to get a
hold of).

In order to model carrier distribution for various heterostructure designs, the
‘1D Poisson’ program written by Greg Snider of the University of Notre Dame
was employed[252]. ‘1D Poisson’ calculates semiconductor energy bands, carrier
concentrations, and quantized energy levels for user-defined heterostructure designs,
with the ability to mimic applied bias voltages (through Schottky barrier contacts
voltages), as well as the degree of dopant ionization (to semi-model the effect of DX
centres) within the calculations. Effects of current flow are not considered so the
calculations are for thermal equilibrium. Energy bands, carrier concentrations, and
quantized energy levels are calculated by self consistently simultaneously solving
the 1D Poisson equation for electrostatic potential (equation 5.1) alongside the 1D
Schrödinger equation (equation 5.2), which are given as:
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where x is the heterostructure depth (from the surface), ε(x) is the material
permittivity, φ(x) is the electrostatic potential, q is the electron charge, ND(x) is
the electron donor concentration, and n(x) is the electron concentration.[
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Ψ(x) = EΨ(x) (5.2)

where

V (x) = −qφ(x) + ∆Ec(x) (5.3)

where V (x) is the potential energy, m∗(x) is the electron effective mass, Ψ(x) is
the electron wavefunction, E is the electron energy eigenvalue, and ∆Ec(x) is a
pseudopotential to account for screening effects.

Simplistically, ‘1D Poisson’ works by the following routine:

• Use a trial potential, φ1(x), and solve equation 5.2
• Use the obtained wavefunctions and eigenenergies to calculate n(x)
• Putting n(x) and ND(x) (an input parameter) into equation 5.1, calculate a new
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trial potential, φ2(x)
• Put φ2(x) into equation 5.3 to give a new value of V (x)
• Keep iterating the above sequence until the magnitude of φi(x) - φi−1(x) is less
than some pre-set value

‘1D Possion’ is an excellent program to use to get an idea of the energy bands,
carrier densities, and quantized energy levels within a heterostructure design, but
it should be noted that it is a purely mathematical tool, and that the calculated re-
sults should only be used as an estimate of their true values in a real heterostructure.

One device design considered was to use (Ga,Mn)As as the ferromagnetic gate on
top of a 2DEG or 2 dimensional hole gas (2DHG) heterostructure. (Ga,Mn)As was
considered as the gate material as it is a well understood ferromagnet with strong
SOC that can be easily grown with high quality on a GaAs based heterostructure.
In terms of including its non-magnetic effects on carrier distribution throughout
the 2DEG or 2DHG heterostructure, (Ga,Mn)As can be modelled in ‘1D Possion’
as a GaAs layer that is doped with 1x1020cm−3 fully ionized acceptors as the top
layer of the heterostructure. The conduction band (defined relative to the Fermi
level) and electron density of an example (Ga,Mn)As/2DEG heterostructure as
calculated by ‘1D Poisson’ are shown in figure 5.6. The heterostructure layers are
as follows, where NA/D is the acceptor/donor dopant density:
• (Ga,Mn)As gate layer, 7nm thick, NA = 1x1020cm−3

• GaAs spacer layer, 10nm thick, un-doped
• Al0.4Ga0.6As doped layer, 21nm thick, ND = 2.3x1018cm−3

• Al0.3Ga0.7As spacer layer, 10nm thick, un-doped
• GaAs bottom layer, 300nm thick, un-doped
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Figure 5.6: Conduction band structure (black) and electron density (red) for an
example (Ga,Mn)As/2DEG heterostructure.

For the heterostructure design in figure 5.6 there is only one quantised energy level
for the electron accumulation at the AlGaAs/GaAs interface, and hence a 2DEG
is formed. The vast majority of the electron density within the heterostructure
is confined to the bottom GaAs layer (with a negligible amount in the AlGaAs
spacer layer), while the vast majority of the hole density within the heterostructure
is confined to the (Ga,Mn)As layer (with a negligible amount in the top GaAs
layer - hole density not shown on plot). There should therefore not be a channel
for conduction from the 2DEG to the (Ga,Mn)As. For the geometry of the gated
Hall bar structure used in this experiment, source and drain contacts are made to
regions of the 2DEG heterostructure where the top gate layer has been removed in
order to ensure that the source current is not shorted through the gate. Ideally the
2DEG should therefore form within the heterostructure regardless of whether the
top gate layer is present or not. Figure 5.7 shows conduction band and electron
density of figure 5.6 heterostructure design with the top (Ga,Mn)As layer removed.
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Figure 5.7: Conduction band structure (black) and electron density (red) for 2DEG
heterostructure of figure 5.6 without the top (Ga,Mn)As layer.

Comparing figure 5.7 to figure 5.6, it can be seen that removing the (Ga,Mn)As
layer increases the electron density at the AlGaAs/GaAs interface by an order of
magnitude, and the result of this is that the number of quantized energy levels
at the interface increases from one to three, hence the electrons can no longer be
considered two dimensional. This could be an advantage as it would make contact-
ing directly to the gated 2DEG region easier, but it may also be a disadvantage
if it were to provide a channel for current leakage to the gate. There is also a
non-negligible electron density in both the doped AlGaAs and AlGaAs spacer
layers for the heterostructure without the top (Ga,Mn)As layer. The increase
in electron density within the device is brought about by the large number of
positively charged holes in the (Ga,Mn)As layer that significantly deplete electrons
no longer being present. Without a 2D Poisson solver it is hard to predict exactly
how electron density and quantized energy levels at the AlGaAs/GaAs interface in
the heterostructure would behave across the device (from the region of the het-
erostructure channel under the source contact, through the region under the gate,
and to the region under the drain contact), and this makes the (Ga,Mn)As/2DEG
device an un-appealing starting point for this experiment. However, with more
thought and a better heterostructure design, it may well be possible to make a
working (Ga,Mn)As/2DEG device, but it is more logical to start developing an
in-depth insight of the experiment (and especially the differences between Poisson
models and real experimental results) with a simpler and more easy to understand
device.

Designing a 2DHG heterostructure with top (Ga,Mn)As layer proved to be very
difficult. Attempted designs were similar to the (Ga,Mn)As/2DEG in figure 5.6, but
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with a p-doped instead of n-doped AlGaAs layer. Despite varying different aspects
of the heterostructure, a design that produced a 2DHG at the AlGaAs/GaAs
interface when modelled with ‘1D Poisson’ could not be found, with the designs
either giving no hole accumulation or a huge hole accumulation (with many energy
levels) at the interface, as well as drastic changes with the removal of the top
(Ga,Mn)As layer. Therefore a (Ga,Mn)As/2DHG device seems highly unsuitable
for this experiment.

Due to the complications associated with using a (Ga,Mn)As gate, it was decided
a better approach would be to use a metallic ferromagnetic gate on top of 2DEG
heterostructure. The main requirements for the ferromagnetic gate material of
having high quality crystalline growth on GaAs, reasonable SOC strength, and
a sufficiently low coercivity make Fe an outstanding candidate. Thick Fe films
(on the order or 100’s of nm) are ferromagnetic up to temperatures well above
room temperature and have a cubic crystalline magnetic anisotropy, as well as
some non-negligible degree of intrinsic SOC owing to the size of the Fe atom.
However, when thin Fe layers (10nm or less) are grown on GaAs, the mixing
of the spin-polarised Fe atoms and GaAs atoms at the interface can lead to a
significant enhancement of the SOC strength throughout the first few monolayers
of the Fe, and hence hopefully a significant enhancement of chemical potential
anisotropy at the interface too. Fe films can be well grown on GaAs due to the
excellent compatibility of the two materials’ lattices; Fe has a lattice parameter
that is very close to half of that of GaAs, and the growth can take place in the
Nottingham MBE system without breaking vacuum. Fe/GaAs structures have
been well studied both in terms of the electronic and magnetic properties of the Fe
film[253] and the physics of the interface[254][255]. They have also played host to
many spin injection/detection experiments[256][257][258]. Thin Fe films on GaAs
are known to have a strong in-plane magnetic anisotropy (which is usually uni-axial
for thicknesses of 2nm and lower[259]), and form a Schottky barrier to the GaAs,
the height of which varies with the atomic structure of the interface but generally
falls between 0.2eV-0.9eV[254].

Schottky barriers arise at most metal/n-semiconductor interfaces as electrons flow
from the semiconductor to the metal so that the electrochemical potential aligns in
the two materials. This leads to a depletion of electrons at the semiconductor side
of the interface, and the resulting Coulomb potential causes upwards bending of
the semiconductor conduction band, giving an increased finite potential difference
between the electrochemical potential and conduction band at the interface that
any charge transfer from the metal to semiconductor must overcome. This potential
difference is known as the Schottky barrier height. If the electrochemical potential
of the metal is varied, the Schottky barrier height would also be expected to vary.
‘1D Poisson’ only models semiconductor bands, and therefore to capture the effects
of a metallic gate layer on the semiconductor heterostructure bands a Schottky
barrier needs to be added to the calculations (instead of the top of the heterostruc-
ture being terminated with vacuum). The effects of varying the electrochemical
potential in ferromagnetic metallic gate on the semiconductor heterostructure can
then be approximately modelled by varying the Schottky barrier height.
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As mentioned previously, for good magnetic gating device performance the percent-
age change in the electron density of the 2DEG needs to be as large as possible for
a given change in ferromagnetic gate electrochemical potential. To optimize the
heterostructure design in this regard, ‘1D Poisson’ was used calculate the 2DEG
electron density for a given heterostructure design with a Schottky barrier of xeV,
with the calculation then repeated for the same heterostructure design but with a
Schottky barrier of xeV + 100µeV (this Schottky barrier height variation is a loose
estimate of the electrochemical potential change that may be expected for rotating
the magnetization in Fe). Various parameters of the heterostructure design were
individually varied over a range of relevant Schottky barrier values[254], and the
percentage change in electron density calculated. The results are displayed in
figures 5.8-5.13.

Figure 5.8: Percentage change in 2DEG electron density with Schottky barrier
height for different thicknesses of top GaAs layer.
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Figure 5.9: Percentage change in 2DEG electron density with Schottky barrier
height for different doping concentrations of doped AlGaAs layer.

Figure 5.10: Percentage change in 2DEG electron density with Schottky barrier
height for different thicknesses of doped AlGaAs layer.
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Figure 5.11: Percentage change in 2DEG electron density with Schottky barrier
height for different stoichiometric compositions of doped AlGaAs layer.

Figure 5.12: Percentage change in 2DEG electron density with Schottky barrier
height for different thicknesses of AlGaAs spacer layer.
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Figure 5.13: Percentage change in 2DEG electron density with Schottky barrier
height for different stoichiometric compositions of AlGaAs spacer layer.

All the plots in figures 5.8-5.13 show a similar trend. At lower Schottky barrier
heights the percentage change in electron density is small (around 0.05%) and re-
mains so with increasing Schottky barrier height up until some critical value where
the percentage change in electron density dramatically increases with increasing
Schottky barrier height. The maximum percentage change in electron density is
around 1%. The data plotted in the graphs in figures 5.8-5.13 encompasses the
range of Schottky barrier heights where a 2DEG exists. At the Schottky barrier
heights greater than those where the peak in electron density percentage change oc-
curs, the 2DEG does not exist as there is no electron density at the AlGaAs/GaAs
interface. At the lower Schottky barrier heights the data is not plotted where
there is more than one quantized energy level occupied at the AlGaAs/GaAs
interface. Generally for the heterostructure designs the 2DEGs occur over a range
of Schottky barrier values of roughly 0.3eV-0.9eV, which coincides well with the
range of Schottky barrier heights expected for the Fe/GaAs interface. The effect of
changing parameters in the 2DEG design is largely to alter the region of Schottky
barrier values where a 2DEG exists, and to alter the Schottky barrier height where
the maximum percentage change in electron density occurs. There is also some
effect on the magnitude of the maximum percentage change in electron density,
though this is not as clear due to the large step size in Schottky barrier heights
calculated. Changing some parameters also has more of an effect than changing
others. For example, changing the thickness and stoichiometric composition of the
AlGaAs spacer layer only gives slight changes in the percentage change in electron
density.
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When deciding the final 2DEG design it is desirable to have heterostructure param-
eters that enable the formation of a 2DEG over a wide range of Schottky barrier
heights, and for the maximum percentage change in electron density to be as large
as possible. It is also worth bearing in mind the effects that DX centres in the doped
AlGaAs layer may have on the number of effective donors in the heterostructure.
DX centres cause donor electrons to become deeply bound to their Si dopant atom
due to lattice relaxation[260]. All the data in figures 5.8-5.13 was obtained using
‘1D Poisson’ with the condition of donors being fully ionized. However, in real
semiconductor materials DX centres will reduce the number of effective donors.
Fortunately for the intended experiment of this investigation, trapped electrons
can be released from DX centres by illumination with light of energy greater than
the trapping potential energy (such as white light) and then continue to remain
unbound at lower temperatures, an effect called persistent photo-conductivity.
This allows some control of effective doping density after the heterostructure has
been grown and during a measurement[261]. Assuming that DX centres will form
in the real heterostructure, it is sensible use a relatively high doping density for
the heterostructure design as the effective doping density will likely be consider-
ably lower, but can be increased to values towards the nominal doping density
via illumination. This will then give a range of accessible effective doping den-
sities, some of which should lead to the formation in the heterostructure of a 2DEG.

After further tweaking of the various heterostructure parameters (not shown), the
final heterostructure designs decided upon were:

Mn782
• GaAs spacer layer, 17nm thick, un-doped
• Al0.3Ga0.3As doped layer, 22nm thick, ND = 1x1018cm−3

• Al0.3Ga0.7As spacer layer, 20nm thick, un-doped
• GaAs bottom layer, 500nm thick, un-doped

Mn781
• GaAs spacer layer, 17nm thick, un-doped
• Al0.3Ga0.3As doped layer, 13nm thick, ND = 2x1018cm−3

• Al0.3Ga0.7As spacer layer, 20nm thick, un-doped
• GaAs bottom layer, 500nm thick, un-doped

Conduction bands and electron densities for the two designs for vacuum terminated
heterostructure surface (no gate) and 0.6eV Schottky contacts (Fe gate) assuming
a full ionization of the donor atoms are shown in figures 5.14-5.17:
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Figure 5.14: Conduction band structure (black) and electron density (red) for
Mn782 2DEG heterostructure with vacuum terminated surface.

Figure 5.15: Conduction band structure (black) and electron density (red) for
Mn782 2DEG heterostructure with Schottky contacts of size 0.6eV.
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Figure 5.16: Conduction band structure (black) and electron density (red) for
Mn781 2DEG heterostructure with vacuum terminated surface.

Figure 5.17: Conduction band structure (black) and electron density (red) for
Mn781 2DEG heterostructure with Schottky contacts of size 0.6eV.

From the ‘1D Poisson’ models for both the Mn782 and Mn781 heterostructure
designs, single quantised energy level occupation at the AlGaAs/GaAs interface
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is achieved for ohmic contacts, but double quantised energy level occupation at
the AlGaAs/GaAs interface is observed for the 0.6eV Schottky contacts. However,
again for both Mn782 and Mn781, using a higher Schottky barrier value (0.8eV) or a
slightly lower doping density (0.9x1020cm−3/1.8x1020cm−3 respectively) gives single
quantised energy level occupation for both ohmic and Schottky contacts. Given
the possibility to tune effective doping density downwards from the nominal doping
density due to the combination of DX centres and persistent photo-conductivity,
the heterostructure designs of Mn782 and Mn781 are fairly sensible for trying to
achieve a 2DEG for the purposes of the investigation.

5.4 Measurement of Mn782 sample without Fe

gate

At the time of the initial sample growths, it was not possible to grow the Fe
gate due to issues with the Fe source of the Nottingham MBE machine. It was
decided to grow the Mn782 and Mn781 heterostructures without the Fe top layer,
but with a As capping layer. Part of the wafer was used to process Hall bars
to make characterisation measurements on the sample. The rest was retained so
that at a later date the As cap could be removed and the Fe layer grown on the
heterostructure. As stray fields did not need to be accounted for without the top
Fe layer, the Mn782 and Mn781 heterostructures were processed into a normal Hall
bar geometry, with length between contacts of 390µm and width between contacts
of 200µm. N-type Ge/Au/Ni/Au finger-contacts were thermally evaporated onto
the Hall bars and then annealed in at 390oC for 10 seconds in a H2/Ar environment
in a rapid thermal annealer system. The measurements on the Mn782 sample
presented in this section were carried out in the Nottingham vector magnet system
at 4.2K unless otherwise stated.

It was found that the Mn781 sample was insulating at all temperatures and various
levels of photo-illumination, and so transport measurements could not be made.
To confirm that the insulating behaviour of the sample was as a result of the
heterostructure design and not faulty contacts, several different contact recipes
were tried to contact to Mn781 Hall bars, however all were still non-conducting.
The behaviour of Mn781 highlights the fact that ‘1D Poisson’ only models ide-
alised heterostructures, and that the properties of real heterostructures may vary
significantly from its calculated values. Sample Mn782 was found to be conducting
with the initial contact recipe, and so it was decided to focus the characterisation
measurements on this sample.

Upon cooling Mn782 to 4.2K and prior to illuminating it, the sample has a sheet
resistance of 21.5kΩ/sq. A light bulb placed on the sample rod next to the Mn782
Hall bar was used to illuminate the sample with white light for 20s. The intensity of
the illumination was not directly quantified, but was assumed to vary non-linearly
with the voltage put through the bulb, which for the measurements in this section
was 21V. Immediately after the illumination was complete the sheet resistance
of the sample decreased to 28.7Ω/sq, which is nearly three orders of magnitude
smaller than the pre-illumination value. The drastic decrease in the sheet resistance
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upon illumination at 4.2K is the result of the white light providing enough energy
for trapped electrons to become freed from DX centres (and possibly other types
of defects), increasing the sample’s free electron density and hence reducing its
sheet resistance. As shown in figure 5.18, the sheet resistance increases quite
significantly with time after illumination (an increase of about 25% in 65 minutes -
note there is a slight time delay between the removal of the light and the start of
the measurement shown in the figure).

Figure 5.18: Sheet resistance against time after the removal of a 30s white light
illumination for Mn782.

The increase in sheet resistance with time after illumination is perhaps somewhat
surprising. It has been previously shown that below around 150K (and in the
absence of illumination - only thermal effects are considered) that the occupation of
DX centres ‘freezes’ (remains constant) as a result of large energy barriers stopping
electrons escaping from or becoming trapped in DX centres[262]. The observed
increase in sheet resistance with time after illumination of the Mn782 sample
in figure 5.18 suggests that a small number of the liberated electrons become
re-trapped by the DX centres, and that while this process is more rapid in the first
10 minutes after illumination, it continues for more than an hour (effect was only
measured for 65 minutes). In order to minimise the effects of the increasing sheet
resistance, the measurements presented in this section were made 2 hours or more af-
ter the illumination as the increase in resistance with time is less severe at this point.

To further characterise Mn782, out of plane sweeps with a 6T external magnetic
field were performed on the sample for both non-illuminated and illuminated
conditions, with the sheet and transverse resistance plotted in figures 5.19-5.22.
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Figure 5.19: Sheet resistance against out of plane external field for non-illuminated
Mn782 at 4.2K.

Figure 5.20: Sheet resistance against out of plane external field for illuminated
Mn782 at 4.2K.
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Figure 5.21: Transverse resistance against out of plane external field for non-
illuminated Mn782 at 4.2K.

Figure 5.22: Transverse resistance against out of plane external field for illuminated
Mn782 at 4.2K.

The striking comparison between the shape of the plots in figures 5.19 and 5.20
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suggests that high mobility 2D transport is achieved for the post-illuminated
sample, but not for the pre-illuminated sample. The oscillations in the sheet
resistance with external field strength for the illuminated measurements are a
signature of the SDHE[263], a quantum mechanical effect which occurs in 2D
systems as a result of the density of states at the Fermi level dropping to zero at
external magnetic field values where the occupied Landau level is completely filled.
If the density of states at the Fermi level is zero then the sheet resistance should
go to zero, and so the fact that the sheet resistance does not totally drop to zero at
the oscillation minima in the illuminated sample suggests there is a small parallel
conduction channel in the sample heterostructure. One possibility for this is a
small population of free electrons in the doped AlGaAs layer. The 2D transport
behaviour of the illuminated sample is confirmed in figure 5.22 where plateaus in
the Hall resistance can be seen (these are highlighted in figure 5.23). The plateaus
are a signature of the integer quantum Hall effect (IQHE)[264], which like the
SDHE occurs when the occupied Landau level is completely full and so the Fermi
level lies between Landau levels in 2D systems.

Figure 5.23: Sheet resistance (black) and transverse resistance (red) against out
of plane external field for illuminated Mn782 at 4.2K. Green lines are a guide to
highlight sheet resistance minima and transverse resistance plateaus.

The high sheet resistance and absence of the SDHE and IQHE in the sample for
the non-illuminated measurements may suggest that a 2DEG does not form in
the heterostructure, and that perhaps the low but non-zero conductivity arises
from conduction in the doped AlGaAs layer by low mobility carriers. However, as
the onset of the SDHE occurs at a value inversely proportional to carrier mobility
it may instead be the case that the mobility is very low in the non-illuminated
measurements and that the SDHE could be observed if a larger field were applied.
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The observations of the SDHE and IQHE in the illuminated measurements are
good indicators that a 2DEG has formed at the AlGaAs/GaAs interface. The
SDHE is also useful for measuring the sheet electron density of the 2DEG by using
the formula:

ns =
gse

h(∆ 1
B

)
(5.4)

where ns is the sheet electron density, gs is the spin degeneracy (in this case gs = 2),
e is the charge of an electron, h is the Planck constant, and ∆ 1

B
is the period of

oscillations when the SDHE data is plotted as sheet resistance against 1
B

.

Additionally the sheet electron density of the 2DEG can also be obtained from
the slope of the ordinary Hall effect (the effect of the IQHE plateaus on the OHE
average out) via the formula:

ns =
1

e(∆Rxy

B
)

(5.5)

For the illuminated sample, ns is calculated to be 3.8x1011cm−2 and 3.9x1011cm−2

from equations 5.4 and 5.5 respectively. The good agreement is another indication
of the formation of a high quality 2DEG in the heterostructure. The value of ns
for the Mn782 heterostructure calculated using ‘1D Poisson’ under fully ionized
conditions is 1.6x1011cm−2, which is less than half that of the measured values.
This again highlights that ‘1D Poisson’ should only be used as a general guide for
heterostructure design, and should not be expected to perfectly predict electron
densities and energy bands of heterostructure designs. Possible reasons for the
discrepancy between experiment and model values of ns include the doping in
the AlGaAs layer not being exactly the intended amount or the presence of other
defects in the heterostructure that donate electrons. The measured ns is also nearly
an order of magnitude smaller than the sheet doping density (ND = 1x1018cm−3

in a 22nm thick AlGaAs layer gives a sheet doping density of 2.2x1012cm−2). The
main reason for this difference between doping and electron sheet densities is that
the majority of electrons from the Si donor atoms do not end up in the 2DEG
formed at the AlGaAs/GaAs interface. Instead they move to the heterostructure
surface to bring about the band-bending required to pin the Fermi level to that
of the GaAs surface states; the free electrons from the heterostructure migrate to
the surface leaving a positive charge on the heterostructure side of the heterostruc-
ture/surface interface which causes upwards bending of the heterostructure bands
at the interface required to pin the Fermi level.

As well as increasing the sheet electron density, illumination of a 2DEG heterostruc-
ture can also increase the electron mobility. Electron mobility could potentially be
another useful parameter to be able to tune when optimising the heterostructure
for the magnetic gating experiment. The mobility can be obtained simply from
the sheet resistance and the gradient of the Hall slope as such:

µ =
∆Rxy

∆B

1

Rsheet

(5.6)
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where µ is the mobility, and Rsheet is the sheet resistance.

To demonstrate the ability of illumination to tune ns and µ, Mn782 was illuminated
with the same intensity of white light for different periods of time, ranging from
0s to around 40s, with a 1 hour wait between each illumination and subsequent
measurement. Rsheet was recorded and out of plane field sweeps were performed in
order to obtain both ns and µ. The results are plotted in figure 5.24:

Figure 5.24: Sheet electron density against electron mobility for Mn782 at 4.2K.

As figure 5.24 shows, for Mn782 there is a fairly linear relationship between ns
and µ (there is also apparent localisation at low ns, as µ tends to zero at a finite
value of ns). Considering that Rsheet depends linearly on both ns and µ, this
result highlights why the increase in Rsheet with illumination is so drastic. Simply
by illuminating the sample ns can be varied by a range of about 4x1011cm−2

while µ can be varied by a range of nearly 0.35x106cm2V−1s−1. Additionally, the
relationship between ns and µ can be used to gain information about the scattering
mechanisms present in the heterostructure[265][266], though this is out of the scope
of the investigation in this chapter.

It is desirable that the 2DEG does not have any type of AMR-style effect, i.e.
change in resistance when an external field is rotated in the plane of the sample.
If the 2DEG, or the heterostructure as a whole, were to show some relatively
large change in resistance with in-plane external field direction, this change in
resistance could swamp the signal of the change in the 2DEG resistance that results
from the electrochemical potential anisotropy with magnetization orientation effect
(magnetic gating effect) in the device with the ferromagnetic gate layer. To
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investigate whether the 2DEG heterostructure without the gate displayed any type
of AMR signal, an in-plane field rotation measurement were performed with a 2T
external field, the results of which are shown in figure 5.25.

Figure 5.25: Sheet resistance (black) and transverse resistance (red) against angle
of in-plane 2T external magnetic field. Note that the angle of external field is not
defined with respect to any reference point of the sample.

The variation in Rsheet and Rxy with the angle of the in-plane external field shown
in figure 5.25 can be explained by the in-plane field having an out of plane mis-
alignment of around 1.7◦. Ignoring a rising background drift in Rsheet and Rxy

which can be ascribed to the behaviour shown in figure 5.18, Rsheet varies with a
cos(2φ) symmetry and Rxy varies with a cos(φ) symmetry (where in this case φ is
the angle between the in-plane external field and an arbitrarily defined reference
point). The maxima and minima of the Rxy variation occur at approximately the
same point as Rsheet maxima (though this is slightly obscured by the drift). These
observations are consistent with an out of plane component of the external magnetic
field causing a Lorentz force on the carriers to give ordinary magnetoresistance
and ordinary Hall effect contributions to Rsheet and Rxy respectively. Rsheet varies
by around 1% (in terms of an AMR style definition and accounting for the drift),
and this percentage change is of a similar magnitude to what may be maximally
expected of the change in carrier density from the magnetic gating effect. However,
for the device with the ferromagnetic gate on, changes in Rsheet with external field
angle due to out of plane misalignment and due to the magnetic gating effect
should be relatively straightforward to separate. For the magnetic gating effect,
changes in Rsheet should be symmetric about the angle between the Fe crystalline
axes and the external field (assuming a saturating field), and there should be
no variation in Rxy. For the misalignment effect, the variation Rsheet should be
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symmetric about some point of misalignment at a certain in-plane angle, and the
variation in Rxy should also be defined with respect to the same point. Fitting to
the Rxy data should give the angle of misalignment, which can then be used in a
fit to the Rsheet data using a cos(2φ) function defined with respect to the angle
of misalignment, and cos(2φ) and cos(4φ) functions defined with respect to the
Fe crystalline axes (assuming in-plane uni-axial and cubic contributions to the
electrochemical potential variation). Varying the magnitude of the external field
may also further separate magnetic gating and misalignment contributions to Rsheet.

The characterisation measurements shown in this section indicate that Mn782 is a
promising sample to be used as the heterostructure for the magnetic gating experi-
ment. The SDHE and QHE measurements show that a 2DEG does form, electron
density and mobility can be varied with illumination, and the only apparent AMR-
style effect is caused by a field misalignment that can be accounted for with fitting.
Therefore, when the Fe source on the Nottingham MBE machine became avail-
able (nearly 2 years after Mn782 was grown), it was decided to initially grow the
Fe gate layer onto the Mn782 sample rather than grow a whole new heterostructure.

The Mn782 sample wafer was heated in the MBE machine to remove the As cap.
Several layers of GaAs were then grown onto the sample to recover the quality
of the surface, before an approximately 2nm layer of Fe was grown followed by
a 5nm Al cap. To check the properties of the 2DEG heterostructure, Hall bars
were processed with the Al and Fe layers completely removed (by photo-developer
solution and HCl respectively), i.e. no gate. For the first Hall bar tested the same
contact recipe as the previous Mn782 devices was used with the same annealing
conditions. However, for transport measurements made on the Hall bar, the trans-
port characteristics observed for the original Mn782 device were not present. Most
notably, the sheet resistance at 4K and after illumination was more than 100kΩ/sq.
This suggests that either contact was not made to the 2DEG channel, or that the
2DEG no longer formed in the sample. While the former is probably more likely,
both scenarios seem strange given that this device was made from the same wafer
as the initial Mn782 device that did show 2DEG conduction. It is not clear why
leaving the sample for 2 years, heating of the initial As capping layer, growing a few
more GaAs layers, or growing the Fe gate and Al layers (which were then removed
by etching) would prevent contact being made to the 2DEG channel when the
same contact recipe as before is used. Measurements were also made on other Hall
bars from the same processing batch where the contacts had been laser annealed or
not annealed at all (the same contact recipe was used), and in both cases again no
contact to the 2DEG was made. Without being able to pinpoint exactly why the
contact problems occurred it was decided to not pursue any further measurements
with the Mn782 sample.
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5.5 Measurement of RC023 sample with and with-

out Fe gate

With the problems contacting to Mn782 after the deposition of the Fe gate layer, a
new sample was grown. RC023 has exactly the same 2DEG heterostructure layer
design as Mn782, but unlike Mn782 the top Fe layer was deposited in the same
growth run as the 2DEG heterostructure, as was the capping Al layer. SQUID
field sweep measurements of the sample indicated that the thickness of the Fe
layer is 2.6nm. The SQUID measurements also show that the Fe has a strong
in-plane magnetic anisotropy. The in-plane magnetic anisotropy is bi-axial, with
the easy axes closer to the [110] crystalline axis than the [1-10] crystalline axis.
The magnetization saturates along the [1-10] axis with an external field of 2kOe,
and therefore the 4.4kOe field of the Nottingham small cryostat system should
be sufficient to saturate the magnetization along all in-plane directions for the
magnetic gating experiment.

Figure 5.26: SQUID field sweep measurement of RC023 sample for field along the
[1-10] (black), [110] (red), and [001] (blue) crystalline directions at 300K.

Gated L-shaped Hall bars with length between contacts of 410µm and width
between contacts of 100µm were processed. The same n-type Ge/Au/Ni/Au
contact recipe as for Mn782 was thermally evaporated onto the bars. An optical
image of a gated L-shape Hall bar used in this investigation is shown in figure 5.27.

166



Figure 5.27: Image of L-shape Hall bar of RC023 sample with Fe gate.

Several of the bars were re-etched in photo-developer and HCl in order to remove
the Fe gate so that there were ungated Hall bars for reference measurements. One
of these ungated L-shaped Hall bars had its contacts annealed in at 390oC for 10
seconds in a rapid thermal annealer, just as for the Mn782 devices. Subsequent
transport measurements at 4.2K and roughly 1 hour after illumination of 21V
through the bulb for approximately 10s showed a value of Rsheet of 120Ω/sq along
one current direction (this Rsheet value was 50kΩ/sq at 4.2K before illumination),
and 165Ω/sq along the orthogonal direction, values 3-4 times larger than for the
original Mn782 sample. An 0.44kOe out of plane field sweep measurement was
made, and the corresponding value of ns obtained from equation 5.5 was calculated
to be 4.8x1011cm−2, a value around 25% larger than that for the original Mn782
sample. Neither SDHE oscillations nor IQHE plateaus were observed in out of
plane field sweep measurements, and this is not surprising given that the original
Mn782 out of plane field sweep measurements also did not show these features
in the 0.44kOe external field range. Without higher field out of plane sweep
measurements it is difficult to say for sure whether a 2DEG had formed in the
heterostructure, but unfortunately 0.44kOe was the maximum field available at the
time of the measurement. Despite the values of Rsheet and ns being larger in the
ungated RC023 sample compared to the ungated Mn782 sample, the similarities
in their magnitudes gave sufficient evidence that the RC023 sample was worth
investigating further for the magnetic gating effect.

In order to anneal the contacts in on the devices with the Fe gate on, laser annealing
was required. Fe is known to react with GaAs at the temperatures needed for
the contact annealing[253][267], and this would be detrimental for the magnetic
gating device. Laser annealing is simply the shining of a laser onto an area of
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the sample to heat it locally. For the laser annealing in this investigation, a laser
spot size of diameter 1µm was shone onto each contact (usually in the middle of
one of the fingers). It was hoped that the heating at the spot was sufficient to
allow the contact metal to diffuse to the 2DEG channel, but that it also would
also be sufficiently dissipated at the region of the sample where the Fe gate be-
gins so that it does not cause the Fe to degrade. For reference another ungated
device also had it contacts laser annealed in order to check that the effects on
the contacts of laser annealing and annealing in the rapid thermal profiler were
similar. A device without any type of annealing of the contacts was also measured
and showed essentially insulating behaviour even after illumination at 4.2K - this
confirms that contacts do need to be annealed in. All laser annealing of devices for
the work done in this investigation was kindly carried out by Dr. Oleg Makarovskiy.

5.5.1 Measurement of laser annealed RC023 sample with-
out Fe gate

5.5.1.1 Magnetotransport characterisation

Rsheet of the ungated laser annealed RC023 device at 4.2K before illumination
is 43kΩ/sq and 36kΩ/sq for current along the two orthogonal directions (named
here as the ‘Bar 1’ and ‘Bar 2’ directions respectively). Roughly 1 hour after
illumination (with 21V through the light bulb applied for approximately 10s) these
values of Rsheet reduced to 250Ω/sq and 265Ω/sq respectively. The values are
roughly double those for the ungated RC023 device with rapid thermal annealed
contacts. As the Rsheet measurements are 4-probe measurements they should not
be especially sensitive to contact resistance, and so the increased Rsheet values for
the laser annealed contacts should not necessarily be a result of the quality of
the contacts. Nevertheless, an IV measurement was made on the contacts and
confirmed approximately linear behaviour up to the value of the source current
used for the measurements in this investigation (10µA), and therefore the contacts
are approximately ohmic for the measurements in this investigation. It should
be noted that an IV measurement made on the ungated rapid thermal annealed
RC023 showed similar behaviour (data not shown).
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Figure 5.28: 2-probe IV measurement between two contacts of the ungated laser
annealed RC023 device.

It is possible that the higher Rsheet for the laser annealed sample is due to a lack of
precision in the duration of time that the illumination was carried out over, as well
as in the duration of time between the illumination and the measurement. This part
of the measurement procedure was not carried out with the degree of repeatabil-
ity that it should have been, and more care should be taken in future measurements.

The values of Rxy under zero magnetic field at 4.2K after illumination of the
laser annealed L-shape Hall bar are extraordinarily large, 315Ω for Bar 1 and
358Ω for Bar 2. These are larger than the Rsheet values, and it is impossible that
they are caused by a misalignment of the Hall bar arms. For the rapid thermal
annealed sample the Rxy values are also large, being around 50% and 5% of the
corresponding Rsheet values for the two different current directions. It is unclear
what is causing the large Rxy values in the sample. While the issue is more severe
in the laser annealed device, it still appears in the rapid thermal annealed device
and so is not exclusively brought about by laser annealing, though large Rxy values
were not observed for the Mn782 sample. Given time constraints, it was decided
not to further investigate the cause of the large Rxy values, but instead proceed
with the main investigation with the hope that they would not severely affect the
magnetic gating experiment.

Out of plane field sweep measurements were also made on the ungated laser
annealed sample. The results for current along one of the bar directions are shown
in figure 5.29.
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Figure 5.29: Rsheet (black) and Rxy (red) for current along the same direction of
an ungated laser annealed RC023 L-shape Hall bar at 4.2K after illumination.

The low field negative magnetoresistance feature in the Rsheet field sweep data
could be related to weak localisation[268]. The asymmetric slant on the Rsheet

with external field suggests that the current flow is not perfectly parallel to the bar
direction. This may also be a factor in the large Rxy values. If this were to be the
case it is not clear why it is happening. The current does have to bend 90◦ to go
from the source to drain contact of the L-shape Hall bar, but devices of the same
geometry made from a different material have previously not shown such spurious
Rsheet and Rxy behaviour.

From the Rxy Hall measurements for current along both directions, a value of ns
of 3.5x1011cm−2 was obtained, which is lower than the value of ns from the rapid
thermal annealed device. Again this discrepancy may be due to carelessness in the
illumination procedure (indeed the lower ns would be expected to coincide with
a higher Rsheet, as is the case). The fact that ns is not significantly different to
the ungated Mn782 device (which did not have large Rxy values) suggests that
obtaining ns from Hall measurements appears to still be a valid technique despite
the large Rxy values.

5.5.1.2 Field rotation measurements

With the Rsheet and Rxy values of the ungated laser annealed RC023 device not
looking ideal, in-plane field rotation measurements were made in order to see
whether there were any additional AMR-style contributions to the measurements,
other than the out of plane misalignment of the field observed for the Mn782 sample.
Identifying and defining such contributions in the ungated sample is important
for trying to separate them from possible magnetic gating effect contributions in
the gated device. Figures 5.30-5.32 show the measured variation in Rsheet and Rxy
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for the orthogonal Bar 1 and Bar 2 current directions on the L-shaped Hall bar
device as a function of the angle between an in-plane external magnetic field and
an in-plane arbitrary direction of the sample’s crystalline axes. Measurements were
made for different temperatures, magnitudes of external field, and intensities of
illumination. The variation in Rsheet and Rxy is plotted as AMRxx and AMRxy as
defined in equations 3.1 and 3.2 respectively in chapter 3. For all measurements
the drift in Rsheet and Rxy with time after illumination is approximately accounted
for by measuring its rate in a static field and subtracting a linear fit from the
raw field rotation data. This procedure to remove drift was not as effective for
measurements at higher temperatures.
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Figure 5.30: AMRxx (upper plots) and AMRxy (lower plots) of the ungated RC023
device for current along orthogonal directions (left and right columns for Bar 1
and Bar 2 respectively) as a function of the angle between the in-plane external
magnetic field and an arbitrary direction of the sample’s crystalline axes. Plots
are for various temperatures, with an external field of 4.4kOe and after a 27V
illumination.
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Figure 5.31: AMRxx (upper plots) and AMRxy (lower plots) of the ungated RC023
device for current along orthogonal directions (left and right columns for Bar 1
and Bar 2 respectively) as a function of the angle between the in-plane external
magnetic field and an arbitrary direction of the sample’s crystalline axes. Plots
are for various magnitudes of external field, at a temperature of 4.2K and after a
27V illumination.
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Figure 5.32: AMRxx (upper plots) and AMRxy (lower plots) of the ungated RC023
device for current along orthogonal directions (left and right columns for Bar 1
and Bar 2 respectively) as a function of the angle between the in-plane external
magnetic field and an arbitrary direction of the sample’s crystalline axes. Plots
are for various intensities of illumination (27V being the most intense, 3V being
the least intense), with an external field of 4.4kOe and at a temperature of 4.2K.

All of the AMRxx and AMRxy data in figures 5.30-5.32 can be well fitted to with
the equation:

AMR = P1cos(φ− φ1) + P2cos(2(φ− φ2)) (5.7)

where φ is the angle between the in-plane external field and the arbitrary direction
of the crystalline axes, φ1 and φ2 are variable fitting parameters to adjust the angle
of symmetry of the cos(φ) and cos(2φ) contributions respectively, and P1 and P2

are variable fitting parameters representing the magnitude of the cos(φ− φ1) and
cos(2(φ− φ2) terms respectively.

The ratio of the magnitude of the cos(2φ) to cos(φ) contributions to the temperature,
external field, and illumination AMRxx and AMRxy data sets are plotted in figure
5.33.
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Figure 5.33: Ratio of the magnitude of the cos(2φ) to cos(φ) contributions to the
fits of the AMRxx (left column plots) and AMRxy (right column plots) data in
figures 5.30-5.32 made using the fitting equation 5.7.

Figures 5.30-5.32 show that some type of AMR-style signal does exist in the un-
gated RC023 sample. Focusing on the case for the conditions of 4.2K temperature,
4.4kOe external field, and 27V illumination (the black data points in all of the
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figure 5.30-5.32 plots), the magnitude of AMRxx is around 0.8%, which is a similar
size to what may be expected for any possible magnetic gating effect in the gated
sample. As shown in figure 5.33, the symmetry of the 4.2K temperature, 4.4kOe
external field, and 27V illumination AMRxx for both current directions is largely
cos(2φ), though does require a smaller cos(φ) term to fit accurately. The equivalent
AMRxy has a largely cos(φ) symmetry that also requires a smaller cos(2φ) term to
fit accurately. The mostly cos(2φ) and cos(φ) symmetries of AMRxx and AMRxy

respectively may at first glance suggest that the AMR effects are caused largely
by an out of plane misalignment of the external field, similar to the case for the
Mn782 field rotation measurement shown in figure 5.25. However, the relative
angular dependence between AMRxx and AMRxy for a given current direction as
well as the relative angular dependence between AMRxx for the orthogonal current
directions and AMRxy for the orthogonal current directions suggest this not be the
case. For example, for the conditions of 4.2K temperature, 4.4kOe external field,
and 27V illumination, the angle between the cos(2φ) term minima for AMRxx

and the cos(φ) term minima for AMRxy is 39◦ for the Bar 1 current direction
and 93◦ for the Bar 2 current direction. For an out of plane misalignment of an
external field, the cos(2φ) term minima for AMRxx should be offset by 90◦ from
the cos(φ) term minima for AMRxy; this is case for the Bar 2 current direction,
but not for the Bar 1 direction. Furthermore, the angle at which the AMRxx

cos(2φ) term is maximum should be the same for both the Bar 1 and Bar 2 current
directions, however again for the 4.2K temperature, 4.4kOe external field, and
27V illumination conditions there is a 36◦ difference. Similarly the angle at which
the AMRxy cos(2φ) term is minimum should also be the same for both current
directions, but there is a 15◦ difference. All of these observations are evidence
that an out of plane misalignment of the external magnetic field is at least not
simplistically responsible for the observed AMR-style signal.

The trends of the cos(2φ) to cos(φ) ratio with increasing temperature and de-
creasing illumination also add further complexity when considering origin of the
AMR-style signal. AMRxx of the Bar 2 current direction becomes more cos(φ)
like than cos(2φ) like at temperatures of 22K and higher. AMRxy also becomes
even more cos(φ) like at higher temperatures. Additionally, as illumination is
decreased to 3V, AMRxy for both current directions becomes more cos(2φ) like than
cos(φ) like. These observations could indicate that there are several conduction
channels in the device (with different AMR-style characteristics), and that the
relative contribution of these channels to conduction varies with temperature and
illumination. Again these observations are not compatible with an out of plane
misalignment of the external field being the major source of the observed AMR.

Trying to uncover the origins of the observed AMR-style variations in Rsheet and
Rxy of the ungated RC023 sample would be a very difficult task that is beyond the
scope of this investigation, and it is certainly not possible with the limited mea-
surements presented in this section. Indeed there is very little study in literature
documenting AMR in non-magnetic semiconductor 2DEG heterostructures[269].
In terms of the overall goal of this investigation, i.e. to observe the magnetic gating
effect, the AMR-style variation in Rsheet and Rxy for the ungated RC023 device
is very problematic. Unlike for the case of the ungated Mn782 device where the

175



misalignment-induced AMR signal should be accountable for by fits, the poorly
defined and inconsistent symmetries of both AMRxx and AMRxy for the ungated
RC023 device would be much more difficult to separate from any magnetic gating
effect in the gated device. This problem is compounded by the size of the ungated
AMR effects being comparable to what may be expected for the magnetic gating
effect.

5.5.2 Measurement of laser annealed RC023 sample with
Fe gate

With its huge Rxy offsets, possibly spurious current directions, and non-systematic
and substantial AMR effects, RC023 is in principle a significantly worse sample
to use for a magnetic gating experiment than Mn782. However, unlike Mn782,
Fe-gated devices with seemingly good contact to the relevant conduction channel
were able to be made for RC023. Therefore, measurements were made on the
Fe-gated RC023 sample in the hope that the magnetic gating effect may be present
and still detectable despite the various problems with the ungated sample.

5.5.2.1 Magnetotransport characterisation

Rsheet of the laser annealed Fe-gated RC023 device at 4.2K before illumination
is 25kΩ/sq and 42kΩ/sq for current along the Bar 1 and Bar 2 directions of the
device respectively. Roughly 1 hour after illumination (with 21V through the light
bulb applied for approximately 10s) these values of Rsheet reduce to 385Ω/sq and
490Ω/sq respectively. The Rsheet values are approximately 50%-90% larger than
the corresponding values for the laser annealed ungated RC023 device. Given that
Rsheet of the Fe-gated device varies by around 25Ω/sq in an out of plane external
magnetic field of 4.4kOe (see figure 5.34), an even larger stray field from the Fe
gate layer would be needed to account for the 105Ω/sq difference between Rsheet

for the orthogonal current directions. At 4.2K and after illumination Rxy for Bar 1
is 10Ω and for Bar 2 is 882Ω. Rxy for the other Bar 2 set of transverse contact
probes was even higher than 882Ω (though the actual value was not recorded).
While the Bar 1 Rxy value seems somewhat reasonable, the huge Rxy of Bar 2 is
considerably larger than for the Rxy values of the ungated RC023 device. Again
the origin of the large Rxy is not known, but may be caused current not flowing
perfectly along the bar direction.

Out of plane field sweeps were made on the sample. The Rsheet and Rxy data for
Bar 1 are shown in figure 5.34.
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Figure 5.34: Rsheet (black) and Rxy (red) for current along the same direction of a
Fe-gated laser annealed RC023 L-shape Hall bar at 4.2K after illumination.

Rsheet of the Fe-gated RC023 device displays a negative magnetoresistance across
the whole ±4.4kOe measurement range, unlike the ungated device which has a
positive magnetoresistance at field magnitudes of greater than 2.5kOe. The Rsheet

field sweep data has an asymmetric slant, like that of the ungated device, which
again may be caused by current not flowing perfectly along the bar direction.

From the Rxy Hall measurements for current along both directions, a value of ns
of 8.8x1011cm−2 was obtained, which is 1.6 times bigger than the value of ns for
the ungated device. The size of ns for the Fe-gated and ungated devices is in
good agreement with the ‘1D Poisson’ calculations used to generate figures 5.14
and 5.15, which give ns to be 1.7 times larger for the case of the heterostructure
having a 0.6eV Schottky barrier height as opposed to a vacuum terminated surface
(though it should be noted that the actual calculated values of ns are around 3
times less than the values measured in the RC023 devices). Given the larger ns of
the Fe-gated device compared to the ungated device, it is surprising that its Rsheet

values are also larger.

5.5.2.2 Field rotation measurements

In order to try and observe the magnetic gating effect, field rotation measurements
were made on the Fe-gated RC023 device in the same way as they were for the
ungated device documented in section 5.5.1.2. The results are shown in figures
5.35-5.37.
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Figure 5.35: AMRxx (upper plots) and AMRxy (lower plots) of the Fe-gated RC023
device for current along orthogonal directions (left and right columns for Bar 1
and Bar 2 respectively) as a function of the angle between the in-plane external
magnetic field and an arbitrary direction of the sample’s crystalline axes. Plots
are for various temperatures, with an external field of 4.4kOe and after a 27V
illumination.
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Figure 5.36: AMRxx (upper plots) and AMRxy (lower plots) of the Fe-gated RC023
device for current along orthogonal directions (left and right columns for Bar 1
and Bar 2 respectively) as a function of the angle between the in-plane external
magnetic field and an arbitrary direction of the sample’s crystalline axes. Plots
are for various magnitudes of external field, at a temperature of 4.2K and after a
27V illumination.
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Figure 5.37: AMRxx (upper plots) and AMRxy (lower plots) of the Fe-gated RC023
device for current along orthogonal directions (left and right columns for Bar 1
and Bar 2 respectively) as a function of the angle between the in-plane external
magnetic field and an arbitrary direction of the sample’s crystalline axes. Plots
are for various intensities of illumination (27V being the most intense, 3V being
the least intense), with an external field of 4.4kOe and at a temperature of 4.2K.

The AMRxx and AMRxy data for the Fe-gated 2DEG were fitted to with equation
5.7, and the ratio of the magnitude of the cos(2φ) to cos(φ) fitting terms for the
whole data set are plotted in figure 5.38.
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Figure 5.38: Ratio of the magnitude of the cos(2φ) to cos(φ) contributions to the
fits of the AMRxx (left column plots) and AMRxy (right column plots) data in
figures 5.30-5.32 made using the fitting equation 5.7.

As shown in figures 5.35-5.37, both AMRxx and AMRxy are observed in the Fe-
gated RC023 device. Both are smaller in magnitude in the Fe-gated device than
in the ungated device. The magnitudes of corresponding AMRxx and AMRxy
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values are closer to one another in the Fe-gated device, possibly suggesting their
origins are more similar than in the ungated device. For the conditions of 4.2K
temperature, 4.4kOe external field, and 27V illumination, the relative strength of
the cos(2φ) term in AMRxx is stronger for the Fe-gated sample than the ungated
device. Interestingly, while the cos(φ) term dominates AMRxy of the ungated
device except for at 3V illumination, the cos(2φ) term dominates AMRxy of the
Fe-gated sample, except for at temperatures of 22K and higher (though for these
conditions it still remains a similar size to the cos(φ) term which itself may be
brought about by the drift in the data not being fully accounted for).

The fact that AMRxy of the Fe-gated device has a mostly cos(2φ) symmetry is
evidence against an out of plane misalignment of the external field being largely
responsible for it (as AMRxy from an out of plane misalignment would be expected
to have a cos(φ) symmetry). Just as for the ungated device, the difference between
the angle of the cos(2φ) term maximum for AMRxx of the Bar 1 and Bar 2 direc-
tions provides further evidence against an out of plane field misalignment being
significant. At 4.2K temperature, 4.4kOe external field, and 27V illumination, this
difference is 48◦, not the 0◦ difference that would be expected for an out of plane
misalignment. For the same conditions, the difference in the angle of maximum of
the cos(2φ) of AMRxy terms for the orthogonal bar directions is 9◦, while the differ-
ence between the maximum angle of the cos(2φ) term for AMRxx and AMRxy is 75◦

for Bar 1 and 18◦ for Bar 2. All of these various relative differences in angles of max-
ima are largely similar as temperature, field magnitude, and illumination are varied.

There is no evidence for the existence of the magnetic gating effect in the Fe-gated
RC023 sample. Given the magnetic anisotropy of the Fe layer, if the magnetic
gating effect were to exist it seems most likely that it would have cos(4φ) and/or
cos(2φ) contributions to AMRxx, similar to those observed in the electrochemical
potential variation with magnetization orientation in (Ga,Mn)As[246]. For the
measured AMRxx data, any significant cos(4φ) contribution can be ruled out
because equation 5.7, which does not include a cos(4φ) term, fits to the data
extremely well. A magnetic gating contribution to AMRxx would be expected to
have the same angular dependence with respect to the device’s crystalline axis for
current along any direction (as is also the case for an out of plane misalignment
contribution). The fact that the maxima in the cos(2φ) AMRxx terms for Bar 1 and
Bar 2 of the Fe-gated device have a difference of 48◦ is therefore evidence against
a cos(2φ) magnetic gating contribution to AMRxx. Furthermore, magnetic gating
would give no contribution to AMRxy. While the observation in AMRxy cannot
be used as direct evidence against magnetic gating, the possibility that it may
originate from the same source as AMRxx (due to the similar sizes of the AMRs)
would again hint that the observed AMRxx is not brought about by magnetic gating.

An attempt was made to electrically gate the Fe-gated 2DEG in order to try and
tune the observed AMR effects and possibly induce the magnetic gating effect
by varying the carrier density to a more favourable level. A contact was made
to the Fe gate on the device, and voltage applied between the gate and drain
contacts. However, the application of this voltage induced a current flow that
passed through the gate layer to the 2DEG heterostructure. This leaky gate is
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presumably caused by some channel for conduction in the upper layers of the 2DEG
heterostructure that was not predicted with the ‘1D Poisson’ models. The effect
of applying the gate voltage on the dc transport measurements for the normal
measurement geometry was therefore to add an additional signal with a distorted
current path to the 4-probe measurements of Rsheet and Rxy. This was of course
not helpful for the magnetic gating experiment, and so no further electrical gating
measurements were made.

5.6 Conclusions and future work

Section 5.2 of this chapter proposed the possibility of magnetically gating a 2DEG.
Such an effect would be brought about by the combination of the SOC-induced
variation of the electrochemical potential of a ferromagnetic gate layer, and the
redistribution of charge carriers in the 2DEG heterostructure to ensure its electro-
chemical potential matches that of the gate.

Section 5.3 detailed the design of the magnetic gating device for this investigation.
An L-shape Hall bar geometry was suggested to account for the effects of stray
magnetic fields from the gate layer. While this turned out not to be a significant
factor in the actual experiment, the L-shape Hall bar did prove to be useful for
ruling out certain AMR effects due to their relative symmetries for current along
orthogonal directions. ‘1D Poisson’ was used to model the electronic properties of
various GaAs/AlGaAs heterostructure designs, and to see how the 2DEG carrier
density varied with gate electrochemical potential. Calculations for a device with
a (Ga,Mn)As gate layer showed it to form a 2DEG, but it was decided that the
difference between the ungated and gated devices made it an unsuitable starting
point for the magnetic gating experiment. Instead Fe was chosen as the gate layer
due to its ease of growth on GaAs, as well as its SOC and magnetic properties.
By varying several parameters to give a maximum change in carrier density with
changes in gate electrochemical potential, an optimal 2DEG heterostructure design
was decided upon.

Section 5.4 presented experimental measurements that characterise the properties
of the ungated Mn782 device. Out of plane field sweep measurements on the device
at 4.2K after illumination showed SDHE oscillations and IQHE plateaus, evidence
of 2D conduction. The measured sheet electron density is larger than what was
maximally predicted from ‘1D Poisson’ calculations, and can be tuned by vary-
ing the illumination conditions. In-plane field rotation measurements showed an
AMR-style effect caused by an out of plane misalignment of the external magnetic
field. While the size of the AMR was significant in the context of the magnetic
gating experiment, its well defined symmetry means that it can be accounted for
by fitting. An attempt was made to grow a Fe gate layer onto the Mn782 sample,
however contact could not subsequently be made to the 2DEG channel for reasons
which are not known.

Section 5.5 showed characterisation and field rotation measurements for ungated
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and Fe-gated RC023 devices. For both cases, extraordinarily large values of Rxy

were observed which may possibly relate to current not flowing along the bar
direction. The ungated device shows a sizeable AMRxx and AMRxy that is not
caused by an out of plane misalignment. The origin of these AMRs is not known,
and their poorly defined symmetries would make them more difficult to separate
from magnetic gating effects when fitting. The Fe-gated device also shows a AMRxx

and AMRxy. The AMR of the Fe-gated device is somewhat distinct from the gated
device: it has a smaller magnitude and cos(2φ) symmetry for AMRxy. Like the
ungated device, the AMR of the Fe-gated device is not caused by an out of plane
field misalignment. Disappointingly in terms of the overall goal of the investigation,
there was no evidence for the existence of the magnetic gating effect in the Fe-gated
device measurements.

The study was hindered by problems with both the Mn782 and RC023 samples.
Ungated Mn782 has 2D conduction, reasonable Rsheet and Rxy values, and only a
misalignment contribution to AMR. This make it an excellent 2DEG heterostruc-
ture for the magnetic gating device. The inability to successfully contact to Mn782
after the subsequent growth of the Fe gate layer is not understood. It is unclear
whether the same issue would have arisen had the Fe layer been grown in the same
growth run as the heterostructure. The large Rxy values of the RC023 devices
and the leaky gate suggest some type of problem with the electrostatics within
the structure, but it is difficult to speculate any further. The presence of AMR
in the ungated device makes RC023 unsuitable for detecting the magnetic gating
effect. This is confirmed as AMR that is not from the magnetic gating effect (and
not exactly the same as the AMR in the ungated device) is seen in the gated device.

Another issue to consider is that the magnitude of the magnetic gating effect for
the device designs of this experiment may be considerably smaller than the very
loose prediction of up 1%. This prediction was made with several assumptions
that may be flawed. Firstly, it was based upon idealised ‘1D Poisson’ calculations,
which have been shown in this chapter to usually not be in quantitative agreement
with real measured devices. Secondly, the maximum predicted effect was only for
a very narrow range of the possible Schottky barrier heights - the effect is actually
predicted to be 0.05% for the majority of the possible Schottky barrier heights.
Thirdly, the calculations were made for an electrochemical potential variation
of 100µeV. The actual electrochemical potential variation with magnetization
orientation in thin Fe films has never been measured or calculated, and may be
much smaller than this value. If change in Rsheet from the magnetic gating effect
should actually be significantly smaller than the loose 1% prediction, detecting it
above other contributions to AMRxx in field rotation experiments would become a
considerably more difficult task.

If more time and growths were able to be committed to this project, the first step
to progress would be to repeat the growth of the Mn782/RC023 heterostructure
with the Fe gate layer. Mn782 and RC023 are nominally the same sample in terms
of their intended structure, yet ungated Mn782 and RC023 devices show different
properties. It may be the case that for some reason the RC023 sample did not grow
as well as Mn782. If a future growth was able to replicate the quality of the Mn782
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sample, but with the Fe gate layer and with good electrical contact to the 2DEG
channel, that device may in itself provide a good enough platform to observe the
magnetic gating effect. Depending on the results, the 2DEG heterostructure could
also be modified in subsequent growths. For example, if the gate was still leaky, a
larger spacer layer or lower doping densities could be considered. If the magnetic
gating effect was absent or weak, it could be tried bringing the 2DEG interface
closer to the surface which may enhance the magnitude of the magnetic gating effect.

If the magnetic gating effect could be achieved in an Fe-gated device, it may also
be interesting to vary the thickness of the Fe gate layer. A thin Fe gate layer was
used in this experiment as it was assumed that only the monolayers of the gate
close to the GaAs interface would give a significant contribution to the magnetic
gating effect, firstly as these are the layers with which the heterostructure chemical
potential is sensitive to, and secondly because the SOC may be stronger in these
layers. Increasing the thickness of the Fe gate layer would not be expected to
significantly vary the Schottky barrier height to GaAs (and hence the carrier density
of the 2DEG). Therefore it may allow a fair comparison directly via magnetic
gating measurements to see how (if at all) varying the Fe thickness varies the
effects at the Fe/GaAs interface responsible for the magnetic gating effect. For
example, the magnetic anisotropy of Fe becomes more cubic as thickness of the Fe
layer increases from 2nm, so a cos(4φ) contribution to the magnetic gating effect
may become more significant.

Besides Fe, there are several other magnetic materials that could be chosen as
the gate layer for a GaAs/AlGaAs 2DEG heterostructure. Changing the gate
material will alter the Schottky barrier height/carrier migration in the 2DEG
heterostructure, and so the heterostructure parameters may need to be varied for
each sample with a different gate layer. The reasons for considering the dilute
magnetic semiconductor (Ga,Mn)As as a gate were outlined in section 5.3.2 (grows
well on GaAs, strong SOC), assuming that a suitable heterostructure design could
be achieved for both with and without the (Ga,Mn)As layer. This situation might
be somewhat simplified by instead using the metal MnAs as the gate layer. MnAs
is also known to grow well on GaAs[270], with which it forms Schottky barrier[247]
that like Fe could make the effects on the 2DEG of removal of the gate layer less
drastic. The MnAs/GaAs interface is also sharper than the Fe/GaAs interface[271]
which could also help the magnetic gating effect. Furthermore, MnAs does not
degrade at 390oC (its spintronic properties are in fact enhanced[272]), and this
would remove the need for the time-consuming laser annealing of contacts. Spin-
polarised Pt may be another interesting material to consider for the gate. Pt is a
non-magnetic element with a high magnetic susceptibility, and it is known that a
magnetic moment in Pt can be induced near its interface with Co[273]. As it is
presumably the monolayers of the gate next to the GaAs interface that are most
significant for the magnetic gating effect, a very thin (< 1nm) Pt layer sandwiched
between the 2DEG heterostructure and a Co layer may be sufficient to allow for
the magnetic gating effect. The benefit of Pt over Fe or Co itself as the gate
material is that it is a significantly heavier element, so will have stronger SOC
which may also give it a stronger electrochemical potential anisotropy with the
induced moment orientation. Antiferromagnetic materials could also be explored
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for the role of the gate. Reference [236] demonstrated significant electrochemical
potential variation with spin axis direction in IrMn and Mn2Au, while CuM-
nAs can grow well on GaAs and shows SOC effects (see chapter 6). To control
such antiferromagnetic gating devices, a ferromagnetic layer would need to be
grown on top of the antiferromagnetic layer with substantial enough exchange
coupling to rotate the spin axis throughout the whole of the antiferromagnetic layer.

Finally, it should be noted that a recent paper reported on what was dubbed
“magnetic gating” of spin currents[274]. The technique (rotating the magnetization
of the magnetic gate with an external magnetic field) and the measured output (a
cos(2φ) variation in an electrical voltage) of the reference [274] magnetic gating of
spin current experiment are similar to the magnetic gating of electrical current pro-
posed in this investigation, however they are two completely different effects. For
the magnetic gating of spin current experiment, a pure spin current is generated in
the Cu layer of a Cu/YIG bilayer. The spin current is absorbed via a spin transfer
torque to the YIG by an amount that depends on the relative angle between the
spin current polarisation and the magnetization of the YIG. The spin current
is detected as a non-local voltage referenced to a ferromagnetic electrode. This
non-local voltage therefore varies with YIG magnetization orientation. The equiva-
lent “magnetic gating” effect on electrical current is spin Hall magnetoresistance[8],
though this has never been referred to as a magnetic gating effect. This is obviously
distinct from the magnetic gating of electrical current in this investigation, where
varying the magnetic gate’s magnetization orientation varies its electrochemical
potential, which alters the carrier density and hence electrical current in the 2DEG
(or for a constant applied current the measured voltage across the 2DEG). Despite
being fundamentally different to the work in this chapter, reference [274] and [8]
do demonstrate an increasing interest in searching for alternative ways to control
current in spintronic devices.
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Chapter 6

Current-induced magnetic
reorientation in an
antiferromagnet

6.1 Introduction

Hard disk drives (HDDs) are currently the most widely used secondary computer
memory. Meanwhile, magnetoresistive random access memory (MRAM) is be-
coming an appealing candidate for a universal memory, as documented in the
introduction to chapter 4 of this thesis. In both HDDs and MRAM, data is encoded
in the orientation of the magnetization of a ferromagnet. This feature allows data
to be written by Oersted fields from write lines. Today Oersted fields are the
dominant mechanism for writing in HDDs, and are one of the two approaches com-
monly used for writing in MRAM. The ability to reorientate the magnetization of a
ferromagnet with an external magnetic field is therefore a benefit for ferromagnetic
(FM) memory devices, but it can also be a hindrance. For example, large magnetic
fields associated with medical and industrial equipment can cause data loss on
phones, bank cards, and other items which have a FM memory component that
may be carried on a person. There are two other major drawbacks to FM memory
devices. Firstly, ferromagnets produce stray magnetic fields (it is the stray field
of a magnetic disk that the read-head is sensitive to in HDDs). If neighbouring
‘bits’ of FM memory are in too close proximity their stray fields can interfere
with the memory state of one another, which is therefore a limiting factor to the
density to which they can be packed in devices. Secondly, the time scale over
which the reorientation of a FM moment takes place can be longer than the time
in which the process causing the reorientation is initiated. This is not so important
in HDDs where slow mechanical motion of the write-head is required, but it is
a significant limiting factor for the writing speed in MRAM. While MRAM is
already faster than dynamic random access memory (DRAM), which is the primary
memory for most commercial personal computers, it is currently slower than static
random access memory (SRAM), the primary memory used for certain high speed
applications. Increasing the writing speed of MRAM is therefore important for it
to find application in high speed computing.

There has been recent interest in using antiferromagnets instead of ferromagnets as
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the active component of magnetic memory devices, as opposed to their traditional
passive role as pinning layers. Antiferromagnets are largely insensitive to magnetic
fields, and this could allow for greater data stability. They do not produce their
own stray fields and so antiferromagnetic (AF) memory bits could potentially be
packed closer together. It has also be shown that AF magnetic moments (AF
spin-axis) can be reorientated on a time scale that is nearly 3 orders of magnitude
shorter than for ferromagnets[275], owing to the zero net angular momentum of AF
coupled moments. On the other hand, the insensitivity of AF moments to stray
fields makes manipulating their orientation a considerably more complex task than
in ferromagnets, and for this reason antiferromagnets have long been discounted
for potential active use in magnetic memory.

For an AF memory device to be realised, not only would there need to be some
means to control the orientation of the AF spin-axis, but there would also need
to be some means to electrically read its orientation, similar to the anisotropic,
giant, and tunnel magnetoresistance (AMR, GMR, and TMR) mechanisms used
in FM memory devices. Investigations of such magnetoresistance effects in an-
tiferromagnets were initially restricted to theoretical study[276][277][278][236],
presumably due to the difficulty in controlling the AF spin-axis. In 2011 the first
experimental demonstration of such an AF magnetoresistance effect was made in a
NiFe/IrMn/MgO/Pt tunnel device[279]. Tunnelling anisotropic magnetoresistance
(TAMR) depends on the orientation of the magnetic moments at the interface
with the tunnel barrier, and so in the reference [279] device the TAMR signal is
sensitive to the orientation of the AF spin-axis of IrMn, which was controlled via
the exchange spring effect[280] with the FM NiFe layer. A TAMR signal of more
than 100% was achieved. An experiment in reference [281] also used the exchange
spring writing mechanism to manipulate the AF spin-axis of the antiferromagnetic
semiconductor Sr2IrO4[281]. In this case the AF spin-axis orientation was detected
via AMR in ohmic measurements, with a AMR magnitude of around 1% being
recorded. An AMR of a similar size was also detected in the antiferromagnetic
phase of the metal FeRh[282]. For the reference [282] experiment, the AF spin-axis
orientation was set via cooling through the magnetic phase transition of FeRh
in the presence a 90kOe external magnetic field (see section A.3 of the appendix
of this thesis for more details). Finally, spin Hall magnetoresistance (SMR) was
observed in a Pt/SrMnO3 bilayer[283], where SrMnO3 is an antiferromagnetic
insulator. For this experiment, the AF spin-axis of SrMnO3 was partially canted
with a 1kOe external magnetic field.

The reference [279], [282], and [283] experiments show AF magnetoresistance effects
in tunnelling, ohmic, and gating-style transport regimes respectively. It is therefore
now accepted magnetoresistance effects can exist in antiferromagnets just as they
do in ferromagnets, and with similar sizes, and hence there are various possible
reading mechanisms for an AF memory device. However, the exchange spring,
field cooling, and field application writing techniques used to manipulate the AF
spin axis in the respective references are all not wholly satisfactory for an AF
memory device. For the exchange spring mechanism the AF spin-axis depends on
the magnetization orientation of the FM layer, and therefore the major benefits of
an AF memory device (insensitivity to and lack of associated stray fields, ultra-fast
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reorientation) are lost. The direct field application mechanism of reference [283]
loses the benefit of insensitivity to stray fields, and is only made possible anyway
as SrMnO3 is an unusual AF material where the AF spin-axis can be canted
by a 1kOe field. The FeRh field cool mechanism retains the stray field benefits
when operating at or below room temperature, and has the possibility to allow
for ultra-fast reorientation if a quick enough heating mechanism could be found
(for example a laser pulse[275]). However, the 9kOe external field needed to set
the AF spin-axis orientation is huge, albeit this value could probably be reduced
with material optimisation. Even if the switching field could be lowered to a more
realistic magnitude, write lines would still be required for an actual FeRh memory
device. As discussed in the introduction to chapter 4, write lines can be problematic
in MRAM due to unfavourable scaling of write currents at lower device dimensions
which leads to reduced energy efficiency, as well as greater device complexity which
leads to reduced packing densities. Due to the various shortcomings of the reference
[279], [283], and [282] AF writing mechanisms, alternative approaches are being
explored.

It has recently been pointed out that the spin-orbit torque (SOT) mechanism,
which is an established method of switching the magnetization orientation of a
ferromagnet (see chapter 4), can act in antiferromagnets in such a way as to
switch the AF spin-axis[195]. This AF type of SOT is dubbed ‘Neel order spin-
orbit torque’ (NSOT), and is only possible in antiferromagnetic materials where
each spin sublattice has a broken inversion symmetry. NSOT could be extremely
advantageous for the development of magnetic memory devices as it can control the
AF spin-axis orientation, which would then allow the benefits of an AF memory
device without the difficulty of writing, while also offering better scalability and
packing densities compared to any Oersted field writing mechanism (such as the
FeRh field cool writing). This chapter introduces the concept of NSOT, and
shows preliminary experimental evidence for its existence in the AF semimetal
CuMnAs, as measured by AMR. The work in this chapter was cut short due to
time constraints, and so a full experimental study is not provided. However, if
the findings of this chapter are later confirmed, they will not only show the first
experimental measurements of AMR in CuMnAs, but also the first experimental
observations of NSOT in any material.

6.2 Theory

6.2.1 CuMnAs

The increasing interest in AF spintronics comes hand in hand with an increased
focus on developing AF materials with suitable spintronic properties. Inspiration
can be taken from the development of FM spintronic materials over the last 25 years
or so. Factors such as room temperature magnetic ordering, high quality thin film
crystalline growth on commonly used substrates, electronic properties suitable for
integration with established technologies, and strong spin-orbit coupling (SOC) can
be just as important for an AF spintronic material as they are for a FM spintronic
material. (Ga,Mn)As fulfilled all of the above criteria with the exception of room
temperature magnetic ordering, and while this meant it could never find real world
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application, it is still an outstanding FM spintronic material for discovering and
characterising new phenomena. (Ga,Mn)As is therefore an interesting reference
point for developing an AF material which can act as a test-bed for characterising
AF spintronic phenomena, as well as having the potential to find real device
application.

CuMnAs is an antiferromagnet which has recently emerged as a candidate material
for AF spintronics[25]. Bulk CuMnAs preprepared by chemical synthesis had
previously been investigated[284][285], but it is the epitaxially grown thin film
form introduced in reference [25] that is of most interest for AF spintronics. Like
(Ga,Mn)As, it is the Mn atoms with their half filled 3d subshells which provide the
source of magnetic moments in CuMnAs. However, whereas Mn is a dopant in a
III-V semiconductor lattice in (Ga,Mn)As, in CuMnAs it is of equal stoichiometry
to Cu and As and maintains its own lattice site. In terms of valency, CuMnAs is a
I-II-V material as Cu is a group Ib transition metal. Cu is chosen over group I el-
ements as it allows for a more stable compound that can be grown with greater ease.

When grown epitaxially by MBE on a GaAs or GaP (001) substrate, CuMnAs
assumes a tetragonal lattice structure, i.e. a=b 6=c. The CuMnAs film grows
on GaAs and GaP with an in-plane distortion of 45◦ to the substrate, i.e. the
[1-10]/[110] axes of CuMnAs lie along the [100]/[010] axes of GaAs and GaP.
CuMnAs grown on GaAs is fully relaxed, with an in-plane lattice constant of
0.382nm. This lattice constant is close to being half that of the diagonal GaP plane,
and so CuMnAs grown on GaP is fully strained. The relaxed lattice constant of
CuMnAs is even better matched to Si, suggesting it can also be grown well on
Si substrates, though this has yet to have been reported on experimentally. The
lattice arrangement of tetragonal CuMnAs is shown in figure 6.1.

Figure 6.1: (Left hand figure) Unit cell of tetragonal CuMnAs. Blue circles
represent Cu atoms, purple circles Mn atoms, and orange circles As atoms. The
purple arrows on the Mn atoms represent their associated magnetic moment.
(Right hand figure) Top down view of tetragonal CuMnAs on GaAs/GaP
substrate. Green circles represent the As/P atoms of the substrate, small light
blue circles the Ga atoms of the substrate. Both diagrams are taken from reference
[25].
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Tetragonal CuMnAs generally has a resistivity of around 160µΩ.cm at 300K which
reduces to around 90µΩ.cm at 4K, with a metallic like resistivity against tempera-
ture profile. Calculations of the band structure of CuMnAs suggest it to be on the
semimetal side of the semiconductor/semimetal transition. The calculations also
suggest that there is both significant electron and hole conduction, and if this is
the case it makes experimentally obtaining the carrier density from Hall slopes a
considerably more complex task.

Tetragonal CuMnAs is a collinear antiferromagnet where the moments of the Mn
atom order ferromagnetically in the ab plane for a given layer, and ferromagnetically
in the opposite direction for the adjacent layers. These so called spin sublattices
are exchange coupled to and perfectly compensate one another, and so tetragonal
CuMnAs has no net magnetic moment. While neutron diffraction studies have con-
firmed that the moments lie in the ab plane[25], they cannot distinguish their exact
crystalline orientation. A recent x-ray linear dichroism (XMLD) investigation[286]
suggested that in thin (≈ 10nm) CuMnAs films grown on GaP, the AF spin-axis
lies along either the CuMnAs [100] or [010] plane (one is preferred over the other
though the exact direction was not determined)[286], while for thicker (≈ 50nm)
films AF domains are formed along two orthogonal (or close to orthogonal) in-plane
directions. The domains are expected to be approximately equally populated,
however the exact crystalline directions along which they form could again not be
determined. It is not clear why a uni-axial AF spin-axis is favoured in the thinner
samples. It has also been shown in SQUID measurements[25] that an exchange
bias can be induced in CuMnAs/Fe bilayer samples, and that in thinner CuMnAs
(≈ 5nm) samples the Fe can act as an exchange spring to rotate the CuMnAs AF
spin-axis throughout the entire CuMnAs layer (which is detected by XMLD[286]).
The Neel temperature (TN), i.e. the temperature up to which AF ordering per-
sists, of CuMnAs can be determined by neutron diffraction or by a peak in the
derivative of the resistivity against temperature curve[287], similar to determining
Tc of (Ga,Mn)As. For tetragonal CuMnAs samples grown in Nottingham, TN is
generally around 485K.

With its high quality growth on GaAs, GaP, and possibly Si substrates, conductivity
that could be compatible with existing semiconductor electronics structures, above
room temperature AF ordering, and possibility to exhibit spintronic phenomena
(exchange spring, SOC - see section 6.2.2), CuMnAs demonstrates appealing char-
acteristics for use as both a test-bed material, but also a possible AF spintronics
material for device applications.

6.2.2 Neel order spin-orbit torque

Chapter 4 introduced the concept of field-like SOT in the ferromagnet (Ga,Mn)As.
The mechanism for this SOT is briefly as follows: (Ga,Mn)As has a broken inver-
sion symmetry, owing to its zincblende lattice structure and lattice strain from
substrate mismatch. This causes current flowing through (Ga,Mn)As to gain a non-
equilibrium spin polarisation in a phenomenon know as the inverse spin galvanic
effect (ISGE). The carrier spins are exchange coupled to the local Mn moments,
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and if there is a non-collinear alignment between them, they will exert a torque on
one another, which causes the magnetization of (Ga,Mn)As to reorientate from its
equilibrium position. This type of SOT is parametrised by effective fields which
represent an external magnetic field that would generate the equivalent torque on
the local moment, and hence the effective fields depend on crystal symmetry and
current direction.

A logical question to ask is whether such a mechanism could also torque anti-
ferromagnetic moments. Consider the case shown diagrammatically in figure 6.2
of two magnetic atoms on adjacent lattice sites to one another, with exchange
coupling between their moments. In case (a), the exchange coupling aligns the
moments ferromagnetically. If the effective field experienced by each moment is
in the same direction, both moments will reorientate towards the effective field
direction, therefore retaining their parallel alignment with one another. In case (b),
the exchange coupling aligns the moments antiferromagnetically. If the effective
field experienced by each moment is again in the same direction, the moments
would again want to reorientate towards the effective field direction. However, to
do so they would need to break their antiparallel alignment with one another. This
would require the effective field to be larger than the exchange field between the
moments (which is unlikely to be the case in most systems), making any magnetic
reorientation extremely difficult. Finally, in case (c), the exchange coupling again
aligns the moments antiferromagnetically. In this case the effective field acts in
opposite orientations on the adjacent lattice sites. This allows the moments to
reorientate whilst maintaining their antiparallel alignment, and so no exchange
field has to be overcome.

Figure 6.2: Simplistic diagrams of effective fields torquing exchange coupled
magnetic moments. Purple circles are lattice sites of magnetic atoms, solid blue
arrows represent magnetic moments in equilibrium, dashed blue arrows represent
magnetic moments when acted on by an effective magnetic field that is bigger than
the exchange field, and red arrows represent effective magnetic fields. (a) FM
exchange coupling and same effective fields at each lattice site, (b) AF exchange
coupling and the same effective fields at each lattice site, (c) AF exchange coupling
and opposite effective fields at adjacent lattice sites.

As figure 6.2 demonstrates, for rotation of the AF spin axis that maintains the
antiferromagnetic alignment of the moments, oppositely orientated moments need
to experience oppositely orientated effective magnetic fields. Until recently, effective
magnetic fields have only been considered for the cases of materials where the
lattice has a broken inversion symmetry (non-centrosymmetric lattice). However, it
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was noted in reference [288] that in certain materials where the lattice has inversion
symmetry (centrosymmetric lattice), the lattice can be divided into to sublattices,
each of which is by itself non-centrosymmetric. These non-centrosymmetric sublat-
tices can therefore generate spin polarisations through Rashba and Dresselhaus
SOC effects in the same way that a non-centrosymmetric lattice can. The sublat-
tices have an inverted atomic arrangement with respect to one another (and hence
are known as ‘inversion partners’), and therefore an opposite confining electrical
potential. The result of this is that the spin polarisations from Rashba and/or
Dresselhaus SOC will be in opposite directions in the two sublattices. The oppo-
site spin polarisations in the inversion partner sublattices perfectly compensate
each other in the unit cell lattice, and so sublattice spin polarisations had always
gone undetected experimentally. After the publication of reference [288], such a
sublattice spin polarisation was confirmed experimentally in the non-magnetic
transition-metal dichalcogenide WSe2 via spin and angle resolved photoemission
spectroscopy[289].

It was shown in reference [195] that the centrosymmetric lattice of the layered
collinear antiferromagnet Mn2Au can be split into inversion partner sublattices
that coincide with the sublattices for the Mn layers with oppositely orientated
moments (the spin sublattices). Current flowing through these two sublattices will
gain an opposite non-equilibrium spin polarisation to one another as the sublattices
have opposite inversion symmetry breaking (and so an opposite ISGE). Because
the local Mn moments are exchange coupled to the non-equilibrium carrier spins
they will experience an opposite field-like torque in the two sublattices that can
be parametrised as opposite effective magnetic fields. The moments, which are
coupled antiferromagnetically between adjacent Mn layers, can therefore reorientate
towards the direction of the effective field, and so the AF spin-axis is reorientated
towards the effective field axis. This is the NSOT phenomenon. The convenient
and fortuitous atomic and magnetic arrangement of Mn2Au means that the effects
of the opposite spin polarisations for inversion partner sublattices do not cancel
one another out in the full lattice, unlike in non-magnetic materials. The work in
reference [195] therefore indicates that 1. SOT is not limited to FM materials, and 2.
SOT is not limited to inversion asymmetric materials. Calculations for Mn2Au show
that for current along the [100] crystalline direction the NSOT effective magnetic
field acts in a direction that is in-plane and perpendicular to the current direction,
and in opposite directions for the adjacent spin sublattices. The magnitude of
the NSOT effective field is predicted to be comparable to the equivalent SOT
effective fields in FM transition metal materials. This field-like NSOT arises from
an intraband non-equilibrium spin polarisation. Reference [195] goes on to further
introduce the concept of an antidamping NSOT in an idealised 2D Rashba AF
system where the whole lattice is inversion asymmetric and the two spin sublattices
experience the same symmetry breaking field. This antidamping NSOT arises from
an interband non-equilibrium spin density, and its mechanism is related to the
same Berry curvature understanding of the intrinsic anomalous[9] and spin[14] Hall
effects, as well as the out of plane antidamping SOT in (Ga,Mn)As[198].

The unit cell of tetragonal CuMnAs is centrosymmetric as it has a centre of
inversion symmetry. This point is indicated by the yellow circle in the unit cell in
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figure 6.3(a), which is a known inversion centre for the space group p4/nmm[290].
The symmetry about this point is not obvious from figure 6.3(a), but becomes
more apparent view of the cell is translated by (0.5,0.5,0) (which would place the
centre of inversion at (0,0,0)) combined with shifting the centre of inversion to
the equivalent (0.5,0.5,0.5) position, as shown in figure 6.3(b). It can be seen
more clearly from this viewpoint that an observer at the yellow circle would
see the same atomic arrangement when looking in opposite directions of various
planes. It can also be seen that an observer at the purple Mn atom would see
an inverted atomic arrangement to that which an observer at the red Mn atom
would see. As these atomic arrangements are perfectly inverted (as opposed
to just different), the spin sublattices form inversion partners and would hence
experience the perfectly opposite effective fields required for a field-like NSOT.
Tetragonal CuMnAs therefore has a suitable lattice symmetry to allow an AF
spin-axis reorientation through the NSOT mechanism.

Figure 6.3: (a) Unit cell of tetragonal CuMnAs. Yellow circle is an indicator of
the centre of inversion rather than an atomic position. Blue circles are Cu atoms,
orange circles are As atoms, purple circles are Mn atoms for one spin sublattice,
red circles are Mn atoms for the other spin sublattice. (b) View from a different
plane of the same centre of inversion. Figures are produced by Jakub Zelezny.

6.3 Experimental results

With the NSOT in CuMnAs being shown to be possible by symmetry arguments
relating to the CuMnAs lattice structure, this section reports on experimental
efforts to generate and detect NSOT in CuMnAs.
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6.3.1 Experimental design

In principle, the NSOT mechanism is an incredibly simple method of reorientating
an AF spin-axis of CuMnAs. All that is required is the application of a suitably large
current along an appropriate direction. Detection of the AF spin-axis orientation
could potentially be made by spectroscopic techniques such as XMLD[291], XMLD
photoemission electron microscopy (XMLD-PEEM)[292], or magneto-optical ef-
fects[293]. However, electrical detection via AMR seems an experimentally much
simpler starting point. The fact that AMR exists in other antiferromagnets gave
sufficient hope that AMR would be present and strong enough in CuMnAs to
distinguish between different AF spin-axis orientations. It should be noted that the
first experimental detection of SOT in a ferromagnet was also made via AMR mea-
surements[190]. The motivation of this investigation is to provide evidence for the
existence of NSOT in CuMnAs, rather than to quantify the size of the associated
effective fields (which would be considerably more difficult for NSOT than SOT).
As any change in the resistance of CuMnAs with applied current (presumably due
to NSOT) does not need to be converted into an effective field in this investigation,
the all-electrical AF spin-axis setting and detection techniques therefore make
the experiment in this chapter extremely simple; the only equipment required
are sourcemeters and multimeters in order to generate current and measure voltages.

The sample used in this investigation is Mn752, an approximately 50nm thick
CuMnAs layer grown by MBE on GaP substrate by Dr. Richard Campion, Dr. Vit
Novak, and Victoria Hills. Mn752 was chosen partly because of its availability, but
also because its magnetic anisotropy is anticipated to consist of domains formed
along at least two (orthogonal) in-plane directions, as opposed to the uni-axial
magnetic anisotropy observed in thinner CuMnAs samples. Having more than one
easy direction for the AF spin-axis is advantageous for an AMR detection NSOT
experiment as it allows for the possibility of magnetic switching that is retained
after the setting current is removed. The AMR measurements can then be made
using smaller probe currents that reduce heating and sample degradation. Note
that this is in contrast to the SOT experiment presented in chapter 4 where the
uniaxial magnetic anisotropy of (Ga,Mn)As prevented switching of the equilibrium
magnetic state, and hence the AMR measurements had to be made with the
same large current used for setting the magnetic orientation, which led to issues
with heating effects. The 50nm thick Mn752 sample was chosen ahead of other
thicker samples which also are expected to not have uniaxial magnetic anisotropy
as thinner samples require a lower source current to generate an equivalent current
density. Like SOT, NSOT is expected to vary with current density rather than
current, and so by reducing the current channel dimensions, less current needs to
be put through bond wires, contacts pins, and other circuitry, and this should also
reduce possible heating effects on measurements.

With uncertainty surrounding the easy directions of the AF spin-axis of the Mn752
sample, the most sensible measurement geometry to begin with is that of a ‘Union
Jack’ style Hall cross device that allows for current flow along the [110], [110],
[100], and [010] current directions. Such device geometries were designed for a new
photomask (‘Bryn 2014’) using Tanner L-Edit CAD software. The narrowest device
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on the mask has 10µm width of arms. However, the etching of the actual devices
during processing was found to slightly undercut the resist, and this resulted in
about 1µm been taken off the side of every feature, hence the narrowest arms
are actually around 8µm wide. Furthermore, this etching also rounded the edges
of the central region of the device, making it circular. Preliminary testing on a
different CuMnAs sample where wedge bonds were made directly to the CuMnAs
layer without any contact pads observed that the bond wire blew up at the point
of contact with the CuMnAs sample at applied current values of around 0.2A.
Therefore, for the devices used in this investigation, large Cr(25nm)/Au(250nm)
contact pads were evaporated on to the device, with three wedge bonds made
to each contact. In this configuration, no bond wire was blown up during the
investigation. As shown in figure 6.4(a), the contact pad runs down towards
the central channel. The motivation for this was to reduce the distance through
CuMnAs that current needs to travel, therefore reducing resistance and hence
Joule heating effects. However, it was found during the course of this investigation
that when applying voltages of around 14V-16V across the device over multiple
current pulse cycles, the CuMnAs layer at the interface with the Cr/Au contact can
completely and instantaneously degrade, as shown in figure 6.4(b). Presumably
this is related to the resistance on the CuMnAs/contact interface, and the fact
that all of the current needs pass through the interface in such a narrow region,
which could cause severe local heating that degrades the CuMnAs layer. All of
the measurements shown in this chapter are made on devices before this severe
degradation occurred.

Figure 6.4: (a) Image of Union Jack Hall cross device with 8µm wide arms used
for the majority of measurements in this chapter. (b) Image of a 12µm device
used in preliminary testing, after degradation of the CuMnAs layer around one of
the contacts (indicated by the blue arrow).

6.3.2 Measurement principle

The measurement principle is as follows, using the diagram in figure 6.5 as a guide.
A short ‘setting’ pulse of dc current of current density of the order 10MA/cm2 is
applied along one of the major crystalline axes of the device (i.e. between contacts
C1 to C5, C2 to C6, C7 to C3, or C8 to C4). After a wait of around 30s, a constant
dc ‘probe’ current of 100µA (around 25kA/cm2 current density) is then applied
between C1 and C5, with 4-probe Rxx measurements being made for C2-C4, and
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C8-C6, and a 4-probe Rxy measurement for C7-C3. The probe current is then
applied between C2-C6, with 4-probe Rxx measurements being made for C3-C5,
and C1-C7, and a 4-probe Rxy measurement for C8-C4. Similar measurements
are also made for current between C7 and C3, and current between C8 and C4.
Another setting pulse is then applied, usually in an orthogonal direction to the
previous setting pulse, and again the same set of probe measurements are made.

Figure 6.5: (Left hand figure) Diagram of Union Jack Hall cross device contacts
as used in this investigation. The orientation of the contacts with respect to the
CuMnAs crystalline axis is not exactly known, but is one of the two possibilities
shown on the right hand side of the figure, i.e. C1-C5 is either along the [100] or
[010] crystalline axis of CuMnAs etc.

Consider the possible case that under equilibrium conditions Mn752 consists of
equally populated AF domains along the [100] and [010] CuMnAs crystalline
directions which are equivalent easy axes. The domain populations are given by
statistical thermal fluctuations. Here the focus is only on the central region of the
Union Jack Hall cross device, i.e. the region which current flow along all 4 axes must
pass through. If a setting current pulse is applied along the [100] direction, it may
generate a large enough NSOT effective field in the [010] direction to reorientate
the [100] domains to lie along [010], while leaving the [010] domains as they are.
Instead of an approximately 50:50 split of [100]/[010] domains in the central device
region, the AF spin-axis in the entire region would now lie along the [010] direction.
If a subsequent setting current pulse was then applied along the [010] direction,
it may generate a large enough NSOT effective field along the [100] direction to
reorientate the AF spin axis along the [100] direction. To probe these magnetic
states, consider the case of CuMnAs having a non-crystalline AMR that is given as
Rxx = R0+RMaxcos(2φ) and Rxy = RMaxsin(2φ) (assuming a square aspect ratio),
as is the case for many metallic ferromagnets, where now φ is the angle between the
AF spin axis and current direction. Here a positive AMR is assumed. Note that
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due to the 2φ symmetry it does not matter which spin sublattice φ is defined with
respect to; the oppositely orientated moments give the same AMR. For the case of
the AF spin-axis lying along the [010] direction, for a probe current along the [100]
direction, φ = 90◦, and so from AMR, Rxx = R0−RMax, and Rxy = 0. However, for
the case of the AF spin-axis lying along the [100] direction, and for a probe current
again also along the [100] direction, φ = 0◦, and so Rxx = R0 +RMax, and Rxy = 0.
Therefore, for a probe current along the [100] direction, the difference in the Rxx

measurements between the setting pulse being along the [100] and [010] directions is
2RMax, whereas the difference in the Rxy measurements is zero. Similarly, consider
the case again of the setting pulse again being along the [100] and [010] directions,
but this time the probe current is along the [110] direction. When the AF spin-axis
lies along [010], φ = 135◦, and so Rxx = R0 and Rxy = −RMax. When the AF
spin-axis lies along [100], φ = 45◦, and so Rxx = R0 and Rxy = +RMax. Therefore,
for a probe current along the [110] direction, the difference in the Rxx measurements
between the setting pulse being along the [100] and [010] directions is zero, whereas
the difference in the Rxy measurements is 2RMax. In this idealised situation of
NSOT setting the AF spin-axis in the central device region and CuMnAs having a
simple non-crystalline AMR, evidence for NSOT can be obtained from pulse and
probe current measurements if the associated differences in Rxx and Rxy values vary
with the expected symmetry for setting pulses in orthogonal directions. The fact
that for certain configurations no change in Rxx and Rxy is expected for orthogonal
pulses will help separate any NSOT effects from other effects like heating and
sample degradation that would not have such a well defined symmetry.
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Figure 6.6: Diagrams explaining the principle of detecting NSOT through AMR
measurements. For the rows of diagrams from top to bottom: Thick yellow arrows
indicate direction of setting pulse. Purple and red arrows indicate the AF spin-axis
within the central region of the Union Jack Hall cross, and thin yellow arrows
indicate direction of probe current. Plot of Rxx = R0 +RMaxcos(2φ) showing how
Rxx varies for different AF spin-axis/probe current alignments. Similar plot for
Rxy = RMaxsin(2φ).

The above explanation of the idealised measurement principle assumes linear
current flow between contacts of a Union Jack Hall cross device, but this will not
be the case in reality. To explore the distribution of current within the device,
finite element models were made with the MATLAB PDE tool-kit for the 8µm
Union Jack Hall cross device. As shown in figure 6.7, when current is applied
from C1 to C5, it spreads out within the central region of the device. In the areas
of the central region directly between the C1 to C5 arms or the C7 to C3 arms,
the current flows parallel to the C1 to C5 direction. However, in regions near the
C2, C4, C6, and C8 arms the current flows in a direction that is as much as 45◦

away from the C1 to C5 direction. Figures 6.8 and 6.9 show the corresponding
component of the current densities along the C1 to C5 and C7 to C3 directions
respectively within the device. In the central region of the device the current
density along the C1 to C5 direction is only 20%-37.5% of its magnitude in the C1
and C5 arms. The 4-probe Rxx and Rxy measurements are sensitive to the central
region of the device, but it is not straightforward to determine what is the current
density sensed in each 4-probe Rxx and Rxy measurement. The current densities
reported in this thesis will therefore nominally be the current density that flows
along the arms of the device, i.e. the size of the applied current divided by the
width of the arm. It should be noted that the current densities in the central region
of the device, and hence those required for AF spin-axis reorientation, will only be
around 20%-37.5% of these nominal arm current density values. The component
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of the current density along the C7 to C3 direction near the C2, C4, C6, and C8
arms is around 6.25%-12.5% of the magnitude of the current density along the
C1 to C5 direction in the C1 and C5 arms, and therefore around a third of the
C1 to C5 direction current density in the central device region. As a different
direction of current flow will give a different NSOT effective field direction, as well
as different values of φ for the probe current, this localised non-linear current flow
could impact on probe measurements made with the C2, C4, C6, and C8 arms.

Figure 6.7: Contour plot of computed electric potential and current flow in the
8µm Union Jack Hall cross device for a voltage applied between C1 and C5. Colour
chart on right hand side indicates the normalised electric potential within the
device. Black lines are lines of equipotential. Each line is separated by a normalised
electric potential value of 0.01. Red arrows indicate the direction of current flow
within the device, with the size of the arrows being proportional to current density.
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Figure 6.8: Contour plot of computed component of current density along the C1
to C5 direction in the 8µm Union Jack Hall cross device for a voltage applied
between C1 and C5.

Figure 6.9: Contour plot of the magnitude of the computed component of current
density along the C7 to C3 direction in the 8µm Union Jack Hall cross device for
a voltage applied between C1 and C5. Note that the current density values are
normalised to the same scale as for the C1 to C5 current density component in
figure 6.8.
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6.3.3 Results

Figure 6.10 displays Rxx and Rxy measurements for probe currents along the four
major directions after 0.05s setting pulses of 12.5MA/cm2 nominal current density
applied alternatively in subsequent measurements along the C1 to C5, and C7 to
C3 directions, which correspond to the [100]/[010] axes. Both setting pulses and
probe measurements are performed at 298K. Note that all 298K measurements
in this chapter were made in the Nottingham small cryostat system, with the
combination of a He flow and heat exchanger being used to maintain a stable
sample space temperature.
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Figure 6.10: Various 4-probe Rxx and Rxy measurements after 0.05s setting pulses
of 12.5MA/cm2 current density applied along the C1 to C5 (purple), and C7 to
C3 (red) directions. Both setting pulses and probe measurements are performed
at 298K. Note that no data was collected for C8-C2 and C1-C3 4-probe Rxx

measurements.

In terms of the difference between subsequent Rxx and Rxy measurements after
the setting current pulse along the orthogonal C1 to C5 and C7 to C3 current
directions, the data in figure 6.10 shows a general agreement with the NSOT and
AMR symmetry principles described in section 6.3.2, i.e. for a given set of Rxx
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probes, Rxx after the setting pulse is applied along the same direction is consistently
smaller than Rxx after a subsequent setting pulse along an orthogonal direction. If
this were to be interpreted as a NSOT effective field perpendicular to the current
direction reorientating the AF spin-axis, it would correspond to CuMnAs having
a positive AMR. Similarly the Rxy data for the cases when the setting pulse is
45◦ and 135◦ to the Rxy probes shows low and high values whose signs are in
agreement with the Rxx data. There is a clear drift in all Rxx data, i.e. Rxx

increases after each setting pulse, regardless of pulse polarity. This effect is largely
absent from the Rxy datasets. Later measurements (not shown here) confirmed
that the drift in Rxx is largely caused by Joule heating of the sample with each
current pulse (a sample degradation effect had also been considered[294]). There
is an approximately 5 minute time delay between subsequent setting pulses for the
measurements presented here, and so the Joule heating takes more than 5 minutes
to fully dissipate from the sample after each pulse is applied. Future experiments
should leave an appropriate time between the application of a setting pulse and the
start of probe measurements to allow a significant enough proportion of the Joule
heating to dissipate so that the drift in Rxx is heavily reduced. Despite the increase
in Rxx with each setting pulse measurement, the AMR-like variation of Rxx can still
be seen on top of the non-magnetic Rxx increase for the appropriate measurement
geometries. For the data here, the drift in Rxx can largely be accounted for by
taking the difference between Rxx values for probe current directions 45◦ apart (i.e.
where there is and is not an AMR-like variation in Rxx) for a given setting pulse
direction, as shown in figure 6.11.
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Figure 6.11: Difference in 4-probe Rxx measurements between the case of probe
currents along directions 45◦ apart for the figure 6.10 data. Note that other
subtraction of data combinations are possible but are not shown.

The size of the difference between subsequent Rxx values after orthogonal setting
pulses is not consistent between the five measurement sets recorded for each
measurement geometry. The same is also true for subsequent Rxy values. This
data is shown in figure 6.12. The average difference in resistance over the five
measurement sets for the five different measurement geometry combinations shown
in figure 6.12 are (in order corresponding to the legend on the figure): -8(±1)mΩ,
-7(±2)mΩ, +4.0(±0.7)mΩ, -9(±1)mΩ, and +7.0(±0.4)mΩ. Assuming a square
aspect ratio, these correspond to AMR-like values of around 0.026% to 0.055%.
The discrepancy between the difference in resistance values for a given geometry,
as well as the discrepancy in the average difference in resistance values for different
geometries can potentially be explained by a scenario where the setting pulses
do not fully saturate the AF spin-axis of all the domains in the central region of
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the Union Jack Hall cross device. In this scenario the number of domains that
do saturate with each setting pulse could have somewhat of a random/statistical
nature to it, and so may not be consistent between different setting pulses of the
same size and direction. This idea is further explored later in this chapter. On the
other hand, the inconsistencies could also be partially attributed to measurement
noise from circuitry effects, thermovoltages etc..

Figure 6.12: ∆Rxx and ∆Rxy for subsequent setting pulses along C1 to C5 and
C7 to C3 directions. The ∆Rxx data is the difference between the red and purple
data points in figure 6.11 while the ∆Rxy data is the difference between the red
and purple data points for the Rxy plots in figure 6.10.

The measurements were repeated with the 0.05s 12.5MA/cm2 setting pulses now
applied along the C2 to C6 and C8 to C4 directions (which correspond to the
CuMnAs [110]/[110] axes). The probe measurements were made for the same
geometries as before, and again the setting pulse and probe measurements were
applied at 298K. The results are shown in figures 6.13-6.15.
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Figure 6.13: Various 4-probe Rxx and Rxy measurements after 0.05s setting pulses
of 12.5MA/cm2 current density applied along the C2 to C6 (purple), and C8 to
C4 (red) directions. Both setting pulses and probe measurements are performed
at 298K. Note that no data was collected for C8-C2 and C1-C3 4-probe Rxx

measurements.
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Figure 6.14: Difference in 4-probe Rxx measurements between the case of probe
currents along directions 45◦ apart for the figure 6.13 data. Note that other
subtraction of data combinations are possible but are not shown.

Figure 6.15: ∆Rxx and ∆Rxy for subsequent setting pulses along C2 to C6 and
C8 to C4 directions. The ∆Rxx data is the difference between the red and purple
data points in figure 6.14 while the ∆Rxy data is the difference between the red
and purple data points for the Rxy plots in figure 6.13.

If the CuMnAs sample were to have no magnetic anisotropy, i.e. if there was no
axis more energetically favourable than any other for the AF spin-axis to lie along,
and assuming that the NSOT effective magnetic fields are of a similar magnitude
for all current directions (which would be the case for Rashba symmetry), then
one may expect the above data for the [110]/[110] setting pulses to look similar to
the [100]/[010] setting pulse data but with a 45◦ shifted symmetry. The data in
figure 6.13 shows this to partially be the case. For example, Rxy clearly varies with
setting pulse direction for probe current along C1 to C5 (which is 45◦/135◦ to the
setting pulses), but not for probe current along C2 to C6 (which is 0◦/90◦ to the
setting pulses). Similar (but not quite as clear) trends are seen for the other Rxy

measurements. The Rxx data is less consistent. For the six Rxx datasets, three show
the behaviour that would be expected for the no magnetic anisotropy situation
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and three do not. For example, for the probe along C1 to C5 Rxx measurements
(the top left and top middle plots of figure 6.13), for the no magnetic anisotropy
situation, both would not be expected to show any difference in Rxx for the different
setting pulse directions. However, for the 4-probe C8-C6 measurement there is a
clear variation (again on top of a background drift). This potentially suggests that
what is being sensed at the C8-C6 probes is not the same as what is being sensed
at the C2-C4 probes, which again could be consistent with the idea of domains
not saturating in the central region of the device. For the C8-C6 measurements,
domains would presumably have to form near the C8 and C6 probes with the
AF spin-axis lying closer towards the [100]/[010] directions than the [110]/[110]
directions (to allow for the significant Rxx variation via AMR symmetry). This
could be made possible by the direction of current flow near these probes being
close to the [100]/[010] directions (as shown in figure 6.7), combined with a biaxial
magnetic anisotropy. Another factor that could be important is that if domains do
form, the domain walls could be relatively thick (say due to a strong magnetocrys-
talline anisotropy), and this could be responsible for the AF moments in certain
regions of the device lying at 45◦/135◦ to the AF spin-axis domains which would
further complicate the situation. However, without having more information about
the magnetic structure of the central region of the device (for example through
XMLD-PEEM measurements), it is difficult to make any real conclusion about the
dataset as a whole. As shown in figure 6.15, the size of the difference in Rxx and in
Rxy for subsequent orthogonal setting pulses is again not consistent for the different
measurement sets for a given probe geometry, nor are the magnitudes of ∆Rxx and
∆Rxy for different geometries consistent with one another (the average difference
in resistance over the five measurement sets for the five measurement geometries
in figure 6.15 are +7(±1)mΩ, -4.3(±0.7)mΩ, +0.2(±0.7)mΩ, +12(±1)mΩ, and
-5(±2)mΩ). All in all, the [110]/[110] setting pulse measurements do not give
sufficiently clear evidence to support the NSOT/AMR picture, but nor do they
provide sufficiently clear evidence that the observed variations in Rxx and Rxy are
caused by a completely different mechanism (magnetic or non-magnetic). The
situation is quite possibly complicated by non-saturated domains forming in the
central region of the device, as well as the magnetic anisotropy of the CuMnAs
sample potentially being more complex than a simple [100]/[010] easy axes situation.

To further investigate the possibility that the change in Rxx and Rxy in the figure
6.10 and figure 6.13 datasets is related to AMR, repeat measurements for these data
sets were made at 4.2K. For these measurements, the setting pulse was still applied
at 298K, before the sample was cooled down to 4.2K and probe measurements
made. The results are shown in figures 6.16 and 6.17.
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Figure 6.16: Various 4-probe Rxx and Rxy measurements after 0.05s setting pulses
of 12.5MA/cm2 current density applied along the C1 to C5 (purple), and C7 to C3
(red) directions. Setting pulses are applied at 298K and probe measurements are
made at 4.2K. Note that no data was collected for C8-C2 and C1-C3 4-probe Rxx

measurements.
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Figure 6.17: Various 4-probe Rxx and Rxy measurements after 0.05s setting pulses
of 12.5MA/cm2 current density applied along the C2 to C6 (purple), and C8 to C4
(red) directions. Setting pulses are applied at 298K and probe measurements are
made at 4.2K. Note that no data was collected for C8-C2 and C1-C3 4-probe Rxx

measurements.

In terms of the appearance of high and low Rxx and Rxy states, the data shown in
figure 6.16 for [100]/[010] setting pulses measured at 4.2K looks similar to that in
figure 6.10 for [100]/[010] setting pulses measured at 298K, i.e. both give the high
and low resistance states for the same geometries of probe current (though this is
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not as clearly defined for the Rxx C6-C4 4.2K measurement). One obvious differ-
ence between the datasets is that the 4.2K measurements do not have an upwards
drift on the Rxx data. This suggests that the Joule heating of the sample dissipates
as it is cooled from 298K to 4.2K (at which the sample sits in liquid He). If the
[100]/[010] 298K dataset was to be interpreted as being caused by the NSOT/AMR
mechanism, its agreement with the 4.2K dataset in terms of the geometry of
the high and low resistance states would suggest that the AF spin-axis direction
and hence possibly also the easy axes direction of the CuMnAs sample does not
change as it is cooled from 300K to 4.2K. This is in contrast to some (Ga,Mn)As
samples whose easy axes can change as a function of temperature[53]. The average
∆Rxx and ∆Rxy values at 4.2K for subsequent 298K pulses along [100]/[010] are
-4(±1)mΩ, -7(±2)mΩ, +3.5(±0.7)mΩ, -8.5(±0.4)mΩ, and +8.3(±0.7)mΩ. These
values are of a similar magnitude to the 298K probe measurements, however as Rxx

is lower at 4.2K than 298K they correspond to bigger AMR-like values of between
0.056%-0.145%. The fact that these AMR-like values increase as temperature
decreases lends support to the ∆Rxx and ∆Rxy signals truly arising from AMR
(which is known to generally increase with decreasing temperature), as opposed to
some non-magnetic voltage effect. For the setting pulse applied at 298K along the
[110]/[110] directions, the 4.2K probe measurement dataset shown in figure 6.17 is
also somewhat confusing like the 298K probe measurement dataset in figure 6.13.
High and low Rxy states are again observed for probe currents along the [110]/[110]
directions but not the [100]/[010] directions, which would be in agreement with
the AF spin-axis setting along directions closer to the [110]/[110] axes than the
[100]/[010] axes. However, again like the 298K datasets, the high and low Rxx

states do not always occur in a geometry that agrees with the Rxy data. For
example, no high and low Rxx states are formed for probe currents along the C2
to C6 direction. One thing that is noticeable in the Rxx datasets is that for probe
current along the C1 to C5, and C2 to C6 directions, where in both cases two
4-probe Rxx measurements are made (one for either side of the central region of
the device), there is a much better agreement in the two Rxx measurements for
a given current direction at 4.2K than there is at 298K. If the central region of
the device does consist of domains, this could perhaps be interpreted as greater
saturation of domains across the central region at 4.2K compared with 298K, i.e.
the domains at the probes at either side of the central region are more similar
to one another at 4.2K. This is not as obvious for the [100]/[010] setting pulse
measurements. Like the [100]/[010] setting pulse dataset, for the [110]/[110] setting
pulse dataset the ∆Rxx and ∆Rxy 4.2K values for subsequent 298K pulses along
[110]/[110] are of a similar average size (+5(±5)mΩ, +7(±3)mΩ, -4.9(±0.8)mΩ,
+11(±3)mΩ, -7.0(±0.9)mΩ) to the 298K probe measurements.

Measurements were also made with the 0.05s 12.5MA/cm2 current density setting
pulses applied at 4.2K along the [100]/[010] directions, and probe measurements also
made at 4.2K. Over six pulses (three along each direction) there was no evidence of
consistent high and low resistance states for any of the Rxx and Rxy geometries. In
terms of the NSOT/AMR picture, this would infer that at 4.2K the current pulse
is not strong enough to align the AF spin-axis of a significant number of domains
(to be detectable by AMR). There are two possible reasons that would explain this.
Firstly, the magnetic anisotropy of CuMnAs is expected to be stronger at 4.2K
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than 298K, and therefore a larger effective field would be needed to reorientate it
away from an easy axis to another direction. Secondly, as shown in chapter 4 of
this thesis, Dresselhaus FM SOT effective fields can decrease in magnitude with
decreasing temperature, and hence the magnitude of the NSOT effective field may
also have a similar temperature dependence. The observed lack of variation in
Rxx and Rxy when applying the setting pulses at 4.2K can therefore be used as
evidence in support of the NSOT/AMR mechanism for the 298K setting pulse data.

The dependence of how Rxx and Rxy vary with the magnitude of the setting pulses
was initially briefly investigated with the 8µm Union Jack Hall cross device for 298K
setting pulse and probe measurements. A full investigation was not done on the
8µm Union Jack Hall cross device and as care was taken not to completely degrade
any of the contacts (as discussed in section 6.3.1). Later on a full investigation of
setting pulse current density was done on a separate device of the same sample,
and the results are shown at the end of this results section. The results of the
brief 8µm Union Jack Hall cross device current density investigation (not shown)
indicated that the size of the variation in Rxx and Rxy with setting pulses direction
increases with increasing setting pulse current density (for the three different
current densities used) as well as with increasing setting pulse length. These
results could be consistent with the larger/longer setting pulses reorientating more
domains in the central region of the device, similar to previous observations of the
behaviour FM domains with the application of spin polarised current[295][296].
Ideally larger/longer setting pulses could have been applied to this device to see
if the variation in Rxx and Rxy could be saturated. However, to avoid degrading
contacts, measurements were instead made where a 0.05s 12.5MA/cm2 setting pulse
was applied along the C1 to C5 direction, the usual series of probe measurements
performed, and the same pulse applied again along the same direction with the
usual probe measurements made again and so on. The time between the application
of each pulse was around 5 minutes, which is the time it takes to make the probe
measurements. After 10 of these measurements the next pulse was applied along
the C7 to C3 direction and the process repeated for 40 of these pulses. The pulse
direction was then changed back to C1 to C5 for another 55 measurements, and
then back once more for another 50. All measurements were made nominally at
298K, though the sample space temperature drifted upwards by about 0.4K over
the course of the whole set of measurements. The results are plotted in figures
6.18 and 6.19.

212



0 2 0 4 0 6 0 8 0 1 0 0 1 2 0 1 4 0 1 6 0

1 4 . 7 6

1 4 . 7 8

1 4 . 8 0

1 4 . 8 2

1 4 . 8 4

1 4 . 8 6

1 4 . 8 8

R x x  C 3 - C 5

R x x  C 8 - C 6

R xx
 (W

)

S c a n  n u m b e r

R x x  C 2 - C 4

P r o b e  C 1  t o  C 5

0 2 0 4 0 6 0 8 0 1 0 0 1 2 0 1 4 0 1 6 0
1 8 . 4 8

1 8 . 5 0

1 8 . 5 2

1 8 . 5 4

1 8 . 5 6

1 8 . 5 8

1 8 . 6 0

P r o b e  C 1  t o  C 5

R xx
 (W

)

S c a n  n u m b e r
0 2 0 4 0 6 0 8 0 1 0 0 1 2 0 1 4 0 1 6 0

- 0 . 1 2 4
- 0 . 1 2 2
- 0 . 1 2 0

- 0 . 1 1 8
- 0 . 1 1 6
- 0 . 1 1 4
- 0 . 1 1 2

- 0 . 1 1 0
- 0 . 1 0 8

P r o b e  C 1  t o  C 5

R x y  C 7 - C 3

R xy
 (W

)

S c a n  n u m b e r

0 2 0 4 0 6 0 8 0 1 0 0 1 2 0 1 4 0 1 6 0

1 8 . 2 2

1 8 . 2 4

1 8 . 2 6

1 8 . 2 8

1 8 . 3 0

1 8 . 3 2

P r o b e  C 2  t o  C 6

R xx
 (W

)

S c a n  n u m b e r
0 2 0 4 0 6 0 8 0 1 0 0 1 2 0 1 4 0 1 6 0

1 4 . 5 6

1 4 . 5 8

1 4 . 6 0

1 4 . 6 2

1 4 . 6 4

P r o b e  C 2  t o  C 6

R x x  C 1 - C 7

R xx
 (W

)

S c a n  n u m b e r
0 2 0 4 0 6 0 8 0 1 0 0 1 2 0 1 4 0 1 6 0

0 . 2 4

0 . 2 6

0 . 2 8

0 . 3 0

P r o b e  C 2  t o  C 6

R x y  C 8 - C 4

R xy
 (W

)

S c a n  n u m b e r

0 2 0 4 0 6 0 8 0 1 0 0 1 2 0 1 4 0 1 6 0
1 5 . 2 2

1 5 . 2 4

1 5 . 2 6

1 5 . 2 8

1 5 . 3 0

1 5 . 3 2

P r o b e  C 7  t o  C 3P r o b e  C 7  t o  C 3

C 8
C 7

C 6 C 5 C 4
C 3

C 2

 S e t  C 1 - C 5
 S e t  C 7 - C 3

R x x  C 6 - C 4

R xx
 (W

)

S c a n  n u m b e r

C 1

0 2 0 4 0 6 0 8 0 1 0 0 1 2 0 1 4 0 1 6 0
0 . 1 3 8
0 . 1 4 0
0 . 1 4 2
0 . 1 4 4
0 . 1 4 6
0 . 1 4 8
0 . 1 5 0
0 . 1 5 2
0 . 1 5 4
0 . 1 5 6

R x y  C 5 - C 1

R xy
 (W

)

S c a n  n u m b e r

0 2 0 4 0 6 0 8 0 1 0 0 1 2 0 1 4 0 1 6 0
1 5 . 3 8

1 5 . 4 0

1 5 . 4 2

1 5 . 4 4

1 5 . 4 6

1 5 . 4 8 R x x  C 7 - C 5

P r o b e  C 8  t o  C 4P r o b e  C 8  t o  C 4

R xx
 (W

)

S c a n  n u m b e r
0 2 0 4 0 6 0 8 0 1 0 0 1 2 0 1 4 0 1 6 0

- 0 . 2 6

- 0 . 2 4

- 0 . 2 2
R x y  C 6 - C 2

R xy
 (W

)

S c a n  n u m b e r

Figure 6.18: Various 4-probe Rxx and Rxy measurements after 0.05s setting pulses
of 12.5MA/cm2 current density applied along the C1 to C5 (purple), and C7 to C3
(red) directions. Setting pulses are applied and probe measurements are made at
298K.
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Figure 6.19: Upper plots: Difference in 4-probe Rxx measurements between the
case of probe currents along directions 45◦ apart for the figure 6.18 data for setting
pulse along the C1 to C5 (purple squares), and C7 to C3 (red squares) directions.
Lower plots: Rxy data plots from the figure 6.18 data for setting pulse along the
C1 to C5 (purple circle), and C7 to C3 (red circles) directions. Dashed green lines
are a visual guide as to when the setting pulse direction is changed.

The Rxx data in figure 6.18 shows that Rxx continues to drift upwards with subse-
quent pulses over the course of 155 pulses. The size of the drift is most severe in
the initial 30 or so pulses, but reduces as the number of pulses increases further.
Over the 150 pulses the drift is around 0.08Ω, which when converted to a resis-
tivity and compared with resistivity against temperature data for other CuMnAs
samples, roughly corresponds to a 1K temperature increase. In figure 6.19 where
the drift in Rxx is accounted for via plotting the difference in Rxx for different
current geometries after the same setting pulse, the effect of the setting pulses
becomes apparent. For subsequent setting pulses applied in the same direction,
∆Rxx and Rxy continuously increase/decrease in size. The largest change in size
in ∆Rxx and Rxy is for the first pulse along a new direction, with the size of the
change being approximately consistent with the data in figure 6.10 where only
one pulse is applied in each direction at a time. The increase/decrease in the
size of ∆Rxx and Rxy generally gets smaller with continuing pulses in the same
direction, but there is significant variation within this general trend. Importantly,
with the possible exception of the case of ∆Rxx for (C8-C6) - (C1-C7), the change
in ∆Rxx and Rxy with continuing pulses along the same direction does not ob-
viously saturate, generally increasing by around 30mΩ over the duration of the
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pulses applied for a given direction. The maximum difference in the ∆Rxx data
(i.e. between the final measurements for pulses along each direction) is around
25mΩ-45mΩ for the three different geometries. For the Rxy data this maximum
difference of high and low states is around 50mΩ. It should be noted that these
values are somewhat of a moot point as the high and low resistance states are
not saturated, and hence they could be increased further by applying more pulses
along the same direction. The figure 6.19 data is again compatible with the idea
of NSOT setting the AF spin-axes of domains in the central region of the device,
and AMR giving the high and low resistance states. In this situation, the total
amount of the domains aligned in the same direction in the central region of the
device would generally increase with every setting pulse, but would not saturate
to form a single domain state in the central region. One reason for this could be
that the setting current density is not consistent across the central device region,
as shown in figure 6.8. Domains further away from the middle of the central
region experience a lower magnitude of current density flowing through them
and thus it would be much more difficult for these areas to reorientate their AF
spin-axis via NSOT. Other effects could also be taking place that are not related to
NSOT. For example, if each setting pulse heats up the central region of the device,
domains could potentially flip their AF spin-axis from one easy axis to another
through thermal fluctuation. AF domains are a complex and not particularly
well-studied topic[297][298][299], and it is hard to picture exactly what may be
occurring in terms of the magnetic structure of the central device region without
using a spectroscopic technique like XMLD-PEEM. Nevertheless, figure 6.19 shows
that with sufficiently large or long current pulses, enough domains in the central
device region can be saturated to give well-separated high and low resistance states.

As the resistance of CuMnAs at 300K is known to permanently increase after
heating to 500K, the Union Jack Hall cross device was annealed at 500K for
2 hours in vacuum to see whether it had any effect on its behaviour with the
application of setting pulses. Repeat measurements of the figure 6.10 dataset
were made (single 0.05s, 12.5MA/cm2 setting pulses along [100]/[010] applied and
measured at 298K). As shown in figure 6.20, the variation in resistances with
setting pulse is very similar to the measurements on the sample before annealing.
The Rxx values are around 1Ω larger after annealing. The size of the drift in Rxx

is larger after annealing, but this may be in-part because the temperature of the
sample space happened to be less stable during these measurements than for the
measurements before annealing. The average size in the variation in ∆Rxx and
Rxy for the various geometries after setting pulses along orthogonal directions
are -7.2(±0.6)mΩ, -9(±1)mΩ, +6(±2)mΩ, -12.2(±0.6)mΩ, +8(±1)mΩ, which are
similar in size to the measurements on the sample before annealing. The same
measurements were also made for setting pulses along the [110]/[110] directions,
and the annealed data (not shown) looks similar to that of the measurements
before annealing (figure 6.13). Annealing the device therefore seems to have little
effect on its magnetic properties and AMR-like response to setting current pulses.
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Figure 6.20: Various 4-probe Rxx and Rxy measurements after 0.05s setting pulses
of 12.5MA/cm2 current density applied along the C1 to C5 (purple), and C7 to C3
(red) directions on the device after 500K annealing. Both setting pulses and probe
measurements are performed at 298K.

A brief study was made on the annealed sample of the effects of reversing the
polarity of the setting pulse. Immediately after making the 0.05s, 12.5 MA/cm2

[100]/[010] setting pulse measurements of figure 6.20, measurements were made
for applying the setting pulses along the opposite directions, i.e. C5 to C1 and
C3 to C7. It was observed that for these setting pulses, the change in both ∆Rxx
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(difference in Rxx for different probe geometries to account for drift) and Rxy for
the orthogonal pulses was considerably smaller than for the C1 to C5 and C7
to C3 pulses (this is especially true in the ∆Rxx data). Similar measurements
were then made with the setting pulses along the [110]/[110] directions. For the
Rxy geometries where the high and low states were fairly well defined, similar
behaviour upon reversing pulse polarity was observed, i.e. the size in the change
in Rxy became considerably smaller when the orthogonal setting pulse direction
was reversed from C2 to C6 and C8 to C4, to C6 to C2 and C8 to C4. Finally,
measurements were made once again for the setting pulse along the [100]/[010]
directions, but this time only for the C5 to C1 and C3 to C7 pulse directions (i.e.
the ‘reverse’ directions that previously gave significantly smaller changes in ∆Rxx

and Rxy). The size of the difference in ∆Rxx and Rxy for the orthogonal pulses
now becomes similar to the size of the difference in ∆Rxx and Rxy for the C1 to
C5 and C7 to C3 directions in the initial [100]/[010] measurements, i.e. much
larger than the initial C5 to C1 and C3 to C7 measurements. It seems that when
applying pulses only along the [100]/[010] directions, the change in resistance is
not the same for forward and reverse current. In the domain picture, this could
infer a unidirectional or chiral element to the magnetic state, as torquing the AF
domains with opposite effective fields (generated by opposite current directions)
gives inequivalent effects on the domains. The fact that the size of the reverse
current effect for the [100]/[010] setting pulse directions then becomes much larger
after pulses have been applied along the [110]/[110] directions is difficult to explain.
An example of the effects of reversing the current polarity is shown in figure 6.21.
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Figure 6.21: 4-probe ∆Rxx and Rxy for setting pulses applied along the [100]/[010]
directions for forwards (square data points) and reverse current (circle data points).
After the measurements in the plots on the left-hand side of the figure, setting
pulses were applied along the [110]/[110] directions (data not shown), before reverse
setting pulses only were applied again along the [100]/[010] directions (right-hand
side plots).

To complete the experimental measurements presented in this chapter, the depen-
dence of the variation in Rxx and Rxy with setting pulse direction for different
setting pulse current densities was investigated more thoroughly. For these mea-
surements, a new device of the same Mn752 sample was processed with more
favourable dimensions for reorientating domains in the central region. The new
device is still a Union Jack Hall cross, however the arms along the [100]/[010]
directions are around 28µm wide whereas the arms along the [110]/[110] directions
are around 8µm wide. For setting pulses along the C1 to C5 direction, finite
element calculations for this geometry show that the current density in the C1 to
C5 direction in the central device region is around 50%-65% of that in the arms,
as opposed to 20%-37.5% for the 8µm Union Jack Hall cross device. Once more
the stated current densities reported here for this new device are nominally the
current densities for the 28µm device arms, and so care should be taken when
comparing setting pulse current densities between the two devices as the current
densities in the central regions will not be the same. With a greater percentage of
current flowing in the desired direction in the central region of the new device, a
greater percentage of domains in this region should be able to reorientate their AF
spin-axis via NSOT.
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Figure 6.22: (a) Image of new 28µm Union Jack Hall cross device used for the
setting pulse current density measurements shown in figure 6.24. The orientation of
the device with respect to the crystalline axes is not known exactly, but is one of the
two possibilities shown on the right hand side of the figure, i.e the wider arms are
along the [100]/[010] directions. (b) Contour plot of computed electric potential
and current flow in the 28µm Union Jack Hall cross device for a voltage applied
between C1 and C5. Colour chart on right hand side indicates the normalised
electric potential within the device. Black lines are lines of equipotential. Each line
is separated by a normalised electric potential value of 0.01. Red arrows indicate
the direction of current flow within the device, with the size of the arrows being
proportional to current density.

Figure 6.23: Contour plot of computed component of current density along the
C1 to C5 direction in the new 28µm Union Jack Hall cross device for a voltage
applied between C1 and C5.

For the setting pulse current density investigation, 0.05s setting pulses were applied
along the [100]/[010] directions of the 28µm Union Jack Hall cross device at 298K,
and the usual Rxx and Rxy measurements made after a 8 minute wait (though
this turned out to not be long enough to completely remove the Rxx drift) also at
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298K sample space temperature. The magnitude of the setting pulses varied from
5MA/cm2 to 7.86MA/cm2. For each setting pulse magnitude, three pulses were
applied along the [100] and [010] directions, thus giving three sets of ∆Rxx and
∆Rxy values from which an average was taken. The results were obtained with the
help of Carl Andrews and Dr. Peter Wadley and are plotted in figure 6.24.
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Figure 6.24: (a) Magnitude of average variation for setting pulses along the [100]
and [010] directions in the difference in 4-probe Rxx measurements between the
case of probe currents along directions 45◦ apart (to account for Joule heating) as
a function of setting pulse current density. (b) Magnitude of average variation in
4-probe Rxy measurements for setting pulses along the [100] and [010] directions as a
function of setting pulse current density. All setting pulses and probe measurements
are applied at 298K, and are made for the 28µm device.

For the 28µm device, ∆Rxy is larger than ∆Rxx as the device geometry does not
give a square aspect ratio, unlike the 8µm Union Jack Hall cross device. Both
∆Rxx and ∆Rxy for all the datasets in figure 6.24 increase with increasing current
density up until the 7.50MA/cm2 data points. In the domain picture, this would
suggest that more domains reorientate their AF spin-axis with increasing current
density. If a given domain within the device needs to experience a critical current
density to reorientate its AF spin-axis, the calculated profile of current density
through the device shown in figure 6.23 indicates that the domains in the middle of
the central device region will switch for a lower value of the nominal applied current
density than the domains at the edge of the central device region. With increasing
nominal applied current density, domains that are increasingly further away from
the middle of the central device region will experience the critical current density,
and so in total more domains in the central device region will reorientate their
AF spin-axis in the same direction with each setting pulse. For all data sets the
7.86MA/cm2 ∆Rxx and ∆Rxy values are smaller than the 7.50MA/cm2 values.
The fact that they are not larger could be interpreted as the 7.86MA/cm2 setting
pulses not switching a greater amount of domains in the central device region
than the 7.50MA/cm2 setting pulses, possibly because a 7.50MA/cm2 setting pulse
is sufficient to switch all of the domains. In this interpretation is not clear why
the larger 7.86MA/cm2 pulses would give smaller ∆Rxx and ∆Rxy values than
the 7.50MA/cm2 pulses, but it should be noted that all the ∆Rxx and ∆Rxy

values for the 7.50MA/cm2 and 7.86MA/cm2 measurements agree within error. No
measurements for setting pulses of current densities larger than 7.86MA/cm2 were
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taken to avoid possible contact degradation.

After the completion of the work presented in this chapter, further measurements
made by Dr. Peter Wadley and Carl Andrews showed that the high and low
resistance state effect with setting pulse direction is insensitive to the application
of a 4.4kOe external magnetic field applied along various directions. Along with
a SQUID measurement of the sample which showed no FM signal, these findings
rule out the possibility that the high and low resistance state effect is related to
FM inclusions in the CuMnAs sample.

6.4 Conclusions and future work

Section 6.1 of this chapter outlined the basic structural, electronic, and magnetic
properties of tetragonal CuMnAs. It also introduced the concept of NSOT as an
approach to manipulating the spin-axis of an antiferromagnet. Field-like NSOT
can arise in antiferromagnets whose centrosymmetric lattice can be split into two
non-centrosymmetric sublattices that coincide with the spin sublattices. CuMnAs
was shown to have this unique lattice arrangement, and as it is a fairly well charac-
terised AF material it is a good starting point to try and observe and investigate
NSOT.

Section 6.3 of this chapter reported on experimental measurements to try and detect
NSOT in CuMnAs via AMR. A 50nm thick CuMnAs sample grown on GaP was
chosen as it was believed to lack a significant uniaxial magnetic anisotropy which
would otherwise hinder switching between different stable AF spin-axis orientations.
Measurements were made with a Union Jack Hall cross device in order to allow
current flow and Rxx and Rxy 4-probe sensing along the major in-plane crystalline
axes. Large current pulses were applied to the device in order to try and set the
AF spin-axis via the NSOT mechanism. Detection of AF spin-axis switching relied
upon the principle that Rxx and Rxy would vary with AF spin-axis orientation for
certain probe measurement geometries given by AMR symmetry. The key findings
of the experimental measurements were:
• For setting pulses along the [100]/[010] directions applied at 298K, Rxx and Rxy

vary with setting pulse direction for the expected probe geometries from AMR
symmetry. No variation in Rxx and Rxy with setting pulse direction is seen in
geometries where it is not expected from AMR symmetry.
• The size of the AMR-like signal for the variation in Rxx and Rxy with setting
pulse direction is larger for probe measurements made at lower temperatures. For
0.05s 12.5MA/cm2 setting pulses applied at 298K to the 8µm Union Jack Hall
cross device, the AMR-like signal when probed at 298K is around 0.04%, whereas
when probed at 4.2K it is around 0.1%.
• For the same setting pulses applied at 4.2K, probe measurements also made at
4.2K show no variation in Rxx and Rxy in any probe geometry.
• For multiple setting pulses applied sequentially along the same [100] or [010]
direction, Rxx and Rxy continually increase/decrease for the same probe geometries
as the single pulse measurements. The size of the increase/decrease in Rxx and
Rxy with each current pulse gets smaller as more pulses are applied, but the effect
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does not saturate for the number of pulse applied in this experiment.
• The variation in Rxx and Rxy with setting pulse direction gets bigger with
increasing setting pulse current density and length. For the 28µm device, the
variation appears to saturate for a large enough setting pulse magnitude.
• The variation in Rxx and Rxy with setting pulse direction is unaffected by the
application of an external magnetic field.
• For setting pulses applied along the [110]/[110] directions, the observed changes
in Rxx and Rxy for the various probe geometries are less consistent and more
confusing than for setting pulses along the [100]/[010] directions.

The most plausible explanation for the above observations is as follows: The
magnetic structure of the Mn752 sample (and more importantly the central region
of the device) is split into sub-µm AF domains. The domains are likely to be
aligned along or near to the [100] and [010] crystalline axes. Setting pulses along
the [100]/[010] directions generate an NSOT effective field that acts to reorientate
the domains in the direction of the field. For the 8µm device the setting pulses
reorientate a significant enough amount of the domains to be detectable by AMR,
but do not reorientate all of the domains. Further domains can be reorientated
with the application of further setting pulses, but it is difficult to saturate all the
domains in the central device region, possibly due to the path taken by and spread
of current density in this region.

The above mechanism cannot be verified through transport measurements alone. It
is crucial to perform XMLD-PEEM measurements (which can image AF domains
to a resolution of around 50nm[300]) on a similar device of the same sample in
order to resolve the magnetic structure. There are several vital observations that
would need to be made. Firstly, does the sample contain domains, what are their
size, and along which directions do they lie? Secondly, how does the domain picture
look immediately after the application of a setting pulse? It would be important
here to also observe areas of the device where there would be significantly less
current to flow through. Thirdly, does the domain picture change with time after
the application of a setting pulse? Finally, how does the domain picture change for
applying the setting pulses along the [100]/[010] and [110]/[110] directions? Only
through direct observation of the magnetic behaviour of the sample can its indirect
observation through AMR measurements be clarified. Nevertheless, it is difficult to
postulate any other mechanism that would increase the sample conductivity along
the setting pulse direction other than an AMR effect. If the Rxx and Rxy variations
with setting pulse direction are confirmed to be caused by the AF spin-axis reori-
entating, the work in this investigation will be the first demonstration of AMR in
CuMnAs. The sign of the AMR cannot be clarified without knowing whether the
setting pulses align the AF spin-axis perpendicular or parallel to the current direc-
tion. The maximum size of the AMR cannot be known without fully saturating the
domains in the region of the device which the given detection probes are sensitive to.

The creation of AF domains as opposed to a saturated AF spin-axis throughout the
CuMnAs device may be due to local defect sites or strains pinning the AF spin-axis
in certain regions of the device. For characterising the NSOT phenomenon it would
be ideal for the magnetic ordering of the device to be single domain as it would

222



make the AMR measurements much more easy to interpret. However, the existence
of domains could also offer additional functionality for an AF memory device. For
example, consider a current flow from the C8 contact to C6 contact of the 8µm
Union Jack Hall cross device. The calculated current density distribution for this
situation is shown in figures 6.25 and 6.26. The current density in the C1 to C5
direction in the left hand side of central device region is roughly double that of the
middle of the central device region, and triple that of the right hand side of the
central device region. The magnitude of this current density is also roughly at least
double that of the current density in the C7 to C3 direction for the majority of the
central device region. It could be possible to apply such a magnitude of setting
current from the C8 to C6 contacts that the C1 to C5 direction current density
in the left hand side of the central device region is sufficient to reorientate the
magnetic domains in that area, but the C1 to C5 direction current density in the
rest of the central device region is not sufficiently large to reorientate the domains
there, nor is the C7 to C3 direction current density sufficiently large to reorientate
domains in the vast majority of the central device region. If the domains were able
to be locally saturated in this way, given the right geometry the central region
of a Union Jack Hall cross device could be split into multiple magnetic states by
passing current between different sets of contacts. A cartoon of such idealised
behaviour is shown in figure 6.27. Consider, for example, probe current from C1
to C5, and Rxx sensed at C2-C4. Depending on the how far into the central region
of the device the C2 and C4 probes are sensitive to, the eight scenarios in depicted
in figure 6.27 may all give different Rxx values. This simplified cartoon assumes
a cubic magnetic anisotropy, that the effects of current flow in the orthogonal
direction (to the yellow arrow in the central device region in figure 6.27) on domain
switching are negligible, that the large domain states would be stable, that probes
are sensitive across most of the central region etc, and so more consideration would
be needed to actually create any device with more than two well defined Rxx states.
Nevertheless, it would be worth applying setting pulses along C8 to C6, C6 to C4
etc of one of the 8µm devices in this investigation just to get a feel for how the
various probe geometry measurements of Rxx and Rxy vary with setting current
path.
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Figure 6.25: Contour plot of computed component of current density along the
C1 to C5 direction in the 8µm Union Jack Hall cross device for a voltage applied
between C8 and C6.

Figure 6.26: Contour plot of computed component of current density along the
C7 to C3 direction in the 8µm Union Jack Hall cross device for a voltage applied
between C8 and C6. Note that the current density values are normalised to the
same scale as for the C1 to C5 current density component in figure 6.25.
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Figure 6.27: Cartoon of how applying current along specific paths of a Union Jack
Hall cross device could lead to creation of multiple possible magnetic states in the
central region of the device. An example sequence of setting current pulses (yellow
arrows) is shown for steps A-H.

For a nominal setting pulse current density of 7.5MA/cm2 applied to the 28µm
device, the AMR-like signal from the variation in Rxx and Rxy is around 0.1%. As
shown in figure 6.8, the current density in the central device region (the area which
the probe measurements are sensitive to) will be less than 7.5MA/cm2. No real
quantitative comment can be made on these values of AMR and current density
as the AMR/nominal current density could be further increased/decreased with
longer current pulses, better device geometry etc. However, it is worth noting that
this nominal current density is of the same order of magnitude as the switching
current density for STT-MRAM[301][302] (though the pulses are much shorter in
the STT-MRAM references). Given the general properties of CuMnAs outlined in
section 6.2.1 (high quality growth on standard semiconductor substrates, above
room temperature TN , compatible conductivity for semiconductor electronics), the
demonstration of high and low resistance states for setting pulses of the order of
MA/cm2 suggests that CuMnAs may have sufficient properties to be more than a
test-bed material to explore NSOT, and that it can be considered as a candidate
material for a real-world AF memory device. A significant amount of material
development work, as well as greater understanding and characterisation of NSOT
and AMR in CuMnAs would be needed to be achieved to reach such real-world
applications, however the work in this investigation does provide a solid starting
point that highlights the potential of CuMnAs as a useful AF spintronic material.

There is much scope for further work in this CuMnAs NSOT project, particularly
if XMLD-PEEM measurements on the CuMnAs sample confirm that the setting
current pulses do reorientate AF domains as would be expected of a NSOT mecha-
nism. It would be ideal to be able to saturate all the AF domains in the central
region of a Union Jack Hall cross device with a single setting pulse. This would
allow the AMR and switching current density (for a given pulse length) of the
CuMnAs sample to be well-defined. Having high and low resistance states that
are consistently separated by the same percentage value over multiple switches
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of the AF spin-axis is important for good stability and performance of a memory
device. One factor that is likely to have prevented such domain saturation in this
investigation is that the size and length of the setting pulses is limited by the
instantaneous degradation of the CuMnAs layer next to the contact as discussed
in section 6.3.1. It is therefore worth investigating different contact designs and
recipes that will allow for larger current densities to pass from the contact to the
CuMnAs layer without degradation. For example, finger contacts would give a
larger area over which current could pass from the contact to the CuMnAs for a
given CuMnAs channel width, and this may prevent bottle necking of current and
localised heating next to the contact which could lead to degradation. Another
method of saturating more domains in the central device region would simply be to
make the C2, C4, C6, and C8 arms even narrower relative to the C1, C3, C5, and
C7 arm width. This would allow an even greater percentage area of the central
device to experience a critical switching current density (flowing in the desired
direction). The magnetic structure of other CuMnAs layers (different thicknesses,
substrates etc) should also be imaged with XMLD-PEEM to see if there is any
layer with more suitable magnetic properties for NSOT switching. For example, a
sample with equivalent [100] and [010] easy axes but in which domains form on
the scale of several µm’s or more would be ideal for coherent switching of the AF
spin-axis in the central region of a device of µm dimensions.

If single domain switching of the AF spin-axis could be achieved, a full temperature
investigation of the size of the AMR could be possible. It would be interesting to
see whether the temperature dependence of the AF AMR of CuMnAs is similar to
that of a non-crystalline FM AMR for a FM thin film with a similar Tc to the TN

of CuMnAs. Ideally the setting pulses could be applied at whatever temperature
the AMR Rxx and Rxy probe measurements are made, but this would practically
difficult to achieve. For example, the results in this investigation have shown that
it is much harder to create the high/low resistance states when setting at 4.2K
compared to setting at 300K. Furthermore, as Rxx increases with temperature,
setting measurements at higher temperatures would require larger voltages to be
applied across the device, which would give a larger chance of contacts blowing. The
best approach would therefore be to always apply the setting pulses at 300K and
then to decrease/increase the temperature and make various probe measurements.
Care would need to be taken to achieve the same device temperature between
different temperature cycles (i.e. after different setting pulses), and this could be
done with the aid of a resistance thermometer, as was shown for the experiment
documented in section A.3 in the appendix. The experiment could be repeated on
other CuMnAs samples to see how the AMR varies as a function of strain (from
different substrates), conductivities etc.

As a starting point to further investigate the [110]/[110] setting pulse data, it may
be helpful to see if the variation in Rxx and Rxy when applying setting pulses
along the [110] and [110] directions becomes any more clear and consistent when
larger setting pulses and a more favourable device geometry (wide arms along
[110]/[110], narrow along [100]/[010]) are used. For any probe geometry where Rxx

or Rxy do vary with setting pulse direction, it would be worth applying multiple
setting pulses along the same [110] or [110] direction to see if the increase/decrease
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in Rxx or Rxy per setting pulse is lesser with increasing numbers of pulses ap-
plied, similar to the behaviour for [100]/[010] setting pulses shown in figure 6.19.
If the NSOT mechanism in CuMnAs yields effective fields with both Rashba
and Dresselhaus symmetry, setting pulses along the [110] and [110] directions
would not give effective fields perpendicular to the current direction that are the
same magnitude as one another, and this could further complicate interpreting
any AMR measurements. Once again XMLD-PEEM is crucial for understanding
what effect [110] and [110] setting pulses have on the magnetic ordering of CuMnAs.

The suppression of the variation in Rxx and Rxy when reversing the current direction
of the [100]/[010] setting pulses shown in figure 6.21 is somewhat unexpected. The
subsequent increase in the variation for the reverse current direction setting pulses
along [100]/[010] after the application of pulses along [110]/[110] only adds further
confusion to the situation. Reversing the setting current direction should reverse
the direction of the effective field that acts on each spin sublattice, and thus reverse
the direction in which the spin sublattices reorientates (assuming the effective field
is not parallel/antiparallel to the moments). From a top-down view this could be
pictured as the AF coupled spin sublattices rotating clockwise in the plane for one
setting current direction, and anticlockwise in the plane for the opposite setting
current direction. If the setting current was able to switch the AF spin-axis from
one easy direction to the other (say [100] to [010]), the magnetic arrangement of
the CuMnAs lattice would look different depending on the setting current polarity
(and thus whether the moments rotated clockwise or anticlockwise), as shown in
figure 6.28.

Figure 6.28: Two possible magnetic arrangements of the CuMnAs lattice. Yellow
circle is an indicator of the centre of inversion rather than an atomic position. Blue
circles are Cu atoms, orange circles are As atoms, purple circles are Mn atoms for
one spin sublattice, red circles are Mn atoms for the other spin sublattice.
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One would expect the two magnetic arrangements of the CuMnAs lattice to give
the same AMR change in Rxx and Rxy as AMR has a 180◦ symmetry and is
experimentally measured over many unit cells. This appears to be the case when
comparing the initial figure 6.21 measurements for forward [100]/[010] setting
current pulses to the final figure 6.21 measurements for reverse [100]/[010] setting
current pulses, after the pulses along [110]/[110]. It seems more likely therefore
that the discrepancy between the initial figure 6.21 measurements for forward
and reverse [100]/[010] setting current pulses is related to the number of domains
reorientating with each of the orthogonal reverse [100]/[010] setting current pulses
being less than for the forward [100]/[010] setting current pulses. It is not clear
why this would be the case, or why applying pulses along [110]/[110] in between
the forward and reverse [100]/[010] would make a difference. This forward/reverse
current effect should therefore be investigated further. Firstly, the same measure-
ment procedure should be performed on various Mn752 devices to confirm that it is
not exclusive to the 8µm device used in this investigation, i.e. it is not just caused
by some defect in this device. Secondly, the measurements should be repeated
for the reverse setting pulses applied first, immediately followed by the forward
setting pulses. If the suppression of the variation of Rxx and Rxy is apparent for the
forward setting pulses in this scenario, it would show that this unidirectional-like
effect is related to the initial current direction (and thus magnetic orientation)
rather than the crystalline axes. Thirdly, it should be observed what happens when
the current is reversed for only one of the setting pulse directions, e.g. forward
pulses are applied along [100]/[010], and then forward pulses along [100] but reverse
pulses along [010]. Finally, it should be seen whether the suppressed variation
in Rxx and Rxy for a given polarity can be recovered by applying setting pulses
with a larger magnitude (and then going back to the magnitude of setting pulse
current density that previously gave the suppressed Rxx and Rxy variation). This
may indicate some sort of frustration of the domains that can be overcome with
bigger setting pulses (like as it seems to be overcome with setting pulses along
[110]/[110]). These simple experiments may provide some further insight into the
seeming inequivalence between the two possible magnetic lattice arrangements in
terms of reorientation of their AF spin-axis.

If XMLD-PEEM or other spectroscopic measurement techniques confirm that the
setting current pulses are reorientating the AF spin-axes of domains in the CuMnAs
sample, NSOT should be investigated in other AF materials which have the correct
spin sublattice inversion asymmetry. The only other candidate material which has
so far been identified is Mn2Au[195]. The growth of high quality single crystalline
thin film Mn2Au is a challenge[303], however there is significant motivation as,
owing to the large Au atom, Mn2Au may be expected to have larger SOC than
CuMnAs. Indeed, calculations have shown that the electrochemical potential
anisotropy, which is a SOC effect, is relatively large in Mn2Au[236]. Depending on
the strength and form of its magnetic anisotropy, Mn2Au may be able to switch
its AF spin-axis orientation via the NSOT mechanism at lower current densities
than for CuMnAs. Similarly the size of the AMR may be larger in Mn2Au which
would also be beneficial for an AF memory device. Other AF materials with the
correct spin sublattice inversion asymmetry should also be searched for, particularly
materials with a cubic magnetic anisotropy where the average domain size is of the

228



order of or larger than several µm’s to allow for coherent AF spin-axis switching.
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Chapter 7

Conclusions

The motivation of this thesis was to study spin-orbit coupling (SOC) phenomena
that can set or detect magnetic orientation via the application of electrical current.
These phenomena were investigated in semiconducting materials whose conductiv-
ity is with commercial electronic devices.

Chapter 1 presented a short history of electronics and computing technology, and
pointed out why spintronics can have a role in its continuing development. An
outline was given of some of the major and relevant aspects and findings in spin-
tronics which have occurred since the late 1980’s Nobel prize winning work of Fert
and Grunberg. There has been much progress in the field of spintronics in the past
25 years, but it is now time to increase its real world application beyond that of
just magnetic read head technologies in hard disk drives. Chapter 1 also gave a
more in-depth overview of the structural, electronic, and magnetic properties of the
diluted magnetic semiconductor (DMS) (Ga,Mn)As, which is in many ways a model
spintronic system. The underlying physics behind (Ga,Mn)As is especially relevant
for the work in chapters 2, 3, and 4. Finally, chapter 1 set out the microfabrication,
electrical transport, and SQUID magnetometry techniques used for the work in
this thesis.

The DMSs (Ga,Mn)Sb and (Ga,Mn)(As0.9,Sb0.1) were characterised in chapter
2. The motivation for growing Sb-based DMSs was that the heavy Sb atom
should allow for these materials to host larger SOC effects than (Ga,Mn)As. The
Curie temperature (Tc) of the (Ga,Mn)Sb sample was found to be 34K, which is
higher than any other (Ga,Mn)Sb sample previously recorded in literature. The
magnetic properties of the (Ga,Mn)Sb sample did not change upon annealing
which indicated a lack of interstitial Mn in the material. Transport measurements
could not be made on the (Ga,Mn)Sb sample to due dominant parallel conduction
through the InAs substrate. Both the magnetic and transport properties of the
(Ga,Mn)(As0.9,Sb0.1) sample changed with annealing: Its Tc increased from 28K
to 55K, while its conductivity against temperature profile went from insulating
to metallic. The Tc of the annealed (Ga,Mn)(As0.9,Sb0.1) sample lies between the
respective values for similarly doped annealed (Ga,Mn)Sb and (Ga,Mn)As samples.

The anisotropic magnetoresistance (AMR) of (Ga,Mn)(As0.9,Sb0.1) was investigated
in chapter 3. Through field rotation measurements and analytical fittings for current
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flow along the four major in-plane crystalline axes, the AMR of (Ga,Mn)(As0.9,Sb0.1)
was decomposed into four different contributions with unique symmetries. Unlike
in many ferromagnets where the non-crystalline contribution dominates the AMR,
crystalline contributions were found to be significant in both as-grown and annealed
(Ga,Mn)(As0.9,Sb0.1), and this accounted for the anomalous temperature depen-
dence of the AMR for current along the [110] direction of the annealed sample. It
was postulated that the uni-axial crystalline AMR contribution is related to carrier
localisation in DMSs. (Ga,Mn)(As0.9,Sb0.1) was shown to be a DMS with more
balanced non-crystalline and crystalline AMR contributions than (Ga,Mn)As, and
in some cases also a stronger AMR than (Ga,Mn)As, and so Sb-based DMSs are
a useful testbed material to further study the origins of contributions to AMR.
While AMR signals are typically much smaller than tunnel and giant magnetoresis-
tance signals, the fact that AMR requires ohmic current flow through a single layer
is a possible advantage for its use as a read mechanism in magnetic memory devices.

The combination of experimental AMR measurements (in this case field sweep
measurements of the transverse AMR) and analytical fitting were once again used in
chapter 4 to measure effective magnetic fields associated with the SOT mechanism
in (Ga,Mn)As. There has been much recent interest in SOT as a potential writing
mechanism for MRAM as it offers scalability and does not require a polarising
layer. The study in chapter 4 revealed that in (Ga,Mn)As the size of SOT effective
magnetic fields arising from Dresselhaus SOC increase with increasing tempera-
ture, whereas those arising from Rashba SOC show no significant temperature
dependence within experimental uncertainty. The magnitude of the effective field
per unit of current density for the Dresselhaus and Rashba fields was found to be
comparable with previous investigations using different experimental techniques.

Chapter 5 suggested the concept of magnetic gating of a 2DEG. Unlike the other
samples studied in this thesis, for this investigation the semiconductor material
of the device through which current was conducted in the experiment was non-
magnetic, with the magnetic functionality provided by the device’s gate material
whose electrochemical potential varies with its magnetization orientation, a SOC
effect. Such a device could be viewed as a way to electrically read the mag-
netic state of the gate layer, however the motivation behind it here is to offer a
transistor-like structure that can suppress or amplify electrical current through
magnetic rather than electrical means. A GaAs/AlGaAs 2DEG heterostructure
was designed with the aid of 1D Poisson models of band structure and carrier
density. While the initially grown 2DEG heterostructure without a Fe gate layer
displayed promising characteristics for the magnetic gating experiment, subsequent
growth runs of the same heterostructure design with and without a Fe gate layer
yielded materials with significant AMR-like effects that hampered the intended
investigation. The source of the AMR in the ungated and gated heterostructure was
not able to be determined. The concept of magnetically gating a semiconducting
channel is fundamentally interesting, and it is worth revisiting this experiment
if the issue of the unaccountable AMR in the 2DEG heterostructure can be resolved.

Evidence for Néel order SOT (NSOT) in the antiferromagnet CuMnAs was pre-
sented in chapter 6. There are several advantages of using an antiferromagnet over

231



a ferromagnet as the active component in a magnetic memory device, however
to realise these an efficient and practical method of setting the antiferromagnetic
(AF) spin-axis direction needs to be found. NSOT is predicted to be the leading
contender, but occurs only in AF materials whose spin sublattices form inversion
partners with one another, as is the case for CuMnAs. The experimental measure-
ment principle used in the chapter 6 investigation was that the AF spin-axis of
CuMnAs could be switched by applying large setting current that generates NSOT
effective magnetic fields, and its orientation detected via probe AMR measure-
ments. The unique symmetry predicted of such setting and probe measurements
was demonstrated experimentally. The results also suggested that the magnetic
structure of the CuMnAs sample studied consisted of sub-µm AF domains, and
that the number of domains which switched depended on the setting current density
magnitude and current path. Spectroscopic measurements may be required to
unequivocally confirm the suggested NSOT mechanism, but the transport results
presented in chapter 6 lend strong support to what would be the first demonstration
of electrically writing an antiferromagnet.

There is much more to the field of spintronics than just electrical reading and
writing of the magnetic state which is the main focus of this thesis. However, in
the next 5 to 10 years this topic may prove to be the most exciting in terms of
providing applications that will have a major real world impact. There is now
significant industrial and public funding to study and develop MRAM for the
next generation of computer memory devices. Despite having several advantages,
MRAM is still some way off replacing DRAM and SRAM, in part due to a lack of
commitment to mass-scale fabrication. The commercial availability of STT-MRAM
is, however, a promising start. Harnessing previously ignored relativistic writing
(and possibly even reading) mechanisms may help to accelerate the advancement
of MRAM technologies. Hopefully some of the topics studied in this thesis may be
further developed to one day increase MRAM performance.
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Appendix A

Side Projects

This section briefly introduces and discusses several additional projects that I
worked on during my PhD. While I did play an active role in all of these projects,
I was not the principal investigator in them.

A.1 XMCD study of (Ga,Mn)Sb

(Ga,Mn)Sb is a Mn-doped III-V diluted magnetic semiconductor (DMS) which is
discussed in detail in chapter 2. Similar to (Ga,Mn)As, Mn atoms in (Ga,Mn)Sb
provide a finite magnetic moment due to uncompensated spins in their half-filled
3d shell. Also similar to (Ga,Mn)As, the Fermi level in (Ga,Mn)Sb lies within
the top of the valence band, which is composed mainly of anion p states, and it
is the delocalised carrier holes that mediate the net magnetic ordering between
the localised Mn moments. Owing to the larger atomic number of Sb compared to
As, the spin-orbit splitting of the valence band states is larger in (Ga,Mn)Sb than
(Ga,Mn)As. Therefore, (Ga,Mn)Sb is an interesting test-bed material for exploring
spintronic phenomena that are associated with spin-orbit coupling.

X-ray magnetic circular dichroism (XMCD) is a spectroscopic technique that can
yield elemental specific information on a material’s electronic structure, chemical
environment, and magnetic properties. The technique can be briefly summarised
as follows: A film of the magnetic material under investigation is exposed to a
flux of circularly polarised x-rays of varying energy. Core electrons can absorb
an x-ray to get excited to a higher energy level if 1. The energy of the x-ray
corresponds to the energy of the transition, and 2. The transition obeys the dipole
selection rules. By reversing the polarity of the x-rays and/or sample magne-
tization and applying sum rules[304][305] to the resulting XMCD spectra, the
spin and orbital magnetic moments of individual elements within the material
can be obtained. Previous XMCD investigations of (Ga,Mn)As have provided
insight into the nature of its magnetic and electronic structure[306][307][308]. The
aim of the experiment detailed here was to gain similar insight into (Ga,Mn)Sb,
in particular with respect to the states which are responsible for its ferromagnetism.

Measurements were made on the 25nm thick, 6% Mn-doped (Ga,Mn)Sb Mn691
sample (see chapter 2 for further sample details) as well as a similarly doped
(Ga,Mn)As reference sample, and were performed at the I10 end-station of Di-

233



amond Light Source. The investigation was led by Dr. Kevin Edmonds, with
support from Prof. Gerrit van der Laan, Dr. Peter Wadley, and myself. XMCD
was performed at the Mn L2,3 edges (2p to 3d transitions) and Sb M 4,5 edges (3d to
5p transitions) at a temperature of 6K (below Tc of the sample) and in a saturating
in-plane magnetic field. Both total electron yield (TEY) and fluorescent yield (FY)
signals were used for detection.

As shown in figure A.1, the TEY x-ray absorption at the Mn L3 edge (639eV)
is smaller for (Ga,Mn)Sb than it is for the (Ga,Mn)As reference sample. The
(Ga,Mn)Sb TEY Mn L3 edge absorption also shows a multiplet structure in the
post-edge region. In contrast, the FY XMCD is similar for (Ga,Mn)Sb and
(Ga,Mn)As, and the multiplet structure is not evident. As FY is a less surface
sensitive detection technique than TEY, this suggests the presence of an oxide
layer on the surface of (Ga,Mn)Sb. The (Ga,Mn)Sb sample was dipped in HCl
to remove such a layer immediately before being loaded into the measurement
apparatus, but unlike (Ga,Mn)As, the HCl etch was presumably either ineffective
or the oxide layer quickly reformed. Despite the existence of the oxide layer, the
Mn L3 edge XMCD is still significant enough for both TEY and FY detection to
reveal the absence of a peak at 640eV in the (Ga,Mn)Sb spectra which is present in
the (Ga,Mn)As spectra, as shown in figure A.2. Furthermore, the general features
of the (Ga,Mn)Sb spectra are broader than the (Ga,Mn)As spectra, which suggests
a more metallic environment for the Mn atoms in (Ga,Mn)Sb.

Figure A.1: Mn L2,3 x-ray absorption spectra. X-ray helicity and magnetization
orientation are parallel for blue lines, antiparallel for red lines. (a) TEY detection
and (b) FY detection of (Ga,Mn)Sb. For comparison, (c) TEY and (d) FY
detection of the reference (Ga,Mn)As sample are also shown.
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Figure A.2: Mn L2,3 XMCD spectra for (Ga,Mn)Sb (red) and (Ga,Mn)As (blue)
as measured with (a) TEY and (b) FY detection, normalised to the 639eV peak.

The surface oxidation of the (Ga,Mn)Sb sample proved more detrimental to
measurements at the Sb M 4,5 edges. As shown in figure A.3, the TEY x-ray
absorption at the Sb M 4,5 edges is dominated by the rising background signal
caused by the oxygen K -edge which peaks at 540eV. Any features in the XMCD
spectra from the Sb M 4,5 edges were insufficiently large to be seen over the
measurement noise, possibly as a result of the presence of the surface oxide layer
and the sensitivity of TEY detection to the surface. While FY detection is less
surface sensitive than TEY, it generally has a worse signal to noise ratio, and
any XMCD features from the Sb M 4,5 edges could also not be resolved with FY
detection.
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Figure A.3: X-ray absorption of (Ga,Mn)Sb sample at Sb M 4,5 edges for x-ray
helicity and magnetization parallel (blue) and antiparallel (red), as well as the
resulting XMCD (black), all for TEY detection.

While some qualitative information was gained from the measurements at Mn L2,3

edges, the investigation as a whole was significantly hindered by the oxide layer
on the (Ga,Mn)Sb surface. This issue would need to be overcome (for example by
capping the (Ga,Mn)Sb or in-situ cleaning) if more revealing XMCD measurements
of (Ga,Mn)Sb are to be made at a future date.

A.2 Investigation of high Tc of (In,Mn)Sb

The most significant factor that has limited (Ga,Mn)As from finding practical
application in electronic devices is the fact that its Tc is below room temperature.
There has therefore been considerable interest in finding a DMS with similar
electronic and magnetic properties to (Ga,Mn)As, but which remains ferromagnetic
well above room temperature. Two papers published in 2010[309][310] reported on
a (In,Mn)Sb sample which was claimed to show a single phase, carrier mediated
ferromagnetism with a Tc higher than room temperature. The aim of the side-
project investigation reported on here was to determine whether the high Tc of the
(In,Mn)Sb from references [309] and [310] was associated with a single magnetic
phase within the bulk of the sample. The investigation was carrier out in collabora-
tion with Dr. Juanita Bocquel and Dr. Paul Koenraad from Eindhoven University,
with the sample provided by Dr. Bruce Wessels from Northwestern University. My
role was to perform some of the SQUID magnetometry measurements as well as
wet etching on the sample.

The sample investigated was a 500nm thick, 1.5% Mn-doped as-grown (In,Mn)Sb
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layer grown on a GaAs (100) substrate by metal-organic vapour phase epitaxy
(MOVPE). The sample was not one of the samples reported on in references [309]
and [310], but it was grown by the same grower under the same conditions and so is
assumed to have similar characteristics to those referenced samples. A SQUID field
sweep measurement was made on the sample along the [110] axis at 2K, and the
measured saturation magnetization corresponds to a magnetic moment of around
0.5µB per Mn atom. This value is far below the ideal case for Mn substituting at
In lattice positions (≈4.5µB per Mn atom), and is also smaller than the moments
per Mn obtained in the reference [309] and [310] samples (1.6µB and 4.6µB per
Mn atom for 2% and 3.5% Mn-doping concentrations respectively). A SQUID
remnant measurement was made also along the [110] axis after a field cool in a
10kOe field. It was observed that the sample’s remnant magnetization does not
fall to zero within the temperature range of the SQUID measurement system, and
so in order to obtain a rough estimate of Tc, the measured data was fitted with
equation A.1 (see reference [311]). The results are plotted in figure A.4.

M(T )
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(
T
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− (1− s)
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T

Tc

)p] 1
3

(A.1)

Where M is magnetization, T is temperature, s is a free variable which is greater
than 0, and p is a free variable that is greater than 1.5.

Figure A.4: Relative remnant magnetization of (In,Mn)Sb sample. Experimental
data (red line) and extrapolated fit to data using equation A.1 (black line).

From the equation A.1 fit, the inferred value of Tc is 540K. However, the quality of
the fit is not ideal, and so this inferred Tc should not be taken as an exact value,
but rather as a fair indication that the actual Tc of the sample is expected to
lie well above 330K (i.e. the highest temperature measurement made on the sample).

Judging by eye, there is no clear evidence of a secondary phase in the experimental
SQUID remnant data. This is in agreement with (In,Mn)Sb samples of references
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[309] and [310]. That being said, previous studies of MBE grown (In,Mn)Sb samples
show Tc values of only around 7-8K[312][313]. It is possible that the large step size
of the SQUID remnant measurement performed here (≈8.5K per step) combined
with the poor signal to noise on the measurement could allow a magnetic phase
similar to that observed in references [312] and [313] to go undetected. Even if
a more accurate measurement were to confirm the SQUID remnant data for this
sample to be a single magnetic phase, the vast difference in its Tc value to that
of the reference [309] and [310] MBE samples raises questions about the origin of
the magnetic ordering within the sample. One possibility is that MnSb forms on
the surface of the material and is the source of the dominating magnetic phase
detected in the SQUID measurements (thin MnSb films can have Tc values of well
over 500K[314]). A Mn-rich surface layer could also lead to the same result. In
order to confirm or rule these possibilities out, an etching study was attempted on
the (In,Mn)Sb sample.

The methodology for the etching study was as follows. Firstly, half of a (In,Mn)Sb
chip is covered in resist and etched in a given solution. Secondly, the resist is
removed and the etch depth is checked by atomic force microscopy (AFM) mea-
surements. If the etch is successful, the (In,Mn)Sb chip used for the SQUID
measurements is etched in the same solution. Finally, a remnant SQUID measure-
ment is made on the etched SQUID chip.

The first etch used was an HCl dip followed by 10s in buffered oxide etch (BOE).
This etch was intended to remove any Mn-rich layers from the surface without
etching the (In,Mn)Sb. The AFM detected no step height from the etch, confirming
that it does not touch the bulk of the sample. The SQUID remnant measurement
of the etched (In,Mn)Sb chip showed no difference to that of the pre-etched chip.
This suggests two possibilities: 1. The magnetic signal does not originate from the
surface, or 2. The etch is not effective at removing any Mn surface layer. From
this measurement alone neither possibility can be confirmed or ruled out.

In order to determine the role of the surface, a second etch was performed that
was intended to remove the top 50nm of the 500nm thick (In,Mn)Sb sample, and
therefore remove the surface for sure. If the magnetic signal disappeared completely
following the etch then the surface would be shown to be its source. However,
if the magnetic signal remained (well above room temperature), but reduced in
magnitude by around 10% from that of the un-etched sample then it would be
attributable to the bulk of the sample (note this would not rule out magnetic
clusters within the bulk). Following an HCl dip, the sample was etched in a 10:1
lactic acid (85%) : nitric acid (70%) solution, a known etchant for InSb[315], for
12s. Somewhat surprisingly the AFM showed that the etch had not worked on
the (In,Mn)Sb sample as no step height was detected. The (In,Mn)Sb was instead
etched in another known InSb etchant, citric acid (50%) : hydrogen peroxide (30%)
at a 10:1 ratio for 5 minutes[315]. Again, the AFM showed that this etch did not
work at all on the (In,Mn)Sb sample.

A final etch was attempted, this time using an etch recipe provided by the grower
of the sample: deionized water : hydrogen peroxide (3% ) : lactic acid (85%) :

238



hydrogen fluoride (3%) at the ratio 100:6:1:3, with an etch rate of 200nm/minute.
This recipe was claimed to have been used effectively on similar (In,Mn)Sb samples.
The (In,Mn)Sb sample of this investigation was initially etched for 20s (which
should have removed around 66nm), however the resulting AFM measurement
indicated that, yet again, the etch had not touched the sample. The sample was
then etched for a further 2 minutes. This time the etch had some effect on the
sample, but not that which was intended. As shown in figure A.5, instead of etching
the surface uniformly, the etch left craters of around 200nm depth. Furthermore,
these craters occurred not only on the uncovered half of the surface, but also on the
half that was covered in resist. There was also no measurable step height between
the covered and uncovered areas of the chip.

Figure A.5: Optical image of the surface of the (In,Mn)Sb chip after etching with
final etchant solution and with the resist removed. The area to the right of the
blue line had been covered with resist, the area to the left had been left exposed.
The etch left craters of around 200nm depth on the previously smooth surface.

With the attempted etches proving to be either ineffective or uncontrollable, the
investigation was stopped. Therefore, no conclusion can be drawn as to the source
of the high Tc magnetic phase of the sample. The fact that three different types of
etching solutions that have been reported to be effective on similar samples were
unsuccessful at etching the sample raises some concerns about the quality of the
sample. In order to complete the etching study, a more effective etching method
(potentially ion milling) would be needed to be utilised, or another sample would
need to be obtained.
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A.3 AMR in FeRh

As discussed in chapter 6, one of the major benefits of using antiferromagnetic
materials as the active component in a magnetic memory device is their insensi-
tivity to stray fields. This property can also be a hindrance as it means that the
magnetic (spin-axis) orientation of an antiferromagnet cannot be set by applying
a magnetic field, as is the case for toggle MRAM. Therefore, there is increasing
interest in finding other paths to manipulating the spin axis of an antiferromagnet,
including Neel order spin-orbit torque[195] and the use of an exchange coupled
ferromagnet[279].

FeRh is a well studied metal with unique magnetic properties[316][317][318][319].
At low temperatures FeRh is antiferromagnetic, but at a certain temperature
named the transition temperature (Tt) it undergoes a structural phase transition
which results in a magnetic phase transition, with its magnetic ordering becoming
ferromagnetic until its temperature is further increased to Tc. It has recently
been shown that this magnetic phase transition can be exploited to set the an-
tiferromagnetic spin axis orientation via cooling through Tt in the presence of
an external magnetic field[282]. It was also simultaneously shown in reference
[282] that reorientating the spin-axis of FeRh is accompanied by a change in its
resistance, i.e. an antiferromagnetic AMR (AF-AMR). These dual effects could
make FeRh a possible material for use in a memory device, using techniques similar
to current heat assisted magnetic recording technologies[320].

The goal of this side project was to cool FeRh through Tt while an external field is
applied at various angles in a 360◦ range in the sample plane, and see how this was
reflected in the subsequent AF-AMR. If the spin-axis were able to be set along any
in-plane direction then one may expect the AF-AMR to have a cos(2φ) dependence
(where φ is the angle between the spin-axis and the current direction), similar to
many metallic ferromagnets. If the spin-axis were only able to set along certain
preferential orientations then the experiment could still provide insight into the
magnetic anisotropy of FeRh. The work for this project was done in partnership
with Dr. Ryan Beardsley.

Two different FeRh-based samples were provided by Sophie Morley and Prof. Chris
Marrows from Leeds University. Both samples were grown by dc sputtering on
MgO substrates. The first sample was 25nm Fe(Rh,Cu), and the second sample was
a 20nm Fe(Rh,Cu)/5nm Au bilayer. In both cases the Cu doping was around 2%
of the Rh concentration, and served the purpose of lowering Tt[321] to within the
limits of the Nottingham small cryostat system’s temperature range. The purpose
of the 5nm Au capping layer in the bilayer sample was to suppress the formation
of ferromagnetic phases below Tt[322]. The samples were processed into L-shaped
Hall bars to allow simultaneous measurements of Rxx and Rxy for current along
orthogonal directions. For the field cool measurements, the sample was heated to
400K (above Tt for both samples) and cooled in the presence of a 4.4kOe external
field applied along a given in-plane angle. The sample was cooled to a certain
temperature below Tt (which was very carefully controlled), the field removed, and
the resistance recorded. Additional field sweep and field rotation measurements
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were also made at various temperatures. SQUID remnant measurements were also
made after applying a 10kOe field along the measurement direction at 365K/390K.

Some of the results for the 25nm Fe(Rh,Cu) sample are shown in figures A.6 - A.9.

Figure A.6: Remnant magnetization along the [110] crystalline axis after applying
and removing a field of 10kOe at 365K (data points separated by line) and
longitudinal resistivity also along the [110] crystalline axis (thick solid lines) of
25nm Fe(Rh,Cu) sample as a function of temperature (note longitudinal resistivity
measurements are only made in the 160K-350K range). For recorded measurements,
sample is initially cooled down (red) before being warmed up (black). Note that a
SQUID field sweep measurement was performed at 4K in between the remnant
cool-down and warm-up measurements, and this is the source of the discrepancy
between the cool-down and warm-up moments at low temperatures.
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Figure A.7: Longitudinal resistivity along the [110] crystalline axis of 25nm
Fe(Rh,Cu) for forward and reverse field sweeps along various directions at 4K
(upper plot) and 360K upon warming the sample up (lower plot).
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Figure A.8: Longitudinal (black data points) and transverse (red data points)
resistivity along the [110] crystalline axis of 25nm Fe(Rh,Cu) as a function of angle
between current and an external 4.4kOe external field at 160K upon cooling the
sample.

Figure A.9: Same remnant SQUID data as shown in figure A.6 (red and black
data points) and magnitude of measured the FM-AMRxx from field rotation
measurements (green data points) of 25nm Fe(Rh,Cu) upon warming up as a
function of temperature.
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Figures A.6 - A.9 all show evidence of the 25nm Fe(Rh,Cu) sample having some
degree of ferromagnetic ordering below Tt. The remnant SQUID data in A.6 shows
that the measured moment falls to around 20% of its maximum value as the sample
is cooled down below Tt. This is somewhat surprising as in an ideal case the mo-
ment should drop to zero here as the sample becomes completely antiferromagnetic.
Figure A.7 shows that a ferromagnetic AMR (FM-AMR) persists in the sample
below Tt, and that the sample also has magnetic anisotropy at this temperature.
Interestingly the ferromagnetic anisotropy seems to change somewhat above Tt,
as the [100] axis appears to become an easier axis, while also the anisotropy field
of all axes decreases. Figure A.8 again shows that a FM-AMR exists below Tt,
with a +cos(2φ) symmetry similar to many ferromagnetic metals. Finally, figure
A.9 shows that the magnitude of the FM-AMR does not scale linearly with the
strength of the moment, and is in fact stronger at 4K (below Tt) than at 360K
(above Tt) despite the ferromagnetic moment being considerably smaller.

The presence of ferromagnetism and a FM-AMR (that is of a similar size to the AF-
AMR of FeRh reported in reference [282]) below Tt make the intended field cooling
AF-AMR difficult with this sample. It is unclear if the FeRh antiferromagnetic
spin axis has any preferential orientation, and so separating any possible AF-AMR
from FM-AMR contributions is a complex task. Ferromagnetic ordering in the
sample below Tt has previously been observed in other FeRh-based samples[322],
and it was decided to focus instead on the 20nmFe(Rh,Cu)/5nm Au bilayer sample.
Results for this sample are shown in figures A.10 and A.11. The transport data in
these figures was collected by Dr. Ryan Beardsley.
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Figure A.10: Remnant magnetization after along the [110] crystalline axis after
applying and removing a 10kOe field at 390K (data points separated by line)
and longitudinal resistivity also along the [110] crystalline axis (thick solid lines)
of 20nm Fe(Rh,Cu)/5nm Au bilayer sample as a function of temperature (note
longitudinal resistivity measurements are only made in the 160K-350K range).
For recorded measurements, sample is initially cooled down (red) before being
warmed up (black). Note that unlike the data in figure A.6, no field was applied
and removed at 4.2K before the warm up measurement.
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Figure A.11: Longitudinal resistivity along the [110] crystalline axis of 20nm
Fe(Rh,Cu)/5nm Au bilayer sample as a function of angle between current and an
external 4.4kOe external field at 370K upon heating the sample (black data points)
and 100K upon cooling the sample (red data points).

The measured moment in the SQUID data in figure A.10 is assumed to originate
almost entirely from the 20nm Fe(Rh,Cu) layer, with negligible contribution from
the 5nm Au layer. The fact that the measured moment along the [110] crystalline
axis is smaller on the warm up measurement can be attributed to the fact that
no field was applied at 2K before warming up (unlike the SQUID measurement of
the 25nm Fe(Rh,Cu) sample), and therefore domains along multiple easy axes may
form as the ferromagnetism is regained. It should also be noted that the calibration
of this particular SQUID measurement was not ideal, and so despite the size of the
chip used in the SQUID measurement being of a similar size to that of the 25nm
Fe(Rh,Cu) SQUID measurement (and 80% of the thickness of the magnetic layer), it
is not prudent to compare magnitudes of the measured moments of the two sample.
However, it is fair to make the observation that for the bilayer sample the measured
moment below Tt is less than 0.5% of the maximum moment above Tt. This con-
firms that the Au capping layer is effective at suppressing ferromagnetism below Tt.

The resistivity of the bilayer sample is approximately double that of the 25nm
Fe(Rh,Cu) sample, which is surprising given that Au has a lower resistivity than
FeRh. There is evidence that much of the current is shunted through the 20nm
Fe(Rh,Cu) layer of the bilayer sample: The magnitude of the sample’s FM-AMR
at 370K is 0.4%, which is larger than the AMR of the 25nm Fe(Rh,Cu) sample at a
similar temperature (presumably any current that passes through the 5nm Au layer
in the bilayer sample makes no contribution to AMR). Furthermore, the relative
change in resistance in the transition region is larger for the bilayer sample than it
is for the 25nm Fe(Rh,Cu) sample (and again, current passing through the 5nm Au
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layer of a bilayer will not make a contribution to this feature). The fact that seem-
ingly a considerable proportion of the current flows through the 20nm Fe(Rh,Cu)
layer of the bilayer sample is hugely beneficial for the intended AF-AMR field cool
experiment. A 0.015% FM-AMR persists at 160K for the bilayer sample, and this
can be attributed to the tiny ferromagnetism that still persists below Tt. This
FM-AMR is an order of magnitude smaller than the AF-AMR of FeRh observed in
reference [282], and is assumed to not be significant in the scope of the investigation.

As the bilayer showed suitable transport behaviour, multiple field cooling measure-
ments were performed, with fields applied along angles of 0◦ and 90◦ to the current
direction, and with resistance measurements after the cool down being made mostly
at 100K, but also at 4K. A resistance thermometer connected in series to the sample
was used to accurately monitor the sample temperature, and great care was taken
to ensure the inferred temperature from the resistance thermometer was the same
for each measurement after each field cool cycle. A maximum temperature variation
of 0.07K for the 100K measurements was achieved. Measurements were made using
a quasi-ac current so as to negate any thermoelectric contributions to the measured
resistances. As shown in the upper plots of figure A.12, the measured longitudinal
resistances for the [110] and [110] current directions do not consistently vary with
the direction of the applied field, and the mean values for the different field cool
orientations for a given current direction agree within standard error. As the
maximum variation in the measured resistances within different field cool cycles
was 0.036%, this suggests that no AF-AMR was induced that was greater than this
percentage. As shown in the lower plots of figure A.12, the measured transverse
resistances show a more consistent variation with the direction of the applied field
for a given current direction, and the mean values for field cooling along a given
orientation do not agree within standard error. However, these variations are
inconsistent between the orthogonal current directions, e.g. for the [110] direction,
transverse resistance is minimum for field cools along the current direction, whereas
for the [110] direction transverse resistance is maximum for field cools along the
current direction. This is significant as transverse AF-AMR should only depend on
non-crystalline contributions. The variation in the transverse resistance only gives
an AMR-like value of around 0.0012% anyway (which is an order of magnitude
less than the FM-AMR in figure A.11), less than the 0.036% detection limit for
which AF-AMR is ruled out from the longitudinal measurements.
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Figure A.12: Longitudinal (upper plots) and transverse (lower plots) resistivity
for current along the [110] (left column plots) and [110] (right column plots)
crystalline direction of the 20nm Fe(Rh,Cu)/5nm Au bilayer sample after field
cooling from 400K to 100K with an 4.4kOe external field parallel to (black square)
or perpendicular to (red circles) the current direction. Mean values and their
standard error for each dataset are given within the legend.

The lack of observed AF-AMR does not necessarily reflect the fact that it does not
exist in the bilayer sample. It is quite possible that the 4.4kOe field was not large
enough to set the AF spin-axis upon cooling. This would probably be because
it is not strong enough to fully orientate the ferromagnetic moments just above
Tt, and the problem would be exaggerated as the weaker the field is, the higher
Tt becomes (Tt is known to reduce with increasing external field in FeRh[317]).
Indeed, for the observation of AF-AMR in FeRh in reference [282], fields of up
to 90kOe were used when cooling through Tt. Therefore, in order to increase the
chance of observing AF-AMR in the bilayer sample, further experiments should
use a larger field that begins to be applied at a higher temperature in order to
fully saturate the ferromagnetic magnetization orientation for when the sample
is cooled through Tt. Such high fields and temperatures were not accessible with
the equipment used in this investigation. It is hoped further AF-AMR studies of
the bilayer sample can be carried out in the future, while there are also interesting
preliminary results of a (anomalous) Hall effect study of the same sample which
suggests unique behaviour.
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Appendix B

List of acronyms

• AF = antiferromagnetic
• AHE = anomalous Hall effect
• AMR = anisotropic magnetoresistance
• ANE = anomalous Nernst effect
• BIA = bulk inversion asymmetry
• CBAMR = Coulomb blockade anisotropic magnetoresistance
• CIF = current induced field
• CPU = central processing unit
• DC = direct current
• DMS = diluted magnetic semiconductor
• DRAM = dynamic random access memory
• FET = field effect transistor
• FM = ferromagnetic
• FMR = ferromagnetic resonance
• FY = fluorescent yield
• GMR = giant magnetoresistance
• GSSE = giant spin Seebeck effect
• HDD = hard disk drive
• IMR = isotropic magnetoresistance
• IQHE = integer quantum Hall effect
• ISGE = inverse spin galvanic effect
• LT-MBE = low temperature molecular beam epitaxy
• MBE = molecular beam epitaxy
• MOVPE = metal-organic vapour phase epitaxy
• MRAM = magnetoresistive random access memory
• NSOT = Néel order spin-orbit torque
• OHE = ordinary Hall effect
• OMR = ordinary magnetoresistance
• PEEM = photoelectron emission microscopy
• PHE = planar Hall effect
• PNE = planar Nernst effect
• QHE = quantum Hall effect
• QSHE = quantum spin Hall effect
• RAM = random access memory
• RHEED = reflection high-energy electron diffraction
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• SDHE = Shubnikov-De Haas effect
• SET = single electron transistor
• SHE = spin Hall effect
• SIA = structural inversion asymmetry
• SMR = spin Hall magnetoresistance
• SOC = spin-orbit coupling
• SOI = spin-orbit interaction
• SQUID = superconducting quantum interference device
• SRAM = static random access memory
• SSD = solid state drive
• STT = spin transfer torque
• TAMR = tunnel anisotropic magnetoresistance
• TEY = total electron yield
• TMR = tunnel magnetoresistance
• UHV = ultra high vacuum
• XMCD = x-ray magnetic circular dichroism
• XMLD = x-ray magnetic linear dichroism
• X-STM = cross-sectional scanning tunneling microscopy
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Appendix C

Publication list

• B Howells, M Wang, KW Edmonds, P Wadley, RP Campion, AW Rushforth, CT
Foxon, and BL Gallagher. Crystalline anisotropic magnetoresistance in quaternary
ferromagnetic semiconductor (Ga,Mn)(As,Sb). Applied Physics Letters, 102:052407,
2013

• B Howells, KW Edmonds, RP Campion, BL Gallagher. Temperature depen-
dence of spin-orbit torque effective fields in the diluted magnetic semiconductor
(Ga,Mn)As. Applied Physics Letters, 105:012402, 2014

• P Wadley & B Howells, J Zelezny, C Andrews, V Hills, RP Campion, V Novak, F
Freimuth, Y Mokrousov, AW Rushforth, KW Edmonds, B Gallagher, T Jungwirth.
Electrical switching of an antiferromagnet. Submitted to Science, March 2015
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J Gazquez, MA Roldan, M Varela, et al. Tetragonal phase of epitaxial room-
temperature antiferromagnet cumnas. Nature communications, 4, 2013.

253



[26] Jacek K Furdyna. Diluted magnetic semiconductors. Journal of Applied
Physics, 64(4):R29–R64, 1988.

[27] Jacek K. Furdyna and Jacek Kossut. Semiconductors and Semimetals:
Volume 25 Diluted Magnetic Semiconductors. Academic Press, 1988.

[28] A Haury, A Wasiela, A Arnoult, J Cibert, S Tatarenko, T Dietl, and
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F Trojánek, K Olejńık, P Malỳ, RP Campion, et al. The essential role of
carefully optimized synthesis for elucidating intrinsic material properties of
(ga, mn) as. Nature communications, 4:1422, 2013.

[63] T Dietl, H Ohno, F Matsukura, J Cibert, and D Ferrand. Zener model de-
scription of ferromagnetism in zinc-blende magnetic semiconductors. Science,
287(5455):1019–1022, 2000.

[64] H Ohno. Bridging semiconductor and magnetism. Journal of Applied Physics,
113(13):136509, 2013.

[65] M Wang. Studies of III-V ferromagnetic semiconductors. PhD thesis, Uni-
versity of Nottingham, 2012.

256



[66] A. M. Alsmadi, Y. Choi, D. J. Keavney, K. F. Eid, B. J. Kirby, X. Liu,
J. Leiner, K. Tivakornsasithorn, M. Dobrowolska, and J. K. Furdyna. Inter-
facial exchange coupling in fe/(ga,mn)as bilayers. Phys. Rev. B, 89:224409,
Jun 2014.

[67] X Liu, WL Lim, Z Ge, S Shen, M Dobrowolska, JK Furdyna, T Wojtowicz,
KM Yu, and W Walukiewicz. Strain-engineered ferromagnetic in 1-x mn x as
films with in-plane easy axis. Applied Physics Letters, 86(11):112512–112512,
2005.

[68] C Bihler, M Kraus, H Huebl, MS Brandt, STB Goennenwein, M Opel,
MA Scarpulla, PR Stone, R Farshchi, and OD Dubon. Magnetocrystalline
anisotropy and magnetization reversal in ga 1- x mn x p synthesized by ion
implantation and pulsed-laser melting. Physical Review B, 75(21):214419,
2007.

[69] T Dietl, H Ohno, and F Matsukura. Hole-mediated ferromagnetism in
tetrahedrally coordinated semiconductors. Physical Review B, 63(19):195205,
2001.

[70] M Sawicki, K-Y Wang, KW Edmonds, RP Campion, CR Staddon, NRS
Farley, CT Foxon, E Papis, E Kamińska, A Piotrowska, et al. In-plane
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[246] C Ciccarelli, LP Zârbo, AC Irvine, RP Campion, BL Gallagher, J Wunderlich,
T Jungwirth, and AJ Ferguson. Spin gating electrical current. Applied Physics
Letters, 101(12):122411–122411, 2012.

[247] SJ Van Der Molen, N Tombros, and BJ Van Wees. Magneto-coulomb effect
in spin-valve devices. Physical Review B, 73(22):220406, 2006.

[248] M Tran, J Peiro, H Jaffrès, J-M George, O Mauguin, L Largeau, and
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