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Abstract

Abstract

Motivation: Manufacturers in sectors like Information Technology (1T), Automotive
and Aerospace have increasingly become focused on providing after sales services.
One of the forms of after sales services is to provide service parts (or spare parts) to
customerswithin different contracted time windows. Commonly offered by large scale
IT sector companies, such services are facilitated by Service Parts Logistics (SPL)
systems through a network of parts stocking facilities. The number of stocking
facilitiesin adistribution network affects the service responsiveness and service costs
related to inventory, transportation and facility set-up. Higher responsiveness can be
attained through increasing the number of facilities in a distribution network, which,
inturn, usually increases inventory cost. Generally, studies assume that shorter service
time windows result in higher costs, but there is alack of exploration regarding how
reductions in service time limits and changes in the fractions of demand for different
time-based service types impact on various service related costs. Service area
partitioning (or zoning) is another related issue which is unexplored in general facility
location literature when considering multiple service time (or distance) constraints and

both inventory and transportation costs.

This study is mainly motivated by SPL systems of IT equipment manufacturers that
support the provision of service parts at customer sites under different and short
servicetime commitmentsin alarge geographical area. The study isof ageneric nature
and generates insights that can be relevant for any case where the service responses
are provided within different short time windows and involve the provision (or

consumption) of some stocks (e.g. emergency infrastructure repairs).

Aim and methodology: The aim of thiswork is to investigate relationships between
time-based service levels, service costs and service zones/areas under a hierarchical
organization and a non-hierarchical organization of servicefacilities. The hierarchical
organi zation has variabl e capabilitiesto meet different time-based requirements, while
the non-hierarchical organization has a uniform capability to meet the toughest
requirement for the entire customer base. The investigation is mainly done through
analytical, ssimulation and optimization modelling with the view of producing answers
that provide a general understanding and practical insights rather than producing
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situation specific optimization models. Empirical case studies are also conducted to
complement the quantitative modelling work so that the research is not divorced from
the reality. The case studies point towards the motivation for the modelling study and
its relevance to some of the real-world systems, and provide a broader understanding
of the issues being researched. The case studies involve two multinational ICT
equipment manufacturers and service provides, and a government agency responsible

for providing highway emergency servicesin England.

Key findings: The results from the modelling experiments show that under the non-
hierarchical setup, where all facilities provide the full range of service-times in their
respective vicinities, inventory and transportation costs are insensitive to the fractions
of demand for different time-based service types. However, with an inventory sharing
mechanism under the non-hierarchical setup, the increase in the proportion of demand
for the service within the longer time window can increase the service availability
level while also increasing the average travelling. On the other hand, under the
hierarchical setup, which provides a higher level of centralization when there is
demand for the service in the longer time window, inventory and transportation costs
react to the proportions of demand for different time-based service types. The
hierarchical setup results in higher transportation cost compared to the non-
hierarchical setup, and, interestingly, does not necessarily lower the inventory level,
especially when the overall demand rate is very low. The simulation of the inventory
sharing mechanism under the hierarchical setup showsthat, in several cases, inventory
sharing can not only increase the service availability level, but can also reduce

transportation cost.

The analysis based on the optimization models shows that there can be cases where it
IS more cost effective to serve all demand, regardless of the required service time, in
a similar fashion through a non-hierarchical setup. The results also show that the
demand fractions for different time-based service types, and inventory and
transportation costs can significantly impact on the optimum organization of service
zone. There can be distinct optimum patterns of service zones depending on whether
the inventory cost or the transportation cost dominates.



Conferences

Conferences

Jat, M., Muyldermans, L. and MacCarthy, B. (2011), “Time-based service
differentiation in a hierarchical system of facilities: Effect of service time on service
costs’, Presented at the OR53 Annual Conference, The University of Nottingham.

Jat, M., Muyldermans, L. and MacCarthy, B. (2012), “ Effect of servicetime on service
costs. Comparison of hierarchical v/snon-hierarchical setup in service partslogistics’,
Presented at the OR54 Annual Conference, The University of Edinburgh.

Jat, M. and Muyldermans, L. (2012), “Impact of time-based service differentiation on
inventory”, Presented at the 2™ East Midlands Simulation Special Interest Group
Meeting, School of Computer Science, The University of Nottingham.

Jat, M.N. and Muyldermans, L. (2013), “ Time-differentiated service parts distribution:
Costs under hierarchical and non-hierarchical setups’, Presented at the 2013 |IEEE
Workshop on Computational Intelligence in Production and Logistics Systems
(CIPLS), 2013 IEEE Symposium Series on Computational Intelligence, pp. 17-24.
doi:10.1109/CIPL S.2013.6595195



Acknowledgements

Acknowledgements

| would like to thank my supervisor Dr Luc Muyldermans for the continuous and
extensive support of my PhD research. | would also like to thank Professor Bart
MacCarthy, my second supervisor, for his guidance, and my assessor for the annual

reviews for his valuable comments on my work.

| am thankful to the respondents from the case companies who spared time from their

busy schedules to provide the industrial insights for this research.

Last but not the least, | thank my parents, wife, siblings and grandmother who have
always supported me unconditionally, prayed for me, and reassured me during tough

times.

| dedicate thiswork to my beloved father Dr Nasir Ahmed.



Table of Contents

Table of Contents

ADSIFACE ... e [
CONTEI BINCES......cceeieeeee et r et resn e nne s i
ACKNOWIEAGEMENTS..... .ottt s ae e e nne s iv
S 0 =T o V] 0 1 S Viii
(O gF=To 1 (= g I I 1 oo [ T 1 o o S 1
0 I = ot (o011 o SRS 1
12,  Research objectives and SCOPE.......ccoiiiiieiiiecie ettt 5
1.3, Outhine of tNETNESIS.....c.oiii e 8
Chapter 2: LiteratUr @ FOVIEW ......ocueeeeceecteee ettt ae e e nne e 11
2.1 INETOTUCTION. ...ttt ettt 11
2.2, Service PartSLOGISICS (SPL) ..o 12
221, Chalengesin managing SPL .........cccciviirieeiiiiere e 12
222 Inventory management for service parts: Literature and practice.................. 16
2.2.3.  Location of Service faCilities. ... 20
224, Time constraiNed SUPPIY ....ooeeoeieriere et 25
225, Service differentialion.........ccoooeoeiririres e 28

2.3, EMErgency SErVICES SYSLEIMS.......cciiiieeeireseeeesteseesee e seeste s e aestesreeneesresreenesse e 36
24.  Facility |0cation ProblemS..........ccoiiiieee e e 37
24.1. Areapartitioning (diStriCting) ......cccceeevieveiniiieie e 40
242,  HierarchiCal I0CaIIONS .........coeiieieieiniesies e 45
A G T (1) 10= 0 11 = 1174 1 o SRS 50

2.5. Summary of the literature review and the research gaps............ccccveererercrieseenne 53
2.6.  Research ContribULioN ...........ccoiiiiiiii e 57
Chapter 3: Resear ch methodolOgy ........cocceoeeeeieeienieseee e 59
3L INETOTUCTION. ...ttt 59
3.2.  Overview of research methodology ..........ccoeeeereieenene e 59
3.21.  Strengths and weaknesses of quantitative model-based research .................. 62
3.2.2.  Strengths and weaknesses of case study research.........ccocceeeveeceereneeceneene 63

3.3.  Research process and MethOds...........cccveviieeie i 64
331 Quantitative modelling StUAY .........cceoiiieiineeeere e 64
3.32. EMPIrical Case SIUIES.......cocveie et 67
Chapter 4: Empirical Case StUdIES.........ooiiiiiiiieeeceee e 73



Table of Contents

Ot R 1111 0o 1 (o OSSP 73

4.2.  SPL for computer hardware support services: The cases of two multinational

L0001 0TS USRS 73
421  Rangeof servicesand demand characteristics........cccovvvveneninienencece e 75
4.2.2.  Service parts CharaCterisliCS.....ouveiiiiiieii e e 77
4.2.3.  Network structure and distribution capabilities............ccoceiirieieneneecee 80
4.2.4.  Procedurefor satisfying SEervice reqUESES..........ccovveeveieeeenieseeiee e 83
4.25. Inventory policies, stocking rules and sourcing of service parts.................... 85
4.2.6.  Service COSt CNaraCteriStiCS ... ..ccuveririerierierieree ettt 87
427. Issuesin managing SPL and management trends...........cccoocvvveeeneneecnsennes 88

4.3. Time constrained provision of materials as a part of an emergency service: The

Case Of the HIgNWaYS AGENCY ..ottt e st eeseeeneeneeseean 91
431, SHUCKUM ...ttt ettt s b e st sb e s ae et b e e ens 91
432 INCIAENT FESPONSE. .....eoeeee et ee ettt e e e e e seesneeeeseeens 92
433 Inventory and demand charaCteristiCs........coovervrrreeiene e 93
4.3.4.  Opportunities for iMProVEMENES..........cccevvieeiere e e 94

4.4. SUMMANY 8N CONCIUSION.......coviitiieeeeeiiriesie s se et nn e 94

Chapter 5: Time-differentiated distribution costs under hierarchical and non-

Rierar ChiCal SELUPS ....ocvveie ettt reenes 100
5.1 INETOTUCTION. ...c.ccuiitiiiieiitettee e 100
5.2.  Problem description and asSUMPLIONS..........ccoiiiieeeneniere e 101
5.3.  Themodel fOrMUIBLION..........ccouiiiiiieisce s 104

5.31.  Time-differentiated distribution under non-hierarchical organization of
SEIVICE TACHITIES ...t 107

5.3.2.  Time-differentiated distribution under hierarchical organization of service

FACHTTIES... o 111
533, BoUNdary eff€CL......c.coiiieese e 120
54.  NUMECA @NAlYSIS...ccciiieeeieiieeie sttt st st reeaesneens 123
54.1. Anaysisconsidering the (R, Q) inventory poliCy........cccccevovreeneneeieenennnnne 124
54.2. Anaysisconsidering (S-1, S) inventory poliCy ......ccccoeevevievecveneceeseennne, 134
5.5, CONCIUSION ...ttt nr e n e n e 147
Chapter 6: Impact of inventory sharing on service availability and
tranSPOrtation IEVEIS .......ccececeeeee e 150
6.1, INEFOTUCTION. .....ccuiitiiiiiitcit ettt 150
6.2.  Problem desCriPliON .......cceeii e 151
6.3.  Packing arectangle with regular polygon patterns.........cccoceeoeeeereecenencecesene 152
B.4.  CBSES ...ttt 159

vi



Table of Contents

6.5,  CoMPULELioNal BNEIYSIS......cciiiieeieciieieie ettt ns 160
6.6.  SIMUIGLTON SIUAY ....coveiiiiieieeee e 168
6.6.1.  CONfIQUIALIONS.......ceeiieiiieiesie ettt ettt s re e e e re e 170
6.6.2.  TREMOUE ... e et 172
6.6.3.  Mode programming and program verification............ccccceevvvieevenecceeneennene, 176
6.6.4. N 7= Y2 OSSPSR 177
B.7.  CONCIUSION ...ttt bttt b e e bt 191
Chapter 7: Impact of inventory and transportation costs on optimum zoning for
time-differentiated distribution: A unidimensional analysis..........ccccccoceveennene 193
7250 PR 1 011 a0 (1 o o o 1S 193
7.2.  Problem description and assUMpPLions...........ccceeeeieveseeriesie e 195
7.3. Cost formulation and analysis of the problemon singlelevel ..o 196
7.4. A MINLP model for hierarchical optimization............cccccoooveoeiiniincennneeeee 206
7.5, NUMENCA EXAMPIES.....ccuiiiiriiieicieere et 213
7.6. SumMMary and CONCIUSION ........cccuiiiiieieeeere et 230
Chapter 8: Conclusions and further research directions.........c.cccccveeeevveiiernnnne. 233
8.1, CONCIUSIONS......uiitiiiieieietesie sttt st sb ettt b e b bt 233
8.2.  Directionsfor further reSearch ...........ccoooe oo 239
AppendiX 1 — INterVIEW QUESLIONS........ccveiereerieeieeeesieeee e see e e see e sneesse e 241
Appendix 2 — Expected distance to serve uniformly distributed customers
within a hexagonal catchment area..........cccoceveeieccesicce e 246
Appendix 3—Model formulation considering more than two servicetime
optionsunder the hierarchical SEUP .......cccoviririiiiere s 249
Appendix 4 — Distances between warehouses (Company B) .......c.ccceeevvereennne 256
Appendix 5 - Computation of the average distancein a Voronoi diagram......257

Appendix 6 — Simulation procedurefor one-for-one (S-1, S) inventory policy 261

AppendixX 7 — SIMulation OULPUL ........ccecieiecee e 263
Appendix 8 = MINLP computation tiMeS.........cccveeeiieiesieese e se e 277
REFEN BNCES ...t b ettt b e b e 279

Vii



List of acronyms

List of acronyms

DRP Distribution Resource Planning

CRN Common Random Numbers

EOQ Economic Order Quantity

FNS Fast-Normal-Slow

GPL General-purpose Programming Language
ICT Information and Communication Technol ogy
IT Information Technology

MINLP Mixed Integer Non-Linear Programming
MRP Material Requirements Planning

NLP Non-Linear Programming

OEM Origina Equipment Manufacturer

oM Operations Management

OR Operational/Operations Research

SKU Stock Keeping Unit

SPL Service Parts Logistics

VRT Variance Reduction Technique

viii



Chapter 1: Introduction

Chapter 1. Introduction

1.1.Background

A trend can be seen in multinational manufacturing companies to make a strategic
reorientation into becoming service providers (Gebauer et a., 2010). Advantages of
doing so, including an extension of the reach to customers and their underlying needs,
are gradually being recognized by more and more enterprises (Zhen, 2012). It has been
known for long now that buyers of high investment equipment do not want to take
their chances with their purchases. They expect installation services, application aids,
parts, post purchase repair and maintenance, and enhancements to keep the products
effective and up to date for as long as possible (Levitt, 1983). The answer to these
expectations is an approach which can be summarized as ‘selling a function, not a
product’ (Fortuin and Martin, 1999). This includes offering a range of after-sales
services, like the provision of service parts (also known as spare parts and repair parts)
for equipment maintenance and repairs to avoid or minimize potentially costly

equipment downtimes (Cohen et a., 1997).

Increasing worldwide competition and shrinking profit margins in primary product
sales are aso forcing high-technology-product manufacturers to find new ways to
differentiate themselves from their competitors (Wagner and Lindemann, 2008;
Candas and Kutanoglu, 2007). Providing fast and high-quality after-sales servicesis
an important way to achieve this (Cohen et a., 1997; Candas and Kutanoglu, 2007).
The potential benefits of superior service management capabilities are diverse and
many companies are beginning to view initial product sales primarily as positioning

opportunities for pull through sales and services (Dennis and Kambil, 2003). Some
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manufacturers sell their primary products (e.g. machines) for a price that is close to
the cost of production, with the aim of stimulating future demand for spare partswhich
can generate high profit margins (Wagner and Lindemann, 2008). The spare parts
business is often considered as the highest profit generating function (Suomalaet a.,
2002; Wagner and Lindemann, 2008; de Souza et al., 2011). There are severa
publications highlighting the revenues and profits associated with after-sales services
generally and service parts businesses specifically to advocate the importance of this

area. Some of the published information is summarised below:

- The aftermarket for spare parts and services accounts for 8% of the annual
Gross Domestic Product of USA (Cohen, 2005).

- Support and maintenance services continue to constitute a significant part of
the US economy, often generating twice as much profit as sales of origina
products (Dennis and Kambil, 2003; Sang-Hyun Kim et al., 2007).

- After-sales services and parts contribute only 25% of revenues across all
manufacturing companies, but are responsible for 40% — 50% of profits (Sang-
Hyun Kim et a., 2007).

- After-sales services and parts can contribute as much as 50% of all profits for
atypical manufacturing company (Dennis and Kambil, 2003).

- Lessthan 25% of revenue opportunitiesin persona computers and automotive
are derived from first-time product sales; most revenue opportunities are
actually the results of after-sales services (Dennis and Kambil, 2003).

- A study by Wharton School reveals that gross margins for after-sales services
in the computer industry generaly exceed 50% of enterprise systems and

around 20% for non-enterprise systems (Dennis and Kambil, 2003).
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- 40to 50% of the profits made by manufacturers come from parts, maintenance,
and servicing, which makes this a $21 billion industry (Cohen et a., 1997;

Poole, 2003; Candas and Kutanoglu, 2007).

However, technical equipment support services involving service parts are aso
reported to be very competitive and implicate complex issues. As the customer
expectationsfor product reliability have increased, the provision of superior after-sales
services a a competitive price has become an important qualifier for survival. In
particular, after-sales services in IT, communications, and other high-tech industries
are facing escalating pressure to improve both the level of service delivered to the

customers and the productivity in providing these services (Cohen et al., 1997).

The provision of maintenance and repair services and service parts to the product’s
end users are facilitated by Service Parts Logistics (SPL). The factors that make the
management of SPL challenging include complexity of the facility network, tight
constraints on the time and warehouse capacity, and the high costs of inventory and
transportation (Cohn and Barnhart, 2006). Theimportance of the time aspect in service
parts distribution is especially highlighted by several authors (e.g. Cohen et a., 1997,
Bragliaet a., 2004; Cohn and Barnhart, 2006; Candas and Kutanoglu, 2007; de Souza
et a., 2011). After-sales services are provided as contractual obligations between
customers and manufacturers, and thus designing and operating the logistics network
capable of serving customers in a time-responsive manner is crucial (Candas and
Kutanoglu, 2007) and strategically important (de Souzaet al., 2011). Many of today’s
business processes, such as production and financia systems, rely on technically
advanced equipment. A failure in this equipment can obstruct important functions and

any delay in bring the systems up again can result in big losses.
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Response times are more critical for certain kinds of products. For computer systems
that support critical business functions, one-day service is often not good enough.
Service providers of these products are required to guarantee service within hours of
aproduct failure (Cohen et a., 1997). The service time can also differ from customer
to customer or equipment to equipment for the same service part. Typicaly in IT
hardware support contracts, depending on the consequences of the equipment
downtime, the customers determine different time windows (e.g. 2 hours, 4 hours and

8 hours) within which the requested service part(s) should reach their sites.

Besides IT SPL systems, short service time limits are also synonymous with public
sector emergency services. The response times to reach incident sites can vary
depending on incident types, and a service system can be required to maintain

inventory of the items/material potentially required at incident sites.

In scenarios where there are multiple levels of services, there can be two logical
options to meet the requirements of all customers. First, to setup a system that has a
uniform capability of meeting the toughest requirement for the entire customer base.
Second, to setup a system that has variable capabilities to meet different requirements
determined by different customers. Apparently, apart from being less complex,
operating a system with a uniform capability (the first option) is unappealing. A
uniform capability, which is tuned to meet the most stringent customer requirement,
can result in overspending and does not allow any mechanism to transfer cost benefits

to customers requiring relaxed services.

As will be discussed in the literature review (Chapter 2), short service times and
responsive distribution systems typically increase the costs. However, there is a lack

of focus on explicitly investigating the relationship between service time and service
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cost. Especially, the impact of the proportions of demand for different time-based
service types on service costs is not explored. Multiple service time limits in effect
implicate multiple covering ranges in the spatial context, which is an overlooked
aspect in the facility location literature. Investigation in this context can provide rich
managerial insights into the service time and service cost relationship and its impact

on facility locations and service zones.

1.2.Resear ch objectives and scope

The am of this research is to investigate some of the associations between service
time, service areas (or zones), and service costs in a spatial context where demand is
covered by a distribution system providing multiple time-based service types. The
research is predominantly done through quantitative (analytical, ssimulation and
optimization) modelling. However, to complement the quantitative modelling study
and gain a broader understanding of the related issues, an empirical study involving
two major ICT equipment manufacturers and a government agency responsible for
emergency highway repair servicesis performed. The objective of the case studiesis

to investigate:

(1) The characteristics of real world service operations involved in time-

differentiated distribution.

Through quantitative (Operational Research) techniques, the research primarily seeks

to answer the following questions under a hierarchical and a non-hierarchical setups:

(2) What istheimpact of the service time window |engths associated with different

time-based service types on service (inventory and transportation) costs?
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(3) What is the impact of the demand fractions associated with different time-
based service types on service (inventory and transportation) costs?

(4) What is the impact of inventory sharing with varying demand fractions for
different time-based service types on transportation and service availability
levels?

(5) What is the impact of transportation and inventory costs and the demand
fractions for different time-based service types on the optimum facility

|ocations and service zones?

In this research we use the following terminology:

A time-based service type is associated with a particular service time constraint
corresponding to a guaranteed maximum duration (time window) to deliver a part (or
materials) at the demand location after the moment the service has been requested. We

use the expressions ‘time-based service type’ and ‘service type’ interchangeably.

The Demand fractions correspond to the percentages of total demand linked with
different service types. For example if 40% of the total demand has to be provided
within 2 hours and 60% of the total demand has to be provided within 4 hours, then
the fractions of demand for the 2 hours service and the 4 hours service are 0.4 and 0.6

respectively.

The service availability level isthe percentage of demand met from stock on hand, i.e.

fill-rate.

Under the Non-hierarchical setup, all service facilities (or warehouses) offer the full

range of servicesand arelocated to cover the entire area considering the shortest travel



Chapter 1: Introduction

time or distance. The facilities provide the distribution service in their vicinities in

effect without differentiating the required service time by a particular service request.

Under the Hierarchical setup, facilitiesarelocated to cover the entire area considering
the shortest travel time, however, not al facilities provide the full range of service
types. Though all facilities provide the service type with the shortest servicetime, only
asubset of facilities provide a service type with alonger servicetimein larger service

areasto gain ahigher level of centralization in the system.

The study assumes a single echelon system and considers the costs related to (1) the
maintenance of inventory at local warehouses considering two different inventory
policies, and (2) transportation from warehouses to the customers with uniform
geographical distribution and Euclidean distances. Inventory and transportation costs
account for a significant proportion of the total costs in SPL (Cohen et a., 1997;
Wagner and Lindemann, 2008). The analysis is based on two service types, however
the models can be extended to consider more than two service time windows without
complications. Extending the analysis to include more than two service types though
does not generate any further insights with regards to the relationships being

investigated in this research.

The aim of this work is to develop models to provide general understanding of the
important trade-offsinvolved in time-differentiated distribution. The research does not
seek to produce complex situation specific models with lack of generalizability. The
SPL literature, despite of being sizable, has been criticized for the lack of
implementation, mainly due to its complexity (Ashayeri et al., 1996; Wagner and
Lindemann, 2008), and limited scope (Huiskonen, 2001). Though the strict

assumptions in this work make the study rather diverged from the reality and maybe
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do not permit that the work produces readily applicable tools for specific practica

instances, thelogic and insights of the models are easier to communicate and there can

be an enhanced likelihood of an implementation of the resulting guidelines (Cohen et

al., 1999).

1.3.0utline of thethesis

Thisthesisis structured into 8 chapters as follows:

Chapter 1

Chapter 2

Introduction

This chapter discusses the background, objectives and scope of this

research, and outlines the organization of the thesis.

Literature review

Chapter 2 reviews several streams of literature in relation to the
distribution issuesinvestigated in this research. The chapter starts with
a general review of the literature on SPL and then narrows down to
discuss the studies related to location of service facilities, time
constrained distribution and service differentiation in SPL. It also
briefly discusses the nature of research related to the location of service
facilities in emergency services systems. A significant part of the
chapter is associated with areview of the literature on different aspects
of facility location problemsin general, including areview of the types
of facility location problems, service area partitioning, hierarchical
setups, and (de)centralization. The chapter concludes with the
identification of a number of research gaps in the literature and the

discussion on how this research addresses some of the identified gaps.
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Chapter 3

Chapter 4

Chapter 5

Chapter 6

Research methodol ogy

Chapter 3 describes the methodol ogy used in conducting this research.
The chapter first provides an overview of the methodological
approaches employed in this research and discusses the strengths and
weaknesses of the approaches. Thisis followed by an overview and a

detailed explanation of the stagesin this research.

Empirical case studies

Chapter 4 presents the findings from the empirical study involving the
SPL systems of two ICT companies and the service operations of a
public agency providing emergency responses. Findings from both
organization types are discussed separately. A synopsis of the analysis

and the key findings from both sectorsis presented at the end.

Time-differentiated distribution costs under hierarchical and non-

hierarchical setups

Focusing on time-based service differentiation, Chapter 5 presents a
model toinvestigate the effects of different servicetimelimitsand their
fractions in overal demand on inventory, transportation and
distribution network setup costs. The model considers an efficient
packing of service areas assuming a continuous geographical

distribution of customersin aplane.

Impact of inventory sharing on service availability and transportation

levels
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Chapter 7

Chapter 8

Chapter 6 presents asimulation study to analyse the impact of different
inventory sharing configurations on service availability (fill-rate) and
transportation levels considering varying demand fractions for
different service types. Unlike in Chapter 5, the analysis is based on

specific cases considering a bounded plane.

Impact of inventory and transportation costs on optimum zoning for

time-differentiated distribution: A unidimensional analysis

Chapter 7 investigates the impact of inventory cost, transportation cost,
and the demand fractions for different service types on the optimum
locations of servicefacilities and their service zones. The investigation
is done by developing a Nonlinear and a Mixed Integer Nonlinear
Programming models which consider uniformly distributed customers

on aline segment (or along one road).

Conclusions and further research directions

Chapter 8 concludes the thesis by summarizing the main contributions

of the research and proposing some areas for further study.

10
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Chapter 2: Literaturereview

2.1.Introduction

This chapter reviews the literature on various aspects of SPL and facility location
problems. The review specifically focuses on time constrained and differentiated
supply, service area partitioning, hierarchical setups, and centralization-
decentralization trade-offs, which are the distribution issues explicitly investigated in

this research.

The chapter is organized as follows. The research on SPL isreviewed in Section 2.2.
It covers the unigque aspects and challenges of managing SPL that differentiate it from
the distribution setups of primary products (Section 2.2.1), management of service
parts inventories (Section 2.2.2), location of service/distribution facilities and the key
decisions for distribution set-ups (Section 2.2.3), time constrained supply of service
parts (Section 2.2.4), and service differentiation (Sections 2.2.5). As another area for
which this research isrelevant, the literature on emergency services systemsis briefly
discussed in Section 2.3. Section 2.4 broadly discusses the facility location problems
that exist in the literature, followed by the review of area partitioning, hierarchical
locations, and (de)centralization in subsections 2.4.1, 2.4.2 and 2.4.3 respectively.
Section 2.5 summarises the main highlights from the literature review and identifies
some gaps. Finally, Section 2.6 briefly discusses the ways in which the objectives of

this research can address some of the gaps and contribute to the knowledge.

11
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2.2.Service Parts Logistics (SPL)

2.2.1. Challengesin managing SPL

The requirements for planning the logistics of service parts differ from those of
primary products (Dennis and Kambil, 2003; Huiskonen, 2001). The strict
regquirements on timely service availability set pressuresfor streamlining SPL systems
as the effects of stock-outs may be financially remarkable (Huiskonen, 2001). A
supply chain that is explicitly designed to support superior service management is
required since a comprehensive service management can significantly complicate a

typical supply chain (Dennis and Kambil, 2003).

The control of service parts is a complex matter. Common statistical models for
inventory control can lose their applicability because the demand process is often
different from those that these traditional models assume (Fortuin and Martin, 1999).
Forecasting of demand requires some historical demand figures which are frequently
unavailable or invalid for sslow moving parts (Fortuin and Martin, 1999). The demand
does not remain stable. It can increase as the installed base increases in size (Jin and
Tian, 2012) and vanish as new products are introduced rapidly (Cohen et a., 1997). A
major challenge for spare parts management after the end of the productionisthe high
uncertainty of spare parts demand over a long period until the end of the equipment
use (Inderfurth and Kleber, 2013). Morris (2013) discusses unique problems that occur
when forecasting spare parts demand in terms of the part classification, absence of
marketing, the use of a forecasting software, and forecasting demand for the parts of

anew product.

12
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The service parts inventory turnover is often very low astheir use is based on either a
product failurein thefield or on the consumption of a "usage' part (Fortuin and Martin,
1999; Wagner and Lindemann, 2008). Another factor related to the low demand can
be the increased reliability and quality of products (Fortuin and Martin, 1999).
Besides, business environmental changes, such as the rapid introduction of new
products and the reduction of product life cycles, have increased product varieties and
thereby reduced the installed-base of specific models (Fortuin and Martin, 1999),
which in turn results in high obsolesce costs (Cohen et a., 1997). Also, as it is
guaranteed that the spare parts would be made available for the installed-base under a
service contract, the traditional mechanism for a spare parts acquisition is to place a
large final order at the end of the regular production of the parent product, causing
major holding costs and a high level of obsolescence risk (Inderfurth and Kleber,
2013). Repairing the service parts and using them can mitigate this risk, but there can
be considerable product price erosion while the repair costs stay the same. As a
consequence, there might be apoint in time at which the unit price of the product drops
below the repair costs (Pourakbar et a., 2012). If so, Pourakbar et a. (2012) suggest
that offering the customer a new product of the similar type or a discount on a next
generation product may be more cost effective. An additional aspect is the cost
distribution of parts. There is a high disharmony between different parts that a
company has to maintain as there can be parts that cost less than one pound and parts
that cost thousands of pounds (Amini et a., 2005). However, the cost is not
proportional to the part criticality, e.g. a switch may be very cheap but can be

extremely critical for a certain type of machine instead of an expensive accessory.

The challenges associated with SPL can be summarized as follows:
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- Theinstalled base of products that must be served is large and geographically
dispersed.

- There is an enormous variety in the number of service parts which must be
mai ntai ned.

- Thecost of partsisincreasing dueto the increasing complexity and modularity.

- Product life cycles are short, which is reflected by the high rate of part
obsol escence.

- There is a predominance of slow moving parts. This is due to the reduced
product sales volumes (per model), which is caused by an increase in the
variety and customization. Design improvements have also increased the
reliability of parts, which increases the mean time between failures. These
trends also contribute towards reducing the predictability of demand.

- Companies can face problems in integrating with their suppliers, mainly due
to technological capability issues. These factors contribute to high external
replenishment lead-times for spare parts, which in turn have a direct effect on

an inventory investment.

(Cohen et al., 1997; Dennis and Kambil, 2003)

- In many capital goods industries, spare parts inventory requires up to 20 times
more SKUs than what is needed for current product manufacturing.

- Service locations are usualy more decentralized than manufacturing
operations.

- Product failures are non-routine.

- There are varying customer service requirements.
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- Inconsistencies in the performance of service personnel or third party service

providers can undermine customer perceptions of the brand.

(Dennis and Kambil, 2003)

- Most repairs require several parts, and an absence of even one part can cause

adelay.

(Lele and Karmarkar, 1983)

Similar challenges and complexities are identified by Cohen et al. (2006), Fortuin and
Martin (1999), Fortuin (1980) and Huiskonen (2001). An additional factor highlighted
by Fortuin and Martin (1999) is that service parts are often manufactured at the same
facilities where the parts required for the assembly of a technical system are being
made. As the demand of service parts is relatively low, often parts needed for the
assembly are produced with a comparatively higher priority. Nevertheless, it should
be stressed that not all service parts have low demand, e.g. engine service parts like
filters are commonly used and have a high demand. Cohen et a. (1999) mention that
in contrast to repairable parts, consumable service parts are much higher in demand
and their average unit cost is significantly lower than the average unit cost of

repairable parts.

Mathematical modelling can be critical in solving difficult problems related to SPL
(Cohn and Barnhart, 2006; Huiskonen, 2001), but basic modelling approaches often
suffer from complicating factors such as large numbers of constraints and integer
variables, non-linearities, and weak linear programming relaxations (Cohn and
Barnhart, 2006). Employees within an organization can also be expected to resist any

change resulting from complex solutions (Cohen et a., 1999).
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2.2.2. Inventory management for service parts: Literature and practice

Inventory can represent a significant proportion of costs in any distribution system
(Jayaraman, 1998). Specifically in SPL, where the inventory efficiency is a principal
requirement for the overall effectiveness (Cohen and Lee, 1990; Cohen et al., 2000),
the inventory investment is the largest single factor in the average total cost structure
associated with providing after-sales services (Cohen et a., 1997). Furthermore,
because competition has forced industries to provide very short-call service contracts
in order to boost sales, companies have to maintain large inventories of service parts
(Ashayeri et a., 1996). Nevertheless, even a small improvement in inventory control
can significantly lower the inventory investment or enhance service, or both (Cohen

et al., 1999).

Cohen and Lee (1990) define severa specific inventory control decisions that, taken

together, define a company’s part distribution policy:

- Inventory positioning and control: Selecting stock locations for each SKU and
selecting the class of replenishment policies to be used.

- Sourcing: Determining the assignment of sources for different demand types
(e.g. determining the different sources from where normal and emergency
demands are satisfied)

- Transportation: Selection of transportation mode.

- Reguirements prioritization: Applying different stock-issuing procedures for
each class of customers.

- Service dlocation: Setting segment-specific service targets for each part at

each location in the network.
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- Shortage allocation: Creating rules for allocating a stocking location's

inventory when demand exceeds on-hand supply.

A way in which service practices are differentiated is whether the repair is done by a
replacement or a rework. For a sudden failure of a system during a critical operation,
following the ‘repair by replacement’ policy might be more appropriate, i.e. afailed
part or subsystem is immediately replaced by an identical, ready-for-use part or
subsystem (Rustenburg et al., 2001). There is a wide range of literature on both
replacement and repairabl e service parts inventory management, dating back to 1960s.
Kennedy et al. (2002) discuss unique aspects of service parts inventories and review
the related literature. Muckstadt (2005) presents details of service parts inventory
systems and supply chain algorithms, and provides an extensive bibliography on the
subject. Yet, Ashayeri et a. (1996) observe that “despite the wealth of literature on
the subject, in practice, no attention has been paid to proper management and control
of service-parts inventory”. Although there is a huge body of academic literature on
theoretical inventory planning concepts for various spare parts supply chain settings,
few companies seem to apply them rigorously (Wagner and Lindemann, 2008).
Ashayeri et al. (1996) suggest two reasons for this. First, the assumptions made in
many of the models developed do not fit reality. Second, alack of awareness exists. It
is common practice that the eventual selection of which partsto purchase, and in what
quantities, takes place on arather intuitive basis (Rustenburg et al., 2001). Inventory
models found in the literature are either too specific or too complicated for adoption
in corporate practices (Wagner and Lindemann, 2008). From the logistics point of
view, even the most sophisticated models have been limited to optimizing the
inventories within often very strict assumptions. When these assumptions are relaxed

to increase the realism of the models, the complexity of the models increases even
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faster and makes it difficult for the practitioners to understand and apply them
(Huiskonen, 2001). Huiskonen (2001) blames the complexity of the inventory models
in SPL and highlights that even if the complications of models are hidden in a
computer software, most managers do not feel comfortable if they do not understand
on what basis the specific results of models are produced. It can be difficult to
communicate the logic and insights of a complex model to managers. They might see

such amodel as a black box (Cohen et al., 1999).

Cohen et a. (1999) suggest that for complex logistic systems, basic models can be
very effective for both operational control and strategic analysis. That is, the policies
these models recommend can dominate the decision rules used in practice. The
simplicity of the basic models and the policies they generate enhance the
implementation likelihood. One can communicate effectively both quantitative and
qualitative insights based on a basic model to managers (Cohen et al. 1999). Ashayeri
et a. (1996) found that their case company in the IT sector use the classical Economic
Order Quantity (EOQ) model for consumable service parts inventory management,
which had proved to be reliable enough. The survey by Cohen et a. (1997) also
indicatesthat basic, understandabl e inventory management techniquesare used widely
for service parts. They also found an extensive use of the EOQ model. Although
several companies in this survey used customized inventory management software,
about half of them also used Distribution Resource Planning (DRP) or Materia
Requirements Planning (MRP) systems for service parts management. Huiskonen
(2001) also reports that most basic inventory theory and models (such as EOQ, ABC-
analysis, MRP) have been widely applied in practice and there is relatively little

evidence of the use of more sophisticated applications, such as multi-echelon models.
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Various inventory policies have been considered in service parts management studies.
Deshpande et a. (2003a, 2003b) base their model on areorder point and order quantity
(R, Q) policy which was used in military logistics system for service parts. Cohen et
al. (1989) and Cohen et al. (1990) consider a (s, S) base stock policy in their study.
Alvarez et a. (2013), Ashayeri et al. (1996), Candas and Kutanoglu (2007), Cohen et
al. (1999), Graves (1985), Gzara et a. (2014), Jeet et a. (2009) and Kukreja et a.
(2001) use the one-for-one, i.e. (S1, S), replenishment policy to study different
industrial and theoretical problems. Though fairly rare, some studies using EOQ
model in the context of service parts management can also be found (e.g. Cobbaert
and Van Oudheusden, 1996; Schrady, 1967). These are the few examples that show
the diversity of inventory policies being used in the context of service parts
management. However, the (S-1, S) inventory policy is considered to be the most
appropriate policy for managing low demand service parts by several authors (e.g. the
authors considering the (S-1, S) policy stated above). The appropriateness of the (S-1,
S) policy for sslow moving expensive service parts is not refuted by the other authors
cited here. Nevertheless, giving the example of the IBM’s service parts management
case, Cohen et al. (1990) state that the (S-1, S) policy does not provide an adequate

cost and service performance for awide range of demand rates.

A main focus of this research is on the relation between service time and inventory
levels. In general, there are few studies that explicitly focus on the relationship
between the delivery (or customer) lead-time and inventory. In the context of service
parts, the study by Schultz (2004), which illustrates how manufacturing firms can meet
shorter customer lead times by maintaining service partslocally, can beloosely related

to this theme.
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2.2.3. Location of servicefacilities

After-sales support services are supported by a network of repair and stocking
facilities that might provide both local and regional responsesto customer needs. Such
networks can include hundreds of locations where parts are stocked (Cohen and Lee,
1990). Locating inventory stocking facilities, allocating customer demand to these
facilities, selecting stock levels (Candas and Kutanoglu, 2007), determining the
number of echelons and the linkage between the locations, and defining customer
priority classes for service differentiation are the main decisions to be made when

designing a SPL system (Cohen and Lee, 1990).

Due to the time-based service level requirements, that are a critical part of any SPL
system, there is a stronger interaction between ‘tactical’ inventory decisions and
‘strategic’ network design as service requirements are not only a function of the part
availability at a facility, but also a coverage issue. Thus, the effects of network
decisions on inventory (and vice versa) in an integrated model becomes critical for the

optimization of a SPL system (Candas and Kutanoglu, 2007).

In contrast to the importance of the location structure and alocation decisions, this
area is comparatively less explored in SPL research. The lack of research is not just
limited to the location decisions, but overall the strategic areas are under-researched
in the context of SPL. Criticizing the scope of previous SPL research as being limited
to inventory modelling, Huiskonen (2001) states that the process of alogistics system
design cannot be done in isolation, without taking into account the numerous links
with the other processes of acompany. Wagner and Lindemann (2008) argue the same
issue and highlight that despite the importance of the spare parts business on the firm

and macro-economic level, previous literature on spare parts management is quite
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limited (Table 2.1). The literature on spare parts management has focused primarily
on the planning and operational aspects (e.g. the determination of optimum spare parts
inventory levels) and has neglected the strategic and organisational problems
companies have to solve in order to manage their spare parts business effectively. The
increasing importance of spare parts sales for the performance of companies calls for
improved and innovative concepts and strategiesin this area (Wagner and Lindemann,
2008). Though the intensive inventory research in the context of SPL might be
considered logical asthelarge part of overall costsin SPL islinked to inventory, other

aspects also deserve investigation for a broad understanding.

Table 2.1: Selected literature on supply chain management for primary products
(top) and spar e parts (bottom) (cited in Wagner and Lindemann, 2008)
I ssues/supply chain decisions Selected references

Strategy/design e Outsourcing Beamon (1998), Chauhan et al.
e Locations (2004), Chopra (2003), Feitzinger and
o Long-term capacity planning ~ Lee (1997), Fisher (1997), Lee (2002,
& o Channels of distribution 2004), Meixell and Gargeya (2005),
_g e Supply chain type Olhager (2003_), Reeve and Srinivasan
o e Models of transportation (2005), Rodn_gu% e d. (2004),
S ¢ Information & communication Wagner and Frieal (2000)
> technologies
g Planning and eDemand forecasting Cachon (1999), Cachon and Fisher
Salll Operations ¢ Service levels (2000), Konijnendijk (1991), Lee and
a « Short and medium term capacity ~ Billington  (1993), Musdlem and
o Inventory levels Bassok (2005), Tyagi (2002), Zhao
and Xie (2002)
Strategy/design e Outsourcing Dennis and  Kambil  (2003),
e Locations Huiskonen (2001)
e Channels of distribution
e Supply chain type
eInformation & communication
" technologies
jefll Planning and e Demand forecasting Aronis et a. (2004), Ashayeri et a.
g operations e Service levels (1996), Caglar et al. (2004), Chang et
t e|nventory levels al. (2005), Cohen et a. (1989, 1990,
] 1999), Dekker et a. (1998), Diaz
& (2003), Fortuin (1980, 1981), Hollier
(1980), Kachschmidt et a. (2003),
Kennedy et a. (2002), Liu and Lee
(2007), Schultz (2004), Sleptchenko
et a. (2005), Suomala et al. (2002,
2004), Thonemann et al. (2002),
Wong et al. (2005)
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The delivery performance of service parts suppliers, in particular the reliability of the
agreed delivery times, can be critical and problematic (Candas and Kutanoglu, 2007;
Fortuin and Martin, 1999). The percentage of demand met on time is a major
performance metric of customer service (Cohen et al., 1999). Any uncertainty with
respect to the demand process has to be compensated by the flexibility of the delivery
process. If thisflexibility isinsufficient, safety stocks and/or safety lead times have to

be introduced (Fortuin and Martin, 1999), which, of course, result in extra cost.

According to Cohen and Lee (1990), the geographical distribution of service facilities
significantly affects the operationa performance of after-sales services. If a company
maintains a complex and dispersed network of facilities, it can satisfy the customer
needs for a prompt response. Responsiveness however comes at asignificant cost asa
typical SPL system may consist of tensor hundreds of warehouses (Gzaraet al., 2014).
This cost-service trade-off is one of the most important decisions a company has to
make for its SPL system design (Cohen and Lee, 1990). Decentralization is the factor
that determines the level of service that a company will provide to a customer and the
respective costs. A decentralized network is suitable for a customer base requiring
immediate response (e.g. for systems used by air traffic controllers) in contrast to the
centralized network which is more suitable for a customer base that is not strict on
waiting times and for whom the cost efficiency plays a vital role (e.g. domestic
computer systems) (Cohen and Lee, 1990). Case studies by Cohen et a. (1990),
Wagner and Lindemann (2008) and de Souza et a. (2011) confirm that,
predominately, companies perform after-sales service operations from decentralized
locations. This is in line with the urgency factor being a key characteristic
differentiating SPL from ordinary logistics. The study by Wagner and Lindemann

(2008) revea s that by installing and operating a decentralized setup, the lead time for
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spare parts can be significantly reduced and customer service levels can be increased.
Also, the regional contact personnel can enhance customer satisfaction by offering
more specific information about the regional order processing or customer complaints.
On the other hand, central distribution of spare parts avoids keeping the same spare
parts at multiplewarehouses (Wagner and Lindemann, 2008). Cohen et a. (2000) have
identified key differences between the attributes of centralized and decentralized

strategies for after-sales services (Table 2.2).

Table 2.2: Difference between centralized and distributed service-supply-
strategies (Cohen et al., 2000)

Attributes Centralized Distributed
Performance Achieving the highest level of Ensuring that customers can rapidly
targets inventory turnover at the lowest cost  obtain any critical part

A smal number of centra

warehouses and repair depots

Network structure

Inventory and repairs available from
locations close to customers

Planning process Visibility of demand at the point of

sde

Statistical  forecasting  of
demand and lead times

loca

Stocking decisions at retail locations
made independently of network
decisions

Inventory and transaction visibility
at al levels

Forecasting based on estimates of
reliability of parts and installed base
(customer region)

Stocking decisions are made based
on what products are required and
where they are available for all
locations

Fulfilment process  Drop-off or mail-in repairs are a

viable alternative

Little fulfilment coordination needed
among stocking locations

Both planning of inventory levels
and physical fulfilment may be
outsourced

Parts are designed to be easly
serviced by the service provider (the
manufacturer)

A high level of coordination exists
among all stakeholders in the supply
chain

Planning of supply  chain
management is rarely outsourced

To assess the alignment of service-network strategy with the required urgency,
managers can place their organizations on the following matrix (Table 2.3) in which
the vertical columns indicate the network structure of service centres, and the rows

represent the level of criticality, i.e. how crucial it is for the customers to be served
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urgently. Making a part available from several places helps in providing quick
responses, whileacentral warehouse or distribution makes more economic sense when
demand is not urgent (Cohen et al., 2000). (De)Centralization in a distribution setup

is further discussed in Section 2.4.3.

Table 2.3: Connecting service strategy with
criticality (Cohen et al., 2000)

Service Strategy
- Centralized Distributed
5
= IS Matched Mismatched
O
8
Bl S5 Mi
5; = ismatched Matched

Along with the geographical location aspect, Cohen et a. (2006) add the concept of a
product hierarchy to relate service levels and the corresponding service costs (Figure
2.1). In the product hierarchy, the higher the spare is ranked, the more expensive it is
likely to be. While, in the geographical hierarchy, the higher alocation is ranked, the
further it is likely to be from the customer. They suggest that a service is most
expensive when a spare from the top of the product hierarchy (i.e. the complete
product) is supplied from a location in the lowest level of geographical hierarchy.
Depending on customer needs, it may well be most appropriate. In contrast, the
slowest and the most economical solution can be to provide the spares at the lowest
level of the product hierarchy from a central location, i.e. from the top of the

geographical hierarchy (Cohen et al., 2006).
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THE PRODUCT HIERARCHY
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Figure 2.1: After-sales services hierarchy (Cohen et al., 2006)

2.2.4. Time constrained supply

Fill-ratelevel, i.e. the percentage of demand satisfied from stock on hand, isimportant,
but, as far as SPL is concerned, customers are not just interested about whether the
service provider hasthe part in inventory or not. They mainly care about the time taken
by the service provider to provide the service (Kranenburg and van Houtum, 2008;
Kutanoglu and Mahg an, 2009), for which the distance to customers plays amajor role
(Nozick and Turnquist, 2001). Noting the importance of the service time in service
parts distribution, Yang et al. (2013) stress that good customer-oriented performance

measures are lacking in the literature. The standard service levels, such as fill-rates,
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are supplier-oriented, whereas customers only observe deliveries with no delays and

deliveries with certain response time.

Though the importance of the servicetimein SPL iswidely recognized, there are very
few modelling studies that explicitly consider time, or distance, to reach customers.
To the best of our knowledge, the few SPL studies that do consider this factor are by
Candas and Kutanoglu (2007), lyoob and Kutanoglu (2013), Jdlil et a. (2011), Jeet et
al. (2009), Kutanoglu and Mahgjan (2009) and Kutanoglu (2008); summarised in
Table 2.4 at the end of this section. The main focus of Kutanoglu (2008), Kutanoglu
and Mahgan (2009) and Iyoob and Kutanoglu (2013) is on inventory sharing.
Kutanoglu (2008) considers a stylized model and develops atotal cost function as the
sum of inventory holding cost, transportation cost, and penalties due to emergency and
direct (from central warehouse) shipments. He computes a system wide time-based
service level, i.e. what percentage of demand is satisfied in a particular time windows
in the whole system. By changing the demand rate, stock levels and number of local
facilities (2 and 3) the study analyses the impact on costs and the percentage of total
demand met in certain time widows. The analysis is based on a randomly generated
set of demand and facility pointsin a plane. Kutanoglu and Mahajan (2009) present a
model to determine the minimum—cost stock levels at facilities considering the same
costs as considered by Kutanoglu (2008) and considering system wide constraints on
the percentage of demand that ismet in particular time windows. Their analysisisaso
based on a randomly generated set of demand and facility points. Note that both
Kutanoglu (2008) and Kutanoglu and Mahajan (2009) do not consider covering the
customers within certain maximum service time window. They consider system wide
servicetime levelsin which certain percentage of demand is met in certain time. Such

alevel can be met even if a subset of customersis out of the service time range from
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warehouses. Similarly, lyoob and Kutanoglu (2013) consider a pool of two facilities
and a set of customers, such that some customers are in the range of one of the
facilities, some are in the range of both facilities and the remaining are outside the
range of both facilities. They do not specify the location of facilities or customers. The
model allocates each customer to one of the two facilities in the pool to minimize the
costs, such that certain system wide percentage of demand is met from within the
range. Besides considering fixed facility running cost and inventory holding cost
(considering (S-1, S) policy and restricting S, the base stock level, to be maximum 1),
they consider three different transportation cost constants: 1) transportation cost from
the allocated facility, 2) transshipment cost (i.e. from the other local facility), and 3)
emergency shipment cost from a central warehouse. That is, the transportation cost
does not depend on the distance between customers and facilities. They extend the
problem by considering multiple such two facility pools in the system such that each
customer belongs to only one pool. In their study, a customer does not have to be
within the time range from the allocated facility. Only the system wide constraint of

‘certain percentage of demand to be within the range’ has to be met.

The studies by Candas and Kutanoglu (2007) and Jeet et al. (2009) consider adistance
constraint to cover demand for service parts provision. Candas and Kutanoglu (2007)
address astocking and demand all ocation problem. Considering aset of facility points,
a set of demand points, and a distance constraint, they decide which facility to stock,
how much to stock and which facility to assign to which customer in order to minimize
the total cost. Their cost function include facilities operating, transportation and
inventory holding (considering (S-1, S) policy)) costs. Jeet et a. (2009) develop a
more efficient modelling and sol ution technique for the same model. Jalil et a. (2011),

through a case study, analyse the impact of the information about customer locations
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and requirements (such as required service times) on the reduction in service costs

through a better demand allocation.

Table 2.4: SPL modelling studies considering service time

Stud Inventory Demand coverage Complete | Ti m_e-based ~ture of ud
sharing Discrete | Continuous | demand | service-
locations area coverage | differentiation
Analytical:
Impact of stock
Kutanoglu | v level on costs and
(2008) overall time-
based availability
level.
Optimization:
Kutanoglu Optimum
and v v stocking, subject
Mahgjan to certain time-
(2009) based availability
congtraint.
Optimization:
Candas 3 3 Optimum
and & & .
Kutanoglu @ o stocking and
(2007) and v 5 Y 5 demend b
Ject et al. o o ocation, subject
(2009) > > to adistance
constraint.
Empirical: Impact
. of customer
\(ngc;llg a. v v location
information on
Ccosts.
Optimization:
Optimum demand
lyoob and alocation to
Kutanoglu | v facilities such that
(2013) certain % of
demand is met
within time.

2.2.5. Servicedifferentiation

Meeting the criticality of customer needs and matching these with the company’s

supply chain strategy are important ingredients for efficient after-sales services.

Companiesthat match their part-supply strategy to the criticality of the customer needs

can dramatically improve the customer satisfaction in after sales interactions (Cohen
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et a., 1990, 2000). However, in most cases the desired package of support services
differ significantly from one market segment to another. These different expectations
focus on severa attributes like failure frequency and downtime of the system on the
one hand, and maintenance and repair costs on the other (Deshpande et al., 2003b).
Customers differ in their perception about which factors actually or should affect the
performance based on their individual experience (Deshpande et al., 2003b). To
maximize the marketing impact and in order to provide appropriate services, managers
should have an accurate idea of customer support expectations (Lele and Karmarkar,
1983). If acompany faces demand with different service requirements and it does not
have the ability to offer differentiated service levels, then the only feasible optionisto
provide a service level to all customers that satisfies the highest service requirement.
However, in the scenarios where customer perceptions and requirements differ, the
aggregate targets can be inadequate for overall satisfaction (Deshpande et al., 2003b;
Fortuin and Martin, 1999). Applying asingle policy for the entire assortment can result

in too many compromises (Fortuin and Martin, 1999).

Service differentiation, also referred to as customer differentiation, is the opportunity
provided to customers to choose between different services against different costs. It
isadesired characteristic in SPL and should be facilitated by inventory planning and
inventory management (Kranenburg and van Houtum, 2008). The delivery of
differentiated levels of service to disparate classes of customers is an increasingly
important requirement in today's customer centric environment (Deshpande et al.,
2003b). The SPL research reports by Aberdeen Group (Vigoroso and Gecker, 2005)
and Del oitte (2006) al so stressed this factor. The study by Vigoroso and Gecker (2005)
highlights six primary areas that should be considered in the assessment of service

parts management. One of theseisthe service contract management and design, which
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describes the agreed service levels. The report from Deloitte (2006) stresses that the
capabilities for differentiating customer service levels as per customer requirements
are sub-standard and should be addressed as underlying problems. The result of an
inappropriate segmentation, or no segmentation, can be that some support areas are
over-serviced while others are neglected. Thisin turn results in under/overpricing of
the support services (Lele and Karmarkar, 1983). Effective service differentiation, on
the other hand, can mean a high overal customer satisfaction without extensive
investment. The results of the studies by Cohen et a. (1999) and Deshpande et al.
(20033, 2003b) suggest that differentiated service requirements can be met without a
significant increase in inventory costs for reasonable ranges of service differentiation.
It alows an effective way of utilizing the inventory investment because a higher
serviceis provided for the more important parts/customers at the expense of accepting

lower service levels for the parts/customers with less impact.

There are several ways in which services can be differentiated. Different kinds of
service differentiation have been studied in the inventory and logistics research
generally and specifically in the context of SPL. Broadly, differentiation can be done
on the basis of part categories or customer demand classes. Some parts are more
critical for a customer or product than others (Muckstadt, 2005). Similarly, one part
can be more critical to one group of customers than another. A company may be
supplying a common part to two customers; one with a high service requirement and
the other with alow service requirement (Deshpande et al., 2003b). As classification
of parts is not the focus of this study, it is not discussed further in the following

sections.
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Theinventory research relating to differentiation dates back to 1960s. The problem of
multiple demand classes was introduced by Veinott Jr (1965). Veinott J (1965)
focused on the question of how much to order and when to replenish within a periodic
review system where in each period the requests are satisfied in a sequence which is
in accordance to the priority of their classes. After this study, several variants have
been studied. The literature on service differentiation based on customer or demand
priority classes is diverse and can be broadly classified into two categories. 1)

availability (fill-rate) based differentiation, and 2) service time based differentiation.

2.25.1. Availability/fill-rate based differentiation

Fill-rate is a classical measure of customer service, which, as mentioned previously,
is the percentage of demand satisfied from the stock on hand (Cohen and Lee, 1990;
Kutanoglu and Mahgjan, 2009). Tempelmeier (2006) and Zoller (2005) highlight three
strategic options available when serving demand classes of different availability
needs; 1) Participation: Extend the highest service level for all customer classes. This
of course means over-serving low priority customer classes and denying opportunities
for discounts. 2) Segregation: Maintaining exclusive supplies/safety-stocks for the
high-priority demand class, which is an expensive way to provide the privileged
service and neglects economies of scale. 3) Differentiation: serve all demand from
consolidated stocks. The high-priority class is privileged only while the stock is

critically low.

Apparently option 3, i.e. differentiation, is the best strategic option to provide
exclusive in-stock service to distinguished sources of demand with different fill-rates.
In-stock differentiation is mostly provided through policies that introduce some form

of intervention levels in a consolidated inventory. These are commonly known as

31



Chapter 2: Literature review

critical levels. Rationing isarelated concept in which serviceto alow-priority demand
is stopped oncethe stocks drops acertain critical level, whilethe high-priority demand
continues to be served. All rationing policies provide guidance on when to hold back
inventory from the lower-priority customers (Deshpande et a., 2003d). That is, at
some level of inventory, the system may intervene and deliberatel y decide to deny the
access of some lower priority demand arriving in the future (Pourakbar and Dekker,
2012). The intervention levels can either be set statically (i.e. intervention levels
remain the same throughout) or dynamically (i.e. intervention level s change according
to the time remaining to a replenishment). The static approach is prone to premature
or belated interventions. That is, the service to a low-priority demand is ceased even
though the total demand of both priority classes could have been met from the same
stock (premature intervention), or even when the service to alow-priority demand is
ceased at aleve, the full demand of the high-priority class still could not be met (late
intervention). On the other hand, the dynamic approach complicates the system by

increasing the inventory reviews (Zoller, 2005).

There are several inventory studies adopting critical levels for differentiation — the
majority of which are in the context of service parts management. The first study
which incorporated rationing/critical levels is conducted by Topkis, (1968) who
focuses on how inventory should be allocated between demand classes within asingle
period of a periodic review model. Although, Veinott Jr (1965) had earlier suggested
the use of acritical level without modelling it. Topkis's (1968) model characterizes
each demand class by adifferent shortage cost and accordingly determinesthe optimal
rationing policy between successive procurements of new stock. A significant number
of contributions are made in this area since the study by Topkis (1968). The later

contributors include Benjaafar et al. (2011), Cattani and Souza (2002), Dekker et al.
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(1998, 2002), Deshpande et al. (2003a), Evans (1968), Fadiloglu and Bulut (2010),
Frank et a. (2003), Kaplan (1969), Kranenburg and van Houtum (2008, 2007),
Nahmias and Demmy (1981), Pourakbar and Dekker (2012), Tempelmeier (2006),

Teunter and Klein Haneveld (2008) and Zoller (2005, 2006).

2.25.2. Timebased differentiation

A common strategy used by the firmsin service environments is to differentiate their
products with respect to time-based characteristics, and use a segment pricing to serve
different market segments profitably (Boyaci and Ray, 2006). Studies by Whitt (1999)
and Kranenburg and van Houtum (2008, 2009) show that it can be advantageous to
partition customers into groups based on service times. In SPL, several examples of
the companies that offer different time-based service levels to their customers can be
found (Cohen et al., 1997, 1999; Huiskonen, 2001; Kranenburg and van Houtum,

2008, 2009; Wagner and Lindemann, 2008).

Many studies that consider time differentiation in a SPL system consider a service
reguests as emergency or non-emergency, where the emergency serviceis quicker and
more expensive. There are different ways of how (non-)emergency demand is
considered and dealt with, such as: giving priority to certain customers over othersfor
therelease of partsif the collective demand cannot be satisfied (e.g. Cohen et al., 1990,
1988), and releasing parts immediately for emergency requests while releasing parts
within standard time duration for non-emergency requests (e.g. Cohen et al., 1999;
Moinzadeh and Schmidt, 1991; Wang et a., 2002). These studies are however
concerned with inventory cost optimization assuming that customers instantly get

parts on being released by a warehouse.
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The (non-)emergency demand based differentiation overlaps with the concept of
inventory sharing (or lateral transshipment). In an inventory sharing or lateral
transshi pment mechanism, there can be up to three modes of supply; 1) normal supply
of part from alocal warehouse, 2) transshipment from another local warehouse in a
case of a stock-out at the primary local warehouse, and 3) an emergency shipment
from outside the sharing facility pool (e.g. from the central warehouse or other external
supplier) in a case of a stock-out at al potential local warehouses to satisfy the
demand. Different transportation (or replenishment) costs are considered for each of
these supply options. The studies related to transshipment are reviewed by Paterson et
al. (2011). Inventory sharing is a popular research theme in SPL. In the context of
SPL, the recent work on inventory sharing and emergency suppliesis carried out by
Alvarez et al. (2013), Iyoob and Kutanoglu (2013), Satir et al. (2012) and Yang et al.
(2013), who also provide an updated review of the research in this area. Yang et al.
(2013) note that though the transshipment time for service partsis not negligible, this
aspect (spatial consideration) is hardly considered in the existing service logistics
literature. Besides, these studies only differentiate the way the replenishment is done

at local warehouses while considering a uniform service for customers.

There are few studies which consider differentiating customers based on the different
service (supply) time options that they opt. Kranenburg and van Houtum (2007b)
consider a single facility setup and multiple customer groups, each having a service
level of maximum average waiting time at the warehouse. The facility has a normal
and an emergency repl enishment option, where the emergency replenishment modeis
used in case of a stock-out and is quicker and more expensive. Their model seeks to
determine the stock level at the facility that minimizes the cost (sum of inventory

holding, normal replenishment, and emergency replenishment costs) while meeting
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the average waiting time target for each customer group. The model provides a
framework to compare the use of separate stocks per group to the use of shared stocks
for al groups. Kranenburg and van Houtum (2008) study a similar system as in
Kranenburg and van Houtum (2007b), but they use acritical level policy asameanto
offer a fill-rate differentiation to the customer groups as well. Kranenburg and van
Houtum (2009) is also similar to Kranenburg and van Houtum (2007b), however,

instead of asingle facility system, they consider multiple warehouses.

Table 2.5: SPL modelling studies considering different service times for different

customers
aClo
d Shared stocks | Multi-facility/ | Customer Fill-rate based 4 9 0
for customers | transshipment | locations differentiation
Kranenburg and
van Houtum v
(2007Db)
Kranenburg and Not Inventory
van Houtum 4 considered 4 parameter
(2008) optimization
Kranenburg and
van Houtum 4 4
(2009)

These studies (Kranenburg and van Houtum, 2007b; Kranenburg and van Houtum,
2008; Kranenburg and van Houtum, 2009) only consider customer waiting times at
warehouses, i.e. not at customer sites (Table 2.5). Thetravel distance and timeto reach
customersis not considered, which can be an important factor when the service times
are short, e.g. typically few hours in IT equipment support services. Apparently the
travel time can make a considerable difference in the overall servicetime (Nozick and
Turnquist, 2001). Service area partitioning can be an important factor to meet
customer service time targets. Based on a case study of an IT equipment support
service provider, Jail et a. (2011) highlight the potentia economic value of the

machine location information for spare parts logistics where different customers have
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different service time requirements. They show that planning performance depends on

the quality of installed-base data.

2.3.Emergency services systems

Emergency services are another type of service operations where service (or response)
time limits play a critica role. Marianov and ReVelle (1995) and Li et a. (2011)
survey the methods related to locating facilities for emergency services. The covering
models, discussed in the following section, are especially applicable for emergency
facilities, and hence have been very attractive for research (Farahani et a., 2012). The
covering models emphasize on providing a coverage for emergency calls within a
predefined distance standard (Li et al., 2011). The first study in the context of
emergency servicesisreported to be by Toregas et a. (1971), who consider adistance
constraint for locating facilities to completely cover a set of demand points. Plenty of
models have since been devel oped, mostly aiming to maximize the demand coverage
with agiven number of facilities (maximal covering location problem). Besides, most
of the studies on emergency services are related to the medical services. This can be
noticed in the review by Li et al. (2011). Brotcorne et al. (2003) specifically trace the

evolution of ambulance | ocation and relocation models.

Li et al. (2011) note that, in previous research, emergency calls or demand are treated
as discrete points. All demand in an areais generated from the weighted centre of this
area. This approximation may result in an inaccurate representation of rea world
situations. Hence, it is noteworthy to investigate the possibility of using a continuous
areainstead of discrete points for the demand generation. Also, they point out that, in
reality, emergency calls may have different priorities that require different types

and/or numbers of emergency services. It can be of interest to integrate the concept of
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quality levels as well as priorities in models. Similar observations are made by
Farahani et a. (2012) for the covering models in general. Another factor overlooked
by the covering models is inventory. As we show through a case study, there can be
scenarios where emergency responses involve providing materials at incident

|ocations within a certain time limit.

2.4.Facility location problems

There are severa streams of location problems depending on the objective of the
facility set-up and optimization criteria. The work in this area is so vast that several
review articles and books have been published. Generic reviews on facility location
research are provided by Owen and Daskin (1998), Drezner and Hamacher (2002) and
Klose and Drexl| (2005). Location problems can vary in terms of the way demand and
candidate facility locations are considered. The customers can either be considered as
discrete points, or as being uniformly distributed over aregion. Similarly, for afacility
location allocation, either certain candidate points can be considered or a continuous
area can be considered in which facilities can be located anywhere. The problems also
vary according to the number of facilities that have to be located and the objective
function considered. With a given number of facilities, the objective can be to locate
facilities to minimize the average distance between customers and facilities (mini-
sum/p-median problem), minimize the maximum distance between customers and
facilities (mini-max/ p-centre problem), provide a complete coverage of demand or
maximize the coverage of demand when there is a maximum distance that can be
covered from afacility (complete and maximal covering problems) and so on. These
are some broad classes of location problems. There are severa variations to these

classes and some problems are related to each other. Besides, the same problem have
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been referred in the literature by using different names, which can create confusion.
For example, Drezner et al. (2002) states fifteen different names used for a mini-sum

problem.

In this research the analysis is based on considering uniformly distributed customers
and Euclidean distances. The location problems considering continuous geographical
spread of customers have been reported to be challenging while managing a single
clear objective, and there are no procedures in the literature that provide optimal
solutions (Plastria, 2002). Continuous location models always have some geometrical
flavour (Drezner and Hamacher, 2002). Normally heuristics are applied to solve these
problems with a substantial computation effort involving several movements of
facility points resulting in Voronoi diagrams (discussed in the next section) being
computed many times (Iri et al., 1984; Plastria, 2002). Oneway to deal with uniformly
distributed customers is to simplify the problem by aggregating demand into discrete
points. However, adiscrete representation of continuous customer |ocations can result
in coverage errors or uncertainties and impreci se distance measurements (Current and

Schilling, 1990; Daskin et al., 1989; Drezner and Drezner, 1997; Murray et a., 2008).

Locating facilities to reach customer sites within certain time limits has traditionally
been tackled as covering problems where the objective can be to locate the minimum
number of facilities to cover demand, or to cover the maximum demand with a given
number of facilities. Aswith other types of locations problems, thereis avast body of
research in covering problems and several authors have reviewed thework inthisarea.
Covering problems are comprehensively reviewed by Farahani et al. (2012), Li et al.
(2011), Plastria(1995), ReVelleet a. (2002), Schilling et a. (1993). All thesereviews

report a lack of research in the case where uniformly distributed customers are
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considered. The relatively recent review by Farahani et a. (2012) specifically
highlights the need for research in the continuous | ocation domain and on the covering

scenarios where different facilities have different covering radii.

Covering location models make a use of an action radius, athreshold distance within
which a demand point is considered to be covered (Plastria, 2002). The main multi-
facility version of the full covering problem is traditionaly called the p-centre
problem. This problem is much harder than its single facility version and is NP-hard
(Fowler et a., 1981; Masuyama et a., 1981; Megiddo and Supowit, 1984). For
continuous location, such questions are known to be ‘notorious in recreationa
mathematics (Plastria, 2002). The difficulty of this problem is probably the reason
why multi-facility location models in a continuous space are much less popular
(Plastria, 2002). A full covering Voronoi diagram method for uniformly distributed
customers is presented by Suzuki and Okabe (1995) and Suzuki and Drezner (1996).
Based on the p-centre problem logic, it seeks to determine facility locations that
minimize the maximum distance in arectangular plane. Since the p-centre problem is
anon-convex optimization model, alocal minimum isidentified by this heuristic upon
termination. The number of facilities are increased one by one until the distance
constraint is satisfied for the entire plane. Murray et a. (2008) evauate the
effectiveness of aternative complete coverage modelling approaches, including the
above and the ones where uniformly distributed customers are represented as discrete
points, by focusing on an application (siting emergency warning sirens) in an urban

area.

Besides minimizing the number of facilities, i.e. the set-up cost, another important

objective in facility location decisions is to minimize the average distance to reach
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customers (p-median problem) in turn to minimize the transportation costs. A
bibliography on this area is provided by Reese (2006). This kind of problem is also
underexplored when considering continuous location and Euclidean distances. Suzuki
and Okabe (1995) show that the objective function for the continuous p-median
problem is non-convex and has non-differentiable points. Considering squared
distances between users and facilities, they use anumerical iterative method that gives
approximate solution (also in Okabe et a., 2000) and show that in each iteration for
the solution, each facility moves towards the centroid of its Voronoi region. As a
result, at the end of the procedure, each facility is near the centroid (or centre of
gravity) of itsVoronoi region. Note that the centre of aregular polygon isits centroid.

For example, the centre of arectangle isits centroid (Anton, 2013).

In spite of a large body of knowledge on facility location problems, a method that
tackles the minimization of the required number of facilities along with minimizing
the average distance to serve uniformly distributed customers could not be found in
theliterature. In other words, amethod could not be found that, considering acovering
distance constraint, decides and | ocates the minimum number of facilitiesin abounded
area such that the average distance to reach continuously spread customers is

minimized.

2.4.1. Areapartitioning (districting)

District design involves the partitioning (according to some criteria) of a large
geographical area into smaller subareas or districts for organizational and/or
administrative purposes (Muyldermans et al., 2003). The applications of district
design include political districting (Bozkaya et a., 2003; Mehrotra et al., 1998), the

design of territories for salesmen (Drexl and Haase, 1999; Fleischmann and Paraschis,
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1988; Skiera and Albers, 1998), hedlthcare districting (Blais et a., 2003; Pezzella et
al., 1981), school district design (Ferland and Guénette, 1990), police districting
(D’Amico et a., 2002), design of response areas for medical emergency services
(lannoni et al., 2009), districting for node routing activities such as product delivery
services (Simchi-Levi, 1992; Wong and Beasley, 1984), and district design for the
organization of arc-routing activities such as winter gritting, road maintenance (Lotan
et a., 1996; Muyldermans et al., 2002, 2003; Perrier et al., 2006, 2008) and refuse

collection (Hanafi et a., 1999; Mae and Liebman, 1978).

Area partitions in the Euclidean plane are commonly represented in form of Voronoi
diagrams. Voronoi diagrams have a long history and are the subject of study and
application in variousfields (Ash and Bolker, 1985; Aurenhammer, 1991; Hartvigsen,
1992), such as computer science, computational geography, physics, economics and
biology (Hartvigsen, 1992). Okabe et a. (2000) provide athorough account of various
forms, concepts and applications of Voronoi diagrams. The basic concept of Voronoi

diagramsis asfollows:

Assume a set of given points (more than one and finite) in the Euclidean plane. Let all
these points be distinct, i.e. consider that these points do not coincide in the plane.
Having such point set, every location in the plane is assigned to the closest member of
the point set. Hence, the set of locations assigned to a member in the point set forms
the point’s own region (normally represented as a polygon). If a location is equaly
close to more than one member of the point set (a location on a boundary between
regions), the location is assigned to all those points which are closest and equal in
distance. The set of locations assigned to more than one member in the point set forms

the boundaries between the regions. The regions are collectively exhaustive in the
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plane because every location is assigned to at least one member in the point set. And,
other than the boundaries, the set of regions are mutually exclusive (Okabe et a.,

2000). Figure 2.2 is an example of Voronoi diagrams.

P6 R7 p7

R5

PS5

Figure 2.2: Example of a Voronoi diagram partitioning Euclidean plane (Where R is
theregion of point P, i = 1,2,3, ..., 7)

Strictly speaking, because the users in real world use streets, the regions in aVVoronoi
diagram should take into account the road networks, as the street distance is different
from the Euclidean distance. However, it is suggested that this difference is not as
large as expected and can be justified for an analysis (Cooper, 1983). Catchment areas
can be approximated by ordinary Voronoi diagrams (Okabe et a., 2000). Severa
studies can be found in OR literature that, for analysis, assume Euclidean distances as

the travelling distances.

24.1.1. Partitioning of a planeinto perfectly packed identical

regions

Partitioning an area into identical regular hexagons is considered as an efficient
approach of locating facilities in a plane (where each hexagon represents the service

catchment area of afacility), assuming Euclidean travel distances. “ Of al systems of
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regular market areas that will cover a plane completely, the hexagonal one is most
efficient in the sense of minimising the distance to be covered between supplier and

demander per unit area” (Beckmann, 1968).

Many authors have supported the effectiveness of identical and regular hexagonal
partitioning (Bollobas and Stern, 1972; Gusein-Zade, 1992; Haimovich and Magnanti,
1988; Ldsch, 1954; Morgan and Bolton, 2002; Stern, 1972). Morgan and Bolton
(2002) through their mathematical analysis prove in acertain mathematical sense that
for partitioning, the regular hexagons are better than any other collection of congruent
or non-congruent shapes of equal or unequal areas, in finite or infinite domains. They
consider the average distance from uniformly distributed consumers to the facility to
prove that for a unit area and N edges, the regular N-gon has the smallest possible
average distance Po(N) to the centre . As N increases and regular N-gons approach the
circle, Po(N) decreases. Hence for example, regular octagons are better than regular
hexagon, but it is not possible to tile a plane with octagons (i.e. perfect packing or a
complete coverage is not possible). In fact, only regular hexagons, squares and
triangles can be arranged to tile a plane with perfect packing. Hence hexagonal

patterns are the best option to achieve perfect packing/tiling with minimum Po(N).

The average distance (Po(N)) vaues in Table 2.6 are computed from the following

general formulafor aN-gon (Morgan and Bolton, 2002):

kA Cos(m/N)
2N fé\’fo cos®  r2qy gg

n Cos(m/N) 3/2
<2N JNy, cost rar d9>

Po(N) =
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Table 2.6: The average distance (approx.) to the
centre of regular N-gon of unit area

3 (triangle) 0.4036
4 (sguare) 0.3825
5 0.3784
6 (hexagon) 0.3772
7 0.3766
8 0.3764
20 0.3761
oo (circle) 0.3761

Besides the study by Morgan and Bolton (2002), which is comparatively recent in this
subject, starting from 1930's, severa authors have investigated the superiority of the
hexagonal packing in context of regional and urban anaysis (e.g. Beckmann and
Thisse, 1987; Beckmann, 1968; Berry, 1967; Bollobas and Stern, 1972; Hanson,
1997). These studies extend the pioneering work by Christaller (1933) (English
trandation in Christaller, 1966) and L6sch (1944) (English translation in Lésch, 1954)
on Central Place theory which inspired significant literature. These studies show that
as long as the socia benefit is a decreasing function of distance, congruent hexagons
remain optimal. However, Losch (1954) has noted that the superiority of a hexagon
over asguare is small and of no practical importance in many instances. Square “is
not much inferior to the hexagon” and is the second best region with an added

advantage of simply drawn boundaries (L6sch, 1954).

Work by Simchi-Levi (1992), Bertsimas and Simchi-Levi (1996) and Dréze et al.
(2008) are examples of the studies related to service systems that consider hexagonal
pattern of service catchment areas for their analysis. Simchi-Levi (1992) presents an
analytical model to assist the design and control of probabilistic distribution systems
that provide services such as delivery, customer pickup, repair and maintenance, and
assumed that service stations serve customers inside hexagona areas. Bertsimas and

Simchi-Levi (1996) consider regular hexagonal patterns to analyse some vehicle

44



Chapter 2: Literature review

routing problems. Dréze et al. (2008) study a problem of locating public facilities (e.g.

libraries) considering the hexagonal partitioning of an area.

2.4.2. Hierarchical locations

Hierarchical systems are the onesin which there are functionally coordinated multiple
levels; each having some common properties (D6kmeci, 1973). Giving the examples
of library services, public health services, emergency services, schools, and marketing
structures, Hodgson (1986) expresses that many real-world location problemsinvolve
facility systems that are hierarchical in nature and provide several levels of service.
Thefacilitiesin such service systems are hierarchical in terms of the types or levels of
service they offer (Jayaraman et a., 2003). Moore and ReVelle, (1982) describe
hierarchical service location systems as follows: “Consider a system with N types of
facilities providing N levels of service. Each type of facility is conceived of as the
means (building, equipment, staff) required to perform its functions. Each level of
service is the set of functions or services provided by that type of facility but not at
lower-function facilities. A given level of service is assuredly available from the
corresponding type of facility, and at higher-function facilities, but not from alower-
function facility.” This explanation though corresponds to the nested hierarchical
setup only (Table 2.7). The nested hierarchy is one of the different classes of

hierarchical facility setups (discussed latter in this section).

Table 2.7: An example of two level nested hierarchy of services

facilities
- Service Types
Facility Types Type 1 service Type 2 service
Type 1 (higher level) service v v
facilities provide: —
Type 2 (lower level) service v

facilities provide: —
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Sahin and Siiral (2007) and recently Farahani et al. (2014) have surveyed and
classified the literature on hierarchical facility location problems including
hierarchical coverage models. According to Dokmeci (1973), Hodgson (1986), Moore
and ReVelle (1982), Narula, (1984), O’Kelly and Storbeck (1984), and Sahin and
Siral (2007), multilevel systems are not given that much attention in the literature
compared to the study of location-allocation problems for single level systems. There
are severa studies that recognize a hierarchy context, but do not consider hierarchical
features explicitly (Sahin and Siiral, 2007). Expanding a location-allocation problem
to consider more than one level of facility increases the complexity of the problem
(Hodgson, 1986; Narula, 1984; Sahin and Siiral, 2007). Many traditional location
allocation studies have been directed towards the location of systems in which
facilities are considered to be homogeneous with respect to size, attractiveness, and
the level of service provided (Hodgson, 1986). However, there is an increasing rate of
published articles related to the hierarchical facility location problems, which is more
noticeable from the early last decade (Farahani et al., 2014). But, Farahani et a. (2014)
also highlight that despite the extensive efforts in hierarchica facility location
modelling, there are still research gaps. For hierarchical covering they find only one
study that considers complete demand satisfaction. This study (Marianov and Serra,

2001) considers complete coverage on nodes through locating two types of servers.

Hierarchical facility systems may be based upon avariety of organizational structures.
There may be institutional ties between levels, whereby lower levels are
administratively subordinate to higher ones. In many cases, hierarchies have no such
inter level linkages; different levels being distinguished solely by the range of goods
and/or services they provide (Hodgson, 1986). Narula (1984) describes two types of
facility hierarchies: (1) successively inclusive facility hierarchy and (2) successively

46



Chapter 2: Literature review

exclusive facility hierarchy. In successively inclusive hierarchy, atype k facility (k =
1, 2, ... s) serves demand of types 1, 2, ... k. In successively exclusive hierarchy, a
type k facility only serves type k service demand. The healthcare delivery systems,
banking systems (drive-ins, branch offices, main offices), and postal systems (branch
offices, main post offices) can be considered as examples of the systems with
successively inclusive facilities. On the other hand, production distribution systems
and €lectricity distribution systems are two examples of the systems having
successively exclusive hierarchical facilities (Narula, 1984). Sahin and Siiral (2007)
give the same kind of classification using the terminologies of nested and non-nested
facilities (refer to Figures 2.3 and 2.4). In a nested hierarchy, a higher-level facility
provides al the services provided by alower-level facility and at least one additional
service. While in a non-nested hierarchy, facilities at each level offer different
services. Mirchandani (1987) presents an extended classification and classifies
hierarchical facilities into three types; successively inclusive, successively exclusive,
and locally inclusive and successively exclusive facilities. In the locally inclusive and
successively exclusive setting, atype k facility serves demand of type 1 through to k
locally (i.e., at the node of itslocation), but serves only the type k demand from outside
its locality (Mirchandani, 1987). Another kind of classification for hierarchica
facilitiesis by their spatial configuration. This classification refers to coherency. In a
coherent system, all demand sites that are assigned to a particular lower-level facility
are assigned to one and the same higher-level facility. Whereas non-coherent systems
are less constrained on the spatial level configuration (Sahin and Siiral, 2007). The
flow pattern in hierarchical facility systems can also be classified. Customers and/or
goods can have either asingle-flow or multi-flow pattern. Single-flow startsfrom level

0, passes through all the levels, and ends at the highest level (or it starts from the

47



Chapter 2: Literature review

highest level and ends at level 0). Multi-flow can be from any lower (higher) level m
to any higher (lower) level n wheren, m <{0,1,2,...,k}. In addition to this, multi or
single-flow can also be either referral or non-referral. In areferral system, aproportion

of customers served at each level are referred to the higher levels (Sahin and Siiral,

2007).

A hierarchical system with three levelsisshown. Sites are marked with letters and numbers denoting
the level. Service areas of different-level facilities are circled with different patterns. A customer to
be served by the highest-level facility goesto alowest-level facility first and then passes through all
levelsuntil thetop. Asthefacilities are non-nested, different-level facilities are marked with different
shapes, denoting that different services are provided at different levels: alevel 1 facility is marked
with a white circle, alevel 2 facility is marked with atriangle, a level 3 facility is marked with a
square and dark circles represent the customer sites. In a non-coherent structure, the customers
assigned to the same facility at the lowest level may be assigned to different facilities at a higher
level: BOisserviced by B1foritslevel 1 demand. Although B1 workswith B2 for itslevel 2 demand,
BO is serviced by A2 for its level 2 demand (Sahin and Siiral, 2007).

Figure 2.3: A single-flow, non-nested and non-coherent structure
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A three-level system is presented. It is amulti-flow system as goods are shipped from a higher-level
facility to any lower-level facility (see the flows from A3 to DO and B2 to C0). Since the facilities
are nested (i.e. all services at lower levels are available at higher levels), a higher-level facility is
denoted by all shapes of lower-level facilities (for example, alevel 3 facility ismarked with asquare,
atriangle and acircle). Asthe structure is coherent, alower-level service areais a subset of ahigher-
level service area (Sahin and Siiral, 2007).

Figure 2.4: A multi-flow, nested and coherent structure
Chistaller’ s hierarchical central placesisaclassical nested hierarchical system having
a hierarchical hexagonal pattern in a plane with continuous customer spread. In this
system (Figure 2.5), ‘central places of higher order’ are defined as those that serve in
a bigger region, in which other central places exist. In a higher level, not only the
services of the higher order are offered, but those of the lower orders are also offered.
The system comprises different circular ranges of central places depending on their
types. To serve the entire land, a perfect and uniform net of central placesis created,

resulting in a hierarchical hexagonal pattern.
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Figure 2.5: Circular range limitsin central places system (source: Okabe et al.,

2000)

24.3. (De)Centralization

Location decisions require careful attention due to the trade-offs between facility
costs, transportation costs, inventory costs and customer responsiveness (Nozick and
Turnquist, 2001). One of the basic strategic decisions in the design of any distribution
network is whether to set the system as centralized or distributed (Wagner and
Lindemann, 2008). Pros and cons for both these options are well argued in literature.
Earlier texts discussing various advantages and disadvantages of these strategies
include Brown (1967), Heskett (1973), Patton (1986), and Starr and Miller (1962).
Generally the advantages associated with these strategies can be identified as follows

(Das and Tyagi, 1997):

Centralization: reduced factory-to-warehouse transport costs, improved inventory
management, reduced safety stocks, better opportunity for negotiating transportation

services, lower stock carrying costs, and easier planning, management and control.
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Decentralization: rapid filling of customer orders, reduction in warehouse-to-

customer transport costs, better local availability of stocks, and lower delivery time.

However, thereis alack of guidance as to how much (de)centralization isidea (Das
and Tyagi, 1997). Bendoly et a. (2007) stress that the preference of centralization or

decentralization should depend on different scenarios of market/business.

Heskett (1973), Maister (1976), and Smykay and Bowersox (1973) discuss
centralization in relation to the square root law. According to the square root law,
inventory levelsincrease asthe number of warehousesin the system increases. It states
that savings from centralization are proportiona to the square root of the ratio of the
new number of stocking locations over the original number of stocking locations. For
example, if theinventory isdecentralized from oneto two stocking locations, the stock
will increase by a factor of V2, assuming that demand is equal at both inventory
locations. Evers and Beier (1993), Evers (1995), Ronen (1990), Talon (1993), and
Zinn et a. (1989) study the effects of centralization and decentralization on aggregate
inventory by modifying the square root law considering the correlation and variability

of demand at al locations.

Severa authors have used the newsboy problem to study (de)centralization effects
(e.g. Chang and Lin, 1991; Chen and Lin, 1989, 1990; Cherikh, 2000; Eppen, 1979).
Eppen (1979) show that the expected cost of centralized inventory is lower than that
of decentralized inventory. Chang and Lin extend Eppen’ s results by approaching the
concept of centralization with the inventory sharing perspective. They define a
centralized inventory system to be the one that allows transfer of stocks between
locations. There are numerous studies (e.g. Cherikh, 2000; Granot and Sosic, 2003;

Kukrgjaet al., 2001), both in the context of general inventory management and service
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parts inventory management, that consider centralization from this perspective, and
not surprising, advocate the benefits of this practice with regards to inventory levels
and stock availability. As concluded by Cherikh (2000), “centralisation is aso
preferable when aportion or al of the excess demand at alocation may be reallocated
among other locations with remaining inventory... [. Thig] is not surprising. Due to
the aggregation effect, pooling the stocks together reduces the risks from the uncertain
demands which results in lower costs and higher profits’. As mentioned previously,
Paterson et al. (2011) present a review on inventory modelling research related to

inventory sharing (lateral transshipment) and provide a classification of these studies.

Meller (1995) investigate the impact of multiple stocking points on system
profitability by examining the increased profit needed to offset the inventory cost
increases. Sargent and Kay (1995), focusing the storage within one facility (e.g. a
factory), examine the trade-off between the saving in material handling costs due to
more decentralization of the storage and the additional costs to set up and to run the
decentralized storage. Das and Tyagi (1997) analyse the inventory centralization
decision by considering the trade-off between inventory and transportation costs. They
base their analysis on different roles of facilities and conclude that if each facility is
responsible for the costs of distributing and maintaining stocks for al its customers,
then apartial centralization of inventories results as a trade-off between inventory and
transportation costs. The higher the transportation cost in relation to inventory cost,
the greater should be the level of decentralization. On the other hand, a higher service
availability level can be achieved through greater centralization. In this case, the actual
degree of centralization requires added analysis. Das and Tyagi (1997), like Bendoly
et a. (2007), stress that the decisions regarding the degree of centralization should

consider the nature of demand and other factors appropriate for a business situation.
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2.5.Summary of theliteraturereview and the resear ch gaps

The importance of after-sales support services has been highlighted by severa authors
in terms of customer satisfaction, revenue and profit. For someindustria sectors, like
IT, after-sales support services are of particular importance. Many of the business
processes in today’ s world run on sophisticated equipment which can require support
in aform of service parts provision, which is facilitated by SPL. However, there are
many complexities and challenges inherent in SPL that distinguish it from regular
supply chain logistics. These include special inventory characteristics and urgent and

varying service level requirements.

The special characteristics that make service parts inventory management distinct
from general inventory management are mainly reported as the low turnover and high
demand uncertainty. However, some service parts can have a higher turnover and
some degree of certain demand, e.g. in cases of scheduled maintenance. The research
on service parts management is predominately based on mathematical programming
and OR techniques. But despite the significant research in this area, there is a gap
between the literature and practice which is identified by several authors. This is
blamed on the complexity and limited scope of the models present in the literature,
mostly seeking inventory policy optimization of some kind. Authors who have studied
SPL industrial practices indicate that many of the companies use simple inventory
policies such as the EOQ, which, in some instances, has proved to be reliable enough
for service parts management. Most of the recent inventory research in SPL is based
on the one-for-one replenishment policy, which is considered to be more suitable for

service parts due to normally low turnovers and high unit costs.
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A popular areaof investigation in service partsinventory research isinventory sharing.
There are many studies that focus on inventory sharing through transshipments within
different warehousesin a SPL system. However, apart from few, the studies normally
do not take into account the time or distance as a factor in transshipments when
determining the availability level. Where time (or distance) is included as afactor, it

isconsidered that parts are made availablein time at warehouses, not at customer sites.

Decisionson facility locations are important for designing SPL systems. However, the
location aspect of SPL and its relation with inventory is an under-researched area.
Most of the SPL research isrelated to inventory modelling in isolation from the other
aspectsthat can influencethe overall SPL design (such as servicetimes). Itisnormally
considered that supplying in a shorter time and meeting urgent customer requirements
are costly. However, studies have fallen short to explore how and to what extent the
supply time affects costs. A shorter service/supply time can impact on the number of
facilitiesand henceincrease thelevel of decentralization. Thisin turn can increase set-
up and inventory costs due to maintaining stocks at multiple sites. However,
decentralization reduces transportation costs which might lower the overal
operational cost. These trade-offs have not been investigated in the presence of
multiple time constrained services restricting the level of (de)centralization.
Considering that a SPL system is set up to cover an area, of course considering the
shortest service time option, questions like, *how do the proportions of demand for

different service times affect the costs? need to be explored.

Servicedifferentiation iswell studied in the SPL literature but more attention has been
given on the fill-rate based differentiation for distinct customer groups. There are

fewer studies that consider the time-based differentiation. Even the studies that do
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consider the time-based differentiation assume different average waiting time targets
at warehouses, not at customer sites. In real-world systems, equipment support
requires the provision of service parts at customer locations. The time to reach
customers can play avita rolein terms of meeting service time requirements and this
may require considering service facility locations and designing of service areas/zones
(area partitioning) in order to ensure that service time targets are met. This broader
system view is not taken by the studies in thisarea. Area partitioning is overlooked in
the context of time-differentiated services, i.e. for the systems with multiple service
distance constraints. Besides, the only two SPL studies that do consider a distance
constraint to allocate customersto facilities, assume discrete demand points. In reality,
demand locations can vary over time. Continuous covering considerations can be
important so that any changes in the location of existing customers or additions of a

new customers do not result in redesigning of the system.

In general, continuous customer location has not received much attention in facility
location models either, nor has the area partitioning where there are more than one
service time options. There are few methods dealing with continuous geographical
distribution of customersin a specific area. These few methods tackle a single clear
objective, either to maximizethe coverage, or to minimize the average distance. Along
with SPL, many emergency service systems al so deal with strict and multiple response
time targets. The location problems for emergency service facilities are traditionally
dealt as covering problems considering a maximum distance constraint. Besides the
lack of afocus on continuous customer location, multiple rangesfor covering different
types of demand and the consideration of inventory cost have not gained attention of

the researchers studying the covering problems.
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The options in situations where there are different service levels are either to respond
differently to different customer requirements, or to provide the most stringent level
of serviceto all customer groups in order to retain the overall satisfaction. A way to
respond differently to different service time requirements by customersisto set-up a
hierarchy of facilities so that the supply under the relaxed service time constraint is
done in a more centralized way by exploiting the longer time allowed to meet the
demand. Many real world service systems provide different types of services through
hierarchical setups of facilities where different facility types offer different sets of
services. Several hierarchical location models have been studied. However,
hierarchical systems for time-differentiated distribution, in which different facility
types provide different time-based service types, have not been investigated and
compared to non-hierarchical (completely decentralized) systems where all facilities

provide the complete range of time-based service types.

Table 2.8 provides an overall snapshot of the key studies related to the focus of this
research. The table shows that service differentiation and the location aspect are not

addressed together, as are continuous area coverage and inventory management.
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Table 2.8: Summary table — key studies
ST: Service time, STD: Service time differentiation (customer grouping with respect to service
times), CL: Customer location, FL : Facility location, D: Discrete, C: Continuous, CC: Complete
coverage (all customers within a service time range), 1C: Inventory cost, |S: Inventory sharing, TC:
Transportation cost (to reach customer sites)
O aCloO

ST | STD CL FL cC |IC IS TC
D c |D C

Kutanoglu (2008) v v v v v v
Kutanoglu and Mahajan (2009) | v v 4 v v v
Candas and Kutanoglu (2007) 4 4 v v v v
and Jeet et al. (2009)
lyoob and Kutanoglu (2013) v v v v
Kranenburg and van Houtum v v v
(2007b)
Kranenburg and van Houtum v v v
(2008)
Kranenburg and van Houtum v v v v
(2009)
Suzuki and Okabe (1995) and | ¥ v v v
Suzuki and Drezner (1996)
Murray et al. (2008) v v v vV
Okabe (1995) and Okabe et dl. v v v
(2000)

2.6.Resear ch contribution

By addressing the research questions stated in Section 1.2 (Chapter 1), theresearchin
away deals with several of the gaps highlighted above. The research takes severa
factors into consideration to broadly investigate the distribution with time-
differentiated service commitments. The different factors included in the research
objectives have not been investigated collectively in the literature. The research
generates novel managerial insightsinto the cost behaviour in relation to servicetimes,
and, while considering multiple service time (or distance) constraints, it contributesto
the knowledge on hierarchical location problems, (de)centralization, inventory
sharing, and continuous covering and area partitioning. The research does so by

developing generic quantitative models for broader understanding of the problem.
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Theresearchisdistinct from the studiesin theliterature that consider aservice distance
constraint as it considers a spatial context with continuous geographical distribution
of customers together with the inventory aspect. In SPL literature, which is
predominately focused on inventory management, studies normally do not consider
the time and distance to reach demand as factorsin service availability. As pointed out
in the previous section, only a couple of studies take the distance factor into account
while considering a single distance constraint, but, these studies only consider pre-
specified demand and facility location points. On the other hand, the covering
problems, considered to be relevant for public emergency service systems, do not
consider the inventory factor and also largely consider discrete locations. Moreover,
this research incorporates service differentiation, in which different customer groups
have different service time requirements, and hence takes multiple service distance

constraints into account.
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Chapter 3. Research methodology

3.1. Introduction

This research adopts a multi-method approach to address its aim and objectives.
Primarily, the research can be related to the Operational Research (OR) discipline. As
far as the alignment of a research with a philosophical worldview is concerned, it is
an unclear issue when it comesto OR studies. As highlighted by Mingers (2000), there
are many ambiguities with regards to the philosophical nature of OR and itisatangled
issue: “Is it [(OR)] science or technology? Is it natural or social science? Can it be

realist aswell as being interpretivist?’

Besides developing and analyzing quantitative models to investigate the research
problem, empirical case studies are performed to gain an understanding of the context
of the research problem. This chapter discusses the overall methodology of this
research in two main sections. Section 3.2 generally discusses the adopted research
approach and highlights its strengths and weaknesses. Section 3.3 discusses the
research process and provides details of the specific research stages covered to

accomplish thiswork.
3.2. Overview of research methodology

The investigation in this research is primarily based on axiomatic quantitative
modelling. Generaly, quantitative model-based research generates rational
knowledge. It is based on the assumption that we can build objective models that can
explain (part of) the behavior of real life operational processes or that can capture (part

of) decision making problems that are faced by managers in rea life operational
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processes. Models of causal relationships between control variables and performance
variables are developed, analyzed or tested. Performance variables can be either
physical variables such asinventory position or utilization rate, or economic variables
such as profits, costs or revenues (Bertrand and Fransoo, 2002). Meredith et a. (1989)
and Bertrand and Fransoo (2002) discuss different classifications of quantitative
modelling in Operations Management (OM) research. Bertrand and Fransoo (2002)
define normative research and descriptive research as two classifications of axiomatic
research (Table 3.1). The quantitative model-based research in this thesis cannot be
exclusively labelled as normative or as descriptive. Some parts of the research can be
classified as normative (e.g. the optimization models), while some can be classified as

descriptive (e.g. the analytical models and simulation study).

Table 3.1: Axiomatic quantitative model-based OM research (Bertrand and Fransoo,
2002)
Normative research Descriptiveresearch

Normative research is primarily interested in | Descriptive axiomatic research is primarily
developing policies, strategies and actions, to | interested in analyzing amodel which leadsto
improve over the results available in the | understanding and explanation of the
existing literature, to find an optimal solution | characteristics of the model

for a newly defined problem, or to compare

Axiomatic research

various strategies for addressing a specific

problem

According to the framework presented by Meredith et al. (1989), axiomatic research
isarational and artificial approach. The research with arationalist approach is based
on the belief that the phenomenon being studied exists out there independent of the
research context or the beliefs and assumptions of the researcher (Klein and Lyytinen,
1985; Guba, 1990). Similarly, the artificial approach is based on abstracted and
simplified models and is characterized by a significant separation of the phenomenon
from the researcher (Meredith et al., 1989). One of the concerns here is that
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rel ationships and observations can be manipulated at will and controlled as needed by
the researcher. McKay et a. (1988) highlights this concern as the reason for the gap

between OM research’ s prescriptive advice and workable answers for practitioners.

N&slund (2002) stresses that multiple research methods are much needed since al
research questions cannot be answered with the same approach. He states that this,
however, is not the correct description of the logistics research in published articles.
Dunn et a. (1993) raise the similar concern that “... a given field may be
underachieving if al of its research is being conducted within a narrow
methodological domain” (cited in Mangan et a., 2004). According to Bolumole
(2001), it should be ensured that the exploration of research issuesisin-depth and that

the research is contextually rich and industrially relevant.

To support the quantitative model-based research and in part overcome the concerns
mentioned above, case studies are performed in this research as a supplement. Case
study research is an empirical approach to understand real-world phenomena.
According to the framework presented by Meredith et a. (1989) to describe the
research paradigms in OM, case study research is an interpretive and natural method.
The case study method and the axiomatic research method lie on the opposite ends in
his framework. Case studies can use multiple methods and tools for data collection in
natural settings that consider the temporal and contextual aspects of the phenomena

under study (Benbasat et a., 1987; Yin, 1994).

The key strengths and weaknesses of the quantitative model-based research method

and the case study research method can be summarised as below.
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3.2.1. Strengthsand weaknesses of quantitative model-based resear ch

In today’s competitive world, a demand for a greater technical competence in
managerial decision making has been created by the necessity to efficiently solve the
complex problems which arise in modern organizations. At the same time,
advancement in technology has also made it possible to process and solve complex
business problems (Hillier, 2005). This requirement and opportunity can be catered
well by a quantitative model-based approach. The scientific management approach
and methods, and techniques developed through OR have been making a serious
impact on the design and control of operational processes (Thompson, 1967; Bertrand
and Fransoo, 2002; Hillier, 2005). This is especialy valid for highly automated
operational processes and operations decision problems where the impact of human
factor is negligible (Bertrand and Fransoo, 2002). Axiomatic models make trade-offs
very explicit and have provided valuable insightsin basic tradeoffs at managerial level
(Bertrand and Fransoo, 2002). Finaly, quantitative modeling tends to yield

conclusions with a high reliability and internal consistency (Meredith et al., 1989).

The much debated drawback of quantitative approach is that practitioners seem to
view the abstraction of a quantified materia as very remote from everyday practice
and therefore of little use (Naslund, 2002). Model based research is sometimes not
considered very useful to operations managers and practitioners because it fails to
recognize the applied nature of production and operations management (Flynn et al.,
1990). Astheresults of mathematical programming are as valid as the assumptions on
which the model is based (Flynn et a., 1990), there can be a risk that mathematical
models might be based on convenient but unrealistic assumptions. Another critique

for model based research is that operational processes can be very complex systems
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that are difficult to model from aperformance point of view. Performanceis generally
measured in terms of product quality, production efficiency, and delivering speed and
flexibility. These can be affected by many different elements in the process, such as
human factors, which are often neglected. Asaresult, implementation of such problem

solutions often turn out to be a tedious process (Bertrand and Fransoo, 2002).

3.2.2. Strengths and weaknesses of case study research

Benbasat et al. (1987) and Meredith et al. (1989) identify relevance, understanding
and exploratory depth as three main strengths of the case study approach. They state
that the case study approach alows a phenomenon to be studied in its natural setting,
which in turn alows to generate a meaningful and relevant theory from the
understanding gained through observing an actual practice. Secondly, the case study
method allows the much more meaningful question of why, rather than just what and
how, to be answered with arelatively full understanding of the nature and complexity
of the complete phenomenon. Thirdly, it allows exploratory investigations where
variables are still unknown and a phenomenon not understood. Besides this, the case
study approach includes a richness of explanation and a potential of investigation in

well-described specific situations (Yin, 1994; McCutcheon and Meredith, 1993).

Access and time, triangulation requirements, lack of controls and unfamiliarity of
procedures are mentioned by Meredith et al. (1989) as four major disadvantages of the
case study approach. Doing case research requires a direct observation in an actua
contemporary situation, for which, it can be difficult to gain the required access.
Besides, cost and time can also beissues. The dataanalysis can be difficult and require
multiple methods, tools, and entities for triangulation. A researcher may face alack of

control and complications of context and temporal dynamics. Another serious
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disadvantage of the case study method is the lack of familiarity of its procedures and
rigor by a researcher. A research employing this method can be prone to construct

errors, a poor validation, and a questionable generalizability.

3.3. Resear ch process and methods

Identification of
research questions

Literature review

v v
Anaytical modelling Identification of cases and
interview questions
v ! !
Simulation Optimization Empirical case studies
study modelling
\ 4 J
Synthesis of findings from analysisin all phases

|

Conclusions

Figure 3.1: Research process

3.3.1. Quantitative modelling study

Quantitative models are developed to generate insights about the impact of service
times and the fractions of demand for different servicetypes, asindependent variables,
on inventory, transportation and setup costs as dependent variables. The costs are
compared under the hierarchical and non-hierarchical (completely decentralized)
setups. Insights are generated through numerical experiments based on the cost
functions using synthetic data and the demand information available from the case

studies.
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Specificaly modelling real-life systems, Like SPL systems, can require substantial
time, resources and higher degree of access to organization information. Studying
multiple casesin thisway may not have been realistic to accomplish this PhD research.
Most importantly, specifically basing the research on a particular industrial instance
will lack generalization. A more suitable approach to address the research questions
can be to formulate the problem independently of any particular instance of the
problem in industry. The experimental settings in this research are based on the
Euclidean plane. Analytic geometry is used to model and analyse service area
partitions according to the service time windows under the hierarchical and non-
hierarchical setups. Considering the Euclidean plane and distance to study a problem
is not rare in related literature (e.g. Simchi-Levi, 1992; Kutanoglu, 2008; Kutanoglu

and Mahajan, 2009).

To begin with, the work does not consider a specific shape or boundary of the areain
the Euclidean plane that has to be partitioned into service areas around a number of
servicefacilities. The number of facilities are computed considering the size of service
areas, which in turn depend on the service time and the maximum distance that can be
travelled from a service facility within that time window. The inventory in the system
is computed by realizing the demand handled by each service facility and considering
EOQ and (S-1, S) inventory policies and safety stock formula. Similarly, travelling is
estimated by realizing the demand handled by each service facility and considering

average Euclidean distances within the catchment areas from the facilities.

The analytical model assumes that the Voronoi diagram resulting from partitioning
the Euclidean plane has a regular hexagonal pattern. To determine the number of

facilities the total area is divided by the area of a hexagonal region, which gives a
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lower bound on the number of facilities (Suzuki and Drezner, 1996). These
assumptions alow closed form solutions and a flexible and insightful investigation
through analytical treatment while capturing al the essentia factors in the research
scope. However, packing an overall areais not likely to alow full hexagonal regions
to be fitted within the boundaries. This can result in a fractional number of facilities

and hence underestimation of the number of facilities.

In the next stage, specific cases of facility placements and service area partitions (in
form of regular square lattice) are considered inside a rectangular plane for a
computational and simulation study. The computational output confirms the insights
from the analytica model. The simulation study investigates the impact of distance
constrained inventory sharing configurations on transportation and service availability
levels (fill-rates) considering different fractions of demand for the service types.
Estimating transportation and inventory availability levels numerically can be very
challenging due to overlapping coverage ranges of facilities resulting in severa
sharing zones of different sizes and forms. The simulation models are programmed in

C++.

In the analytical model and the computational and simulation study, the setup of
facilities and their catchment areas is considered in view of the average distance and
demand coverage. Service costs are then analysed with respect to the changes in the
fractions of demand for the different time-based service types. For in-depth
investigation, finally the problem of locating service facilities and determining their
service zones that minimize the service cost is studied through a Non-Linear
Programming (NLP) model and a Mixed Integer Non-Linear Programing (MINLP)

models. The models consider both inventory (based on EOQ) and transportation costs
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to determine the optimum setup of facilities and service zones. This allows a better
understanding of the trade-offs of inventory and transportation costs in setting up a
distribution system with service-time constraints. The MINLP model also considers
the demand fractions for the different service types to generate optimum hierarchical
setups. The problem being multifaceted and especially complex as demand and
possible facility locations are considered continuous, the problem is explored in one
dimension (i.e. customers geographical distribution is considered to be over aline

segment (or aroute)).

3.3.2. Empirical case studies

The empirical case studies are carried out to complement the quantitative analysis so
that this research is aware of the reality. The case studies indicate the motivation for
the modelling study and its relevance to some of the real-world systems. The case
studies also offer general insights into the real world service operations providing
time-differentiated services requiring parts or material to be delivered at demand sites.
The research in logistics is predominantly quantitative (Mentzer and Kahn, 1995;
Ellram, 1996; Naslund, 2002; Mangan et a., 2004; Frankel et al., 2005; Mello and
Flint, 2009). As is the case with general logistics literature, the specific research on
SPL is dso predominantly quantitative, with intensive focus on planning and
operational issues as compared to long term strategic and design issues (Wagner and
Lindemann, 2008). Most of the research related to SPL employs mathematical/OR
techniques. However, anumber of studies employing OR techniques aso conduct case
studies initially to understand the context of the problem (e.g. Cohen et al., 1990;
Cohen et al., 1999; Rustenburg et a., 2001; Deshpande et al., 2003a; Khawam et al.,

2007). In contrast to this approach, some researchers develop mathematical models
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and then gather data (mostly quantitative) through case studies to validate the models
and/or demonstrate how the modelled policies can behave in real world (e.g. Braglia
et al., 2004; Kranenburg and van Houtum, 2007b, 2009). There are also some pure
case studies and industrial reviews associated with SPL (e.g. Lele and Karmarkar,
1983; Levitt, 1983; Cohen and Lee, 1990; Cohen et al., 2000; Dennis and Kambil,
2003; Wagner and Lindemann, 2008). These provide an understanding of SPL
practices, SPL related issues being faced by the companies, and future challenges. The
insights in these case studies have been used as motivational factors in some
mathematical studies. As far as public sector emergency service systems are
concerned, apart from few studies on medical services, studies investigating different
strategic aspects and characteristics of emergency service operations could not be

found.

Besides alowing some fine tuning of the analysis based on the quantitative models,
and making the discussion contextually rich and industrial relevant, the empirical case
studies in this research also revea new insights into the state of the art SPL systems
and emergency service systems in practice. The case studies are conducted in stages
similar to those suggested by (Stuart et al., 2002): 1) defining research questions, 2)
devel oping instruments for data collection, 3) data gathering, 4) data analysis, and 5)

dissemination.

3.3.21. Interview questions

A set of open-ended and semi-structured gquestions were identified around the topics
which are relevant to the overall research theme and the subject of the presented
quantitative modelling study. The framework for inquiry from the ICT case companies

is adapted from Cohen et a. (1997) and Wagner and Lindemann (2008). To gather
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additional information, a special focus is given on the range of service contracts,
demand characteristics, procedures for satisfying demand, network structure and
supply capabilities, and inventory policies and rules. The questions asked during the

interviewsin the ICT case companies (Appendix 1) cover the following topics:

- Range of services/service contracts

- Network structure and capabilities of supplying service parts
- Procedure for satisfying service requests

- Service partdmaterials characteristics

- Demand/customer characteristics

- Inventory policies and stocking rules

- Sourcing of service partYmaterial

- Service cost characteristics/cost structure

- Issuesin managing service parts logistics

- Management trends

For the Highways Agency, being a public sector organization as opposed to the
commercial ICT case companies, the interview questions are altered, athough the

overdl line of inquiry is kept the same (Appendix 1).

3.3.2.2. Selection of case sectors and companies

After-sales services are more critical for certain kinds of products compared to others.
Service providers for ICT products are normally required to guarantee service within
short time windows. Companies spend a huge amount of capital on their IT equipment
and many of their critical operations are dependent on such equipment. Malfunction
of just one computer component can halt many central operations. As service times

are comparatively more sensitive in IT sector, an investigation here provides useful
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insights to understand the advanced SPL management and is compatible to the theme
of this research. The service time options in automotive and aerospace sector range
from 24 hour to aweek and 12 hours to a week respectively (de Souza et al., 2011),

whilein the IT sector, the service time range can start from 2 hours.

Relevant position holders in well-known ICT hardware companies and service
providers were approached with the information requests. A positive response was
received from two organizations, which led to the face-to-face interviews and
correspondence through e-mails for the purpose data gathering. These two case
companies are magjor playersin the sector on the national aswell as global level. The
organizations are referred as * Company A’ and ‘ Company B’ in this document (Table
3.2). Company B isafrequently cited case in the academic literature as an example of

astate of the art company in SPL operations.

Table 3.2: ICT case companies

Presence Country of origin Employees
Company A Global Japan 170,000 +
Company B Global us 430,000 +

Short response times are also commonly associated with public sector emergency
services such asambulance, fire and rescue, and police services. A road/traffic incident
can require different forms of emergency responses including infrastructure repairs.
In England, the emergency repairs on the highways in response to traffic incidentsis
the responsibility of the Highways Agency. Therepairsrequire different materials and
have to be done within certain time limits. Being a potential beneficiary of this
research, the case of the Highways Agency (Table 3.3) is studied to understand its

service delivery operations with afocus on the repair services.
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Table 3.3: Public sector emergency service provider case

Par ent gover nment Presence/ Employees
department Jurisdiction
3,400
The Highways Agency Department of Transport England
(in 2012-13)

3.3.2.3. Data collection

Face-to-face interviews were conducted in the offices of the participating ICT
companies between June 2011 and August 2011. The interviewee from Company A
holds the position of ‘Business and Systems Manager (Service Business)'. He is
responsible for supply and lifecycle services, spares management, service delivery,
and systems management in the company’s UK service business. The interview took
place at company A’s head office and lasted for around 2 hours. The interviewee from
Company B holds the position of ‘ Service Logistics Business Manager (Service Parts
Operations)’ and is responsible for the overall management of the company’s SPL in
the UK and Republic of Ireland. The Company B’ srepresentative was interviewed for
around three hours in total over two sittings. The Highways Agency forwarded the
interview request to the Operations Manager (service delivery) of the agency’'s
Midlands region as the relevant person. The Operations Manager was interviewed on

telephone in March 2014 for around forty minutes.

Semi-structured questionnaires were developed to guide the interviews. Prior to the
interviews, the interviewees were informed about the areas that would be discussed.
After the interviews, the interview scripts were prepared and sent to the interviewees
viae-mails to confirm our understanding. Follow-up questions were aso e-mailed to
the participants. These follow-up questionsincluded clarification of some of theearlier

responses and the questions that could not be answered during the interview dueto the
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information not being readily available. To ensure confidentiality, participants from
the ICT companies were a so requested to highlight any information in the scripts that
can potentialy be of a sensitive nature. Demand data of an average service part was
requested from both ICT companiesin April 2012. Company B accepted this request
and provided this information (demand over six months) through an e-mail. This
information includes the location of warehouses and the total demand in the locality
of each warehouse. This data allows us to assess the hierarchical and non-hierarchical

setups partly considering the real world settings.
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Chapter 4: Empirical case studies

4.1.1ntroduction

This chapter presents the findings from the empirical study involving SPL systemsin
two ICT companies (Section 4.2) and the service operations of a public organization
providing emergency responses (Section 4.3). Section 4.4 provides a synopsis of the

analysis and highlights key findings from the empirical study.

4.2.SPL for computer hardware support services. The cases of

two multinational companies

The case companies are well known global IT brands providing a wide range of
products and services. These companies provide IT solutions to clients in various
industries, including, but not limited to, automotive, financial services (banks),
healthcare, energy and utilities, manufacturing, transportation, and retail. One of the
case companies aso serve central and local governments. Their hardware products
include servers, personal computers, and storage and networking equipment. Both
companies offer a range of business and IT services which include maintenance and
technical support for IT equipment. The case companies operate large scale SPL
systems in the UK to support computer hardware infrastructures of corporate
customers by providing service parts within short time windows. Table 4.1 provides a
brief overview of the scale and scope of the IT hardware service operations of these

companiesin the UK.
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Table4.1: An overview of IT hardware service operations of the case companiesin

Case companies

the UK

Scope of service parts

distribution services

Company A

offers 2 hours, 4 hours, 8 hours and next
day service response time
commitments (warranty contracts offer
two business days response)

services products including networking
equipment, printers, electronic point of
sadle devices, persona computers,
printers, circuit boards, and chip and

pin devices

maintains around 23,000 Stock
Keeping Units (SKUSs) in service parts
inventory

has the capability to repair 45% of the
parts

Scale of service parts
distribution operations

has 18 warehouses and 300
secure/lock boxes in the service
parts distribution network with
the capability to reach any
customers within 90 minutes
dispatches around 20,000
service parts per month

Company B -

offers 2 hours (response or fix*), 4
hours (response or fix*), 8 hours
(response or fix*), next business day
and 2™ business day service options
services products including servers,
storage devices, networking equipment,
printers, electronic point of sde
devices, ATMs, and pumping stations
maintains around 17,000 SKUs in
service partsinventory

has the capability to repair 90% of the
parts

* “fix’ option means that the service time
commitment corresponds to the fixing of
parts at customer sites rather than just
reaching at customer sites.

has 17 warehouses, 4 idand
stocking points and 119 pickup
drop off points in service parts
distribution network with the
capability to reach any
customers within 60 minutes.
dispatches approximately 4,200
service parts per month

The analysis of the gathered information in consolidation with the findings from the

literature is arranged in the following subsections. Section 4.2.1 examines the range

of services offered by the case companies and discusses the nature of demand. Section

4.2.2 discussesthe characteristics of service parts. Sections4.2.3t0 4.2.5 cover several

important aspects of service parts distribution. These sections provide an analysis on

strategic and operational decisions that can define a company’s parts distribution

policy. These decisions, as highlighted by Cohen and Lee (1990), relate to stock

locations, replenishment policies, sourcing of stocks, and transportation. Section 4.2.6

discusses the inventory and transportation costs, which are two major components of
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SPL operating costs (Cohen et a., 1997). Section 4.2.7 discuss the issues and trends

in the management of SPL in the case companies.

4.2.1. Range of servicesand demand characteristics

The delivery of differentiated levels of service to disparate classes of customersisan
increasingly important requirement in today's customer centric environment
(Deshpande et al., 2003b). The case companies provide a wide range of service
response times ranging from 2 hours to second business day. The same day services
by both companies include 2 hours, 4 hours, and 8 hours responses. These service
times are offered by the companies as part of the service contracts with a clients and
there can be different service time commitments for different equipment with one
customer. According to Company A, most contracts have specific terms regarding
which type of equipment requires what service time level. At Company A, the service
time commitments are normally associated with the time to supply requested part(s)
and to get service engineers at customer sites. Company B provides more flexibility
in setting contracts by allowing customers to choose whether 2 hour, 4 hours, and 8
hours windows associate with the arrivals of requested parts and engineers at customer
sites, or the fixing of parts. In a case of ‘fix’ service, part(s) and a service engineer
typically reach a customer site an hour before the end of the service time window. For
example, for ‘2 hoursfix’ service, the service part(s) and an engineer reach acustomer
site within one hour. Besides the above stated service options, Company B can aso

tailor service contract terms for customers to include other service times.

Figures 4.1 (a) and (b) show approximate proportions of service calls for different
service time options excluding warranty service at Company A. Within the same day

services, the strictest servicetime option, i.e. 2 hours service, isthe least common. The
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proportion of calls for the other two same day service time options, i.e. 4 hour and 8
hour services, do not differ significantly at both companies. There is aso a high
proportion of demand for the next day service. Specifically at Company A, a high
majority of service calls are not for the same day services. This can probably allow a
higher level of stock centralization to meet customer demand. Allowing to meet the
entire demand for the next day service from single stocking facility might result in

lower inventory levels and hence lower inventory costs.

5% 5% M 2 hours service

M 2 hours service
'fix'
M 4 hours service

M 2 hours service

14% M4 hours service

M 4 hours service
"fix'

M 8 hours service

8 hours service

B Next day
service m 8 hours service
'fix'
Next day
Company A Company B service
a) b)
Figures4.1 (a & b): Approximate proportion of calls for different service time
options

Company A provides a standard availability level for all parts, customers, and
equipment. Company B however offers different part availability levelsthat can be set

for a certain part type, customer, or equipment.

There is a considerable difference between the numbers of service calls at both
companies. Company A and B approximately receive 20,000 and 3,500 service calls
per month on average respectively. According to Lele and Karmarkar (1983), most
repairs require severa parts. Contrary to this, we found that supplying only one part

per service call is common in both companies (around 1.2 parts per service cal at
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Company B with daily part consumption worth around £28,000). Modularity of

components might be afactor in this.

The customers geographical distribution is not uniform. Customer locations are
clustered and demand at certain service facilitiesis reported to be significantly higher
than others. However, according to Company B, though clustered, there is a country
wide spread of their customer locations. Jalil et al. (2011) show that installed-base
information can be useful for an efficient SPL management. However, both companies
could not provide information regarding the number of units in the installed base.
According to Company B, theinstalled base for the UK isnot precisely known because
of the huge number of products under different ranges. Warranty and ad hoc services
extended to the customers also affect the ability to forecast the number of units under
service. Besides, there are a lot of umbrella customers (customers having severa
further customers, e.g. local governments) which adds to the complexity in thisregard.
Company B’s customers include around 35 retailers and 516 local governments
(which include multiple bodies e.g. police, and fire and rescue services). Another
relevant issue is the existence of global contracts which are sometimes not clearly

known in the UK.

4.2.2. Service partscharacteristics

Cohen et a. (1997) and Dennis and Kambil (2003) report that computer hardware
service providers have to maintain an extensive range of service parts. This study aso
found that the case companies maintain a great variety of service parts in inventory.

Company A and B maintain 23,000 and 17,000 SKUs respectively.

Parts delivered to customers are not necessarily new. Company B highlights different

factors on which the supply of new or used parts depends. It can depend on the stock
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availability at the time of service cal and the speed of delivery required. Besides,
where legisation mandates, al warranty parts supplied to the customers are new.
Large percentage of warranty partsare sent back to Original Equipment Manufacturers
(OEMs) for credit or replacement. Parts out of a warranty are more likely to be
repaired or reutilized. Providing new or old parts also depends on the lifecycle stage
of equipment. For newly announced products the service parts are more likely to be
unused. Both companies report that a high percentage of service parts that they
maintain are repairable, however, these are not necessarily repaired. Sometimes the
parts with minor faults are just replaced and not repaired. Approximately 45% of the
service parts at Company A can be repaired. Company B informs that approximately

90% of their parts can be repaired, however, only 60% are repaired.

Thelifecycle length of the products requiring service parts are considerably short. The
equipment served by Company A have lifecycles ranging from three (e.g. PCs and
servers) to seven years (e.g. ATMs). On average, the lifecycle of an equipment served
by Company B is six to seven years (equipment with alonger lifecycle can be in use
for eight years, whereas, equipment with a shorter lifecycle period can be in use for
five years). After obsolescence, Company A normally scraps the service parts with a
revenue sharing system in placewith their suppliers. That is, the burden of lossthrough
obsolescence is shared between Company A and their suppliers. The unwanted parts
a Company B are dealt with in different ways. These parts can be scrapped

straightaway or harvested before scrapping or resold.

Fortuin and Martin (1999) and Wagner and Lindemann (2008) report that service parts
inventory turnover is often very low as the use of service parts is based on either a

failure of a product in the field or on a consumption of a "usage' part. Other factors
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contributing to low demand can be the increased reliability and quality of products,
and the increased product variety and thereby the reduced installed base of specific
models (Fortuin and Martin, 1999). Our findings are in line with the supposition that
service parts are predominantly slow moving (Cohen et a., 1997; Dennis and Kambil,
2003). Fast-Normal-Slow (FNS) analysis is a popular SKU classification approach
where SKUs are labelled as fast, normal, or slow movers based on their demand
volumein a specific period (van Kampen et al., 2012). For example, SKUs with more
than 10 orders during the replenishment lead time can be classified as fast moving
(Silver et al., 1998), however, there are no standard demand rates for the classification
in the literature. Figures 4.2 and 4.3 present the FNS analysis at the case companies.
We are though unaware of the specific definition of the classes used by the companies.
Figure 4.2 shows the percentages of fast, normal and slow moving parts at Company
A. A very high percentage of parts are slow moving (around 85%), whereas the
percentage of fast moving parts is considerably low. 13 % of the parts have normal
demand rate. Figure 4.3 shows the percentages of demand corresponding to fast,
norma and slow moving parts in Company B. The information is based on past
demand data over 12 months. An extremely low proportion of overall demand is
accounted for the fast moving parts. Similarly, the proportion of demand that
corresponds to the norma moving parts is also quite low. This picture however is
clouded by the use of ‘ boot stocks' with service engineersand local purchases of items

such as print-heads for retail printers.
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B Fast moving parts
B Normal moving parts

Slow moving parts
85%

Figure 4.2: Percentages of parts classified as fast, normal and slow moving at
Company A

° M Fast moving parts
B Normal moving parts

Slow moving parts

98%

Figure 4.3: Percentages of demand corresponding to fast, normal and slow moving
parts at Company B

4.2.3. Network structure and distribution capabilities

The case companies distribute parts through three echelon networks with dual role
central warehouses in contrast to traditional arborescent structure. However stocks are
not typically maintained at the facilities in the third echelons. These facilities mostly
act as transit points near customer sites where the requested parts are stored
temporarily before service engineers collect and carry these parts to customer sites.
Island stocking points (called Island Kits) in Company B’s distribution network are
facilities in the third echelon where stocks are maintained. Totalling four in number,
extra stocks are kept in island stocking points due to the logistical complexities in
shipping parts to the islands. Figure 4.4 and Table 4.2 describe the service parts
distribution structures of the case companies. Both companies have very similar

distribution structures. All stocking facilities, including the central warehouse, provide
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parts to the nearby customers. That is, besides replenishing the local warehouses (or
field stores), the central warehouses aso serve customers directly via transit points.
None of the SPL studies that we have reviewed consider this type of distribution
structure. Table 4.2 provides information on the facility numbers at each level in the

distribution networks.

Level 2

Level 3 :

Figure 4.4: Service parts distribution structure — Company A and Company B

Table 4.2: Number of facilities at different levels of service parts distribution
networ ks of the case companies

Levels Company A Company B

Level 1 1 Central Warehouse 1 Central Warehouse

Level 2 17 Local Warehouses 16 Field Store Locations

Level 3 300 lock/secure boxes 117 Pickup drop-off points, 2 lock

boxes and 4 island stocking points

Dedicated facilities for each customer niche are common in severa industries (Boyaci
and Ray, 2006). Service systems often include hierarchical facilities in terms of the
types/levels of the service they offer (Jayaraman et al., 2003). However, with the
exception to next day service responses by Company B, all stocking locations (central
and local) in both case companies provide the full range of service time options. In

other words, all warehouses are similar in terms of service options they offer.
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As discussed in the literature review, the delivery performance of service parts
suppliers, in particular the reliability of agreed delivery times, can be critical and
problematic (Fortuin and Martin, 1999; Candas and Kutanoglu, 2007). Any
uncertainty in the demand process has to be compensated by the flexibility of the
delivery process (Fortuin and Martin, 1999). Both companies regard the number of
stocking facilities as sufficient for meeting customer requirements. Company A went
further to state that there might be an opportunity to reduce the number of warehouses
and still meet the requirements. Company A and Company B have the capabilities to
reach all their customers in the UK within 90 minutes and 60 minutes respectively.
Company A has the capability to reach customers 30 minutes earlier than the strictest
response time window it offers (2 hours response), while Company B has the
capability to exactly meet the strictest response time window it offers (2 hours *fix’
requiring one hour response). However, as seen earlier, the proportion of demand for
the dtrictest service time window is low in both companies. That is, the
decentralization level s of these systems areforced by the small proportions of demand.
It isinteresting to observe that though Company A has a higher number of facilities,
Company B has better capability to reach customers (in terms of response time)

bearing in mind that Company B’ s customer spread is country wide.

Company A’s facilities are located near major metropolitan/business hubs, where
more customers are clustered. The facility locations are strategically selected to reach
the clients within the required time limit. Company B also considers customer base

and geographical coverage to decide thelocation of storage facilities besides the costs.
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4.2.4. Procedurefor satisfying service requests

All service cals are recelved centrally. Mostly customers perform diagnosis
themselves to determine which part to order. Company B uses multiple diagnostic
tools to determine the parts required for service, including ‘human’ - (cal
screening/front office) and ‘remote’ — (machine driven dial home or diagnosis). At
Company A, the nearest stocking location where the requested part is available is
selected to supply the part in response to a service call. Parts are delivered to ‘lock
boxes' or ‘secure boxes' near customer sites from where these parts are collected by

service engineers for installation at customer sites.

Service engineer

-

gy

Local stocking facility e _
or Central warehouse N Customer site
l -l =) - - @_)IIII(“;
/e ' o
W Sevice part Transit location*

*Transit location — Pickup drop-off point or lock/secure
box located near the customer site

Figure 4.5: Procedure for meeting customer service requests involving service part
supply (Company A and Company B)

At Company B, the procedure to deliver parts for same day service calsis similar to
that in Company A (see Figure 4.5). However, if arequest isfor the next day service,
the request is met from the central warehouse in the UK or from the Netherlands, so
that the stocks at a Field Store Locations are not sacrificed for low priority demand.
Inventory is also managed at customer sites for critical products and sometimes
engineers are posted at customer sites for ‘mission critical’ issues. If a part has to be
recovered, a service engineer collects the part from the customer site and returnsit to

any of the Company B sites, from where it reaches the central warehouse in maximum
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three days. Figure 4.6 depicts Company B’s reverse logistics process involved in
service parts recovery. Company B recovers a faulty part from a customer if the part
is1) valuable, 2) sensitive, e.g. the ones used in weapon systems, or 3) under warranty.
Parts can be repaired in-house at Company B, by amajor repair vendor, or by an OEM
depending on the situation. For example the faulty parts under warranty are sent to

OEMsfor repair.

Serviceengineer & -
A

N Customer site

Transit location

3 {‘ .

Service part P_ - o 9 .|||| ‘ﬁ"l
(from field store ’

location or central Iﬁ[ /

warehouse) / Faulty part ’;‘
K

Service engineer drops the
iiim (- ﬁ e - faulty part at any facility in
S Ny = : the system (the part reaches

Faulty part the central warehousein
Field store location Central warehouse maximum 3 days)

? |
Reparedpart g Faulty part
(back in @
digtribution ! I &

system)

Repair facility (can be
in-house, or at arepair
vendor, or at the OEM)

Figure 4.6: Service part recovery (Company B)

Both companies partially outsource servicing at customer sites to third party service
engineers. Company A employs 400 service engineers as their own staff and around
30% of the services are carried out by third party engineers. Company B has 350

service engineers in their workforce whereas approximately half of their service
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requests are met by third party service engineers. The transportation function for

supplying partsis aso outsourced in both companies.

4.2.5. Inventory policies, stocking rules and sourcing of service parts

Various inventory policies have been considered in service parts management studies.
However, the one-for-one (S-1, S) inventory replenishment policy is considered to be
the most appropriate policy for managing low demand service parts. Service parts
inventory at Company A is controlled according to both *minimum/maximum’
inventory level and one-for-one inventory replenishment policies. Company B mostly
uses the one-for-one replenishment policy for the inventory control. The
appropriateness of the (S-1, S) policy for low moving expensive service parts is not
refuted by most authors. However, Cohen et a. (1990) states that the (S-1, S) policy
does not provide an adequate cost and service performance for awide range of demand
rates (as some service parts can be inexpensive and fast moving). Nonetheless, the
proportion of fast moving parts is very low in the case companies (Figures 4.2 and

4.3), which suggests that the use of (S-1, S) policy is appropriate.

Both companies use forecast driven software packages to manage inventories.
Company A uses a commercialy available software system known as ‘add* ONE’.
Company B uses a real-time company developed software system, providing an
overal visbility of the stocks in the system. Company B considers mean-time-
between-failure for demand forecast. Company A provides a standard availability
level of 95% for al parts, customers and equipment. Whereas, Company B can offer
availability levels ranging from 85% to 99% for different parts, customers and

equipment.
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Thereisacentral visibility of stock levelsat all stocking locations in both companies.
The procedure for stock replenishments at local warehouses (or field stores) from the
central warehouseisalso similar in both companies. Local warehouses (or field stores)
are replenished overnight from the central warehouse. A high percentage of stocks are
deployed at the central warehouse (approximately 75% of the total stocks in both
companies are maintained centrally). Company A nearly maintains the full range of
parts in each stocking facility. However, exceptionally expensive parts are only kept
centrally. Company B does not necessarily maintain the same range of parts at all
locations. The parts that are maintained depend on the customer requirements for the
region where a particular field store is located in. Parts are also maintained only
centraly by Company B if they are expensive or bulky or if they have a very low

demand.

For most parts, deliveries at Company A’s central warehouse are received from
suppliers within 2 to 3 days after orders. Parts are not only sourced from OEMs but
also from brokers and small suppliers. Replenishment lead time at Company B’s
centra warehouse vary significantly. Normally the replenishment time for buffer
stocks is around three days, whereas it takes around one day for emergency
replenishments. Company B aso sources stocks from brokers and open market along
with OEMs. However a preference is given to manufacturers for sourcing the parts.
Many parts are bought as single lots from OEMs. The lead time for a new buy can be
significantly higher (0-90 days) than the lead time for parts sourced from a secondary

market (couple of days).
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4.2.6. Servicecost characteristics

Thereisahuge disparity in the cost of service parts maintained by the case companies.
The cost of partsin Company A ranges from £0.01 to £28,000, with the average cost
of around £144. The cost of parts in Company B’s inventory ranges from
approximately £10 to £0.25 million, with the average cost of a part at around £1000
(cheap parts, such as cables and screws, are kept by service engineers as boot stock
with a fixed alowance). Inventory can represent a significant proportion of costsin
any distribution system (Jayaraman, 1998). Specifically in SPL, inventory investment
can be the largest single factor in an average total cost structure (Cohen et al., 1997).
The average part cost, especially at Company B, is very high, which indicates high

inventory holding costs in terms of the capital tied up.

Company B’s current inventory reduction target is around £1 million. The cost of
delivering a part to a customer is aso very high. For same day delivery, the
transportation cost incurred by Company A is 60 to 75 pence per mile, while for
Company B it is 100 to 125 pence per mile. A factor due to which the transportation
costs can be even higher isthat service parts and service engineers separately complete

apart of their journeysto customer sites.

There are severa publications highlighting the revenues and profits associated with
service parts and after-sales services (e.g. Cohen et al., 1997; Dennis and Kambil,
2003; Poole, 2003; Cohen, 2005; Sang-Hyun Kim et al., 2007; Candas and Kutanoglu,
2007). The spare parts business is often considered as the highest profit generating
function (Suomalaet a., 2002; Wagner and Lindemann, 2008). The study by Wagner
and Lindemann (2008) reported that because of the high profit margins that can be

generated in the service parts business, companies are willing to increase, and in some
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cases rely on increasing their service parts sales. However, some studies also indicate
that service businesses are highly competitive and face cost and performance pressures
from customers (Cohen et al., 1990; Cohen et al., 1997; Wagner and Lindemann,
2008). A contrast is found in how both case companies perceive their service
businesses. At Company A, the service business is not considered as a high revenue
and profit generating function of the organization. It israther perceived as a necessary
support function. Company B realizes that servicing certain families of products is
highly profitable, while for others it is not so profitable. That is, the profitability
depends on the market segment or the product category. However, overall, the service
function is considered to be of ahigh strategic importance and is considered profitable

at Company B.

4.2.7. Issuesin managing SPL and management trends

Cohen et a. (1997) mention that after-sales services in computer, communications,
and other high-tech industries are facing an escalating pressure to improve both the
level of service delivered to the customers and the productivity in providing these
services. Company A confirms that there is a considerable cost pressure from their
customers to achieve low maintenance costs. Besides, obsolescence of parts can be a
significant issue depending on the equipment. Benefit from reducing the existing
stocks can be insignificant due to the very low resale value of parts. Nevertheless, the
burden of the loss because of obsolescence is shared between Company A and their
suppliers under a revenue sharing system. Company A, which had merged with
another magjor company in the sector, also faces a stocks consolidation issue. Due to
this recent merger, some parts in the inventory have the same description but a

different identity, resulting in duplication of stocks.
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Company B aso considers obsolescence as a big issue and states lifecycle
management as a significant challenge. Parts worth millions are scraped. On the other
hand, some products are in operation years after the manufacturing is discontinued.
Supporting such products is expensive. Supporting and procuring parts for low
capability old products can be expensive than supporting and procuring parts for
similar high capability new products. For example, supplying ahard disk with ahigher
capacity is more convenient than finding and supplying a20GB hard disk which isnot
easily available in the market. Managing availability versus cost is aso identified as
an issue. The cost of partsis going up while the cost of missing service commitments
can be very high. For instance, banks apply heavy penalties on hourly basis for an
unavailability of a service for the products that are critical. Flexibility in service
contracts also sometimes leads to complexities in service operations. Besides, the
software system in use is not totally automated as Company B’ s staff has to manually
check some of the information for each service request (e.g. whether the request is
covered under the contract or whether the customer needs to pay extra). The software
system can be fully automated, and hence streamline the service operation if contract
terms are fixed and rigid. But this can then compromise the flexibility for the
customers. Customers can aso change the service levels during the contract tenure.
This again provides a flexibility but considerably increases the complexity. Another
issue related to service contracts is that sometimes there is a lack of information or
clarity regarding their nature. Some customers wrongly assume that their service
contracts provide a global coverage, whereas on some occasions, customers have a

global coverage but the operations in other countries are not made aware of it.

In short, Company A highlights the cost pressure from customers, stock duplication,

obsolescence and low resale value of parts, and Company B highlights obsolescence
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(life cycle management), service availability v/s service cost trade-off, maintaining
old equipment, flexible contract terms, and lack of knowledge or clarity regarding
contract nature as issues in managing their SPL systems. In terms of service time
commitments, both companies indicated that there is no requirement from the

customers to provide service in shorter time windows than what are already on offer.

Table 4.3: Issuesin managing SPL

Company A Company B
- Cost pressure from customers - Cheaper and better options available
- Obsolescence to customers in certain market
- Stock duplication segment
- Low resale value of parts - Obsolescence
- Service availahility v/s service cost
trade-off

- Maintenance of old equipment

- Hexible contract terms

- Lack of knowledge regarding
contract nature

Highlighted issuesin
managing SPL

Both companies indicate an increasing trend to outsource services at customer sitesto
third party engineers and technical couriers. Company B also points out that
commoditization isincreasing in the industry and products are becoming smaller and

more modular.

The percentage of demand met on time is a mgor performance metric of customer
service (Cohen et a., 1999). Company A constantly meets Logistics Service Level
Agreements but sees an opportunity for improvement in service costs and the
integration of the logistics and the call management system. It is recognized that the
cost per cal can be reduced, leading to improved future bids to customers. A fully
integrated logistics and call management system can help to drive further cost
reductions. Company B’s on time response is also quite high (99% of the customers
are reached on time). Company B realizes that there is a significant competition in the

service business in IT sector and considers itself very competitive in serving the top
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end IT products. On the other hand, for the service of low end products, there are
several cheaper options available to its customers. Also, the customers in this market
segment (low end products) demand comparatively more substantiated service than

what is offered by Company B.

4.3.Time constrained provision of materialsasa part of an

emer gency service: The case of the Highways Agency

The Highways Agency is an executive agency of the Department for Transport
(England), and is responsible for operating, maintaining and improving the strategic
road network in England. The strategic road network in England is around 4,300 miles
long and comprises motorways and trunk roads (the significant ‘A’ roads). While the
Agency’s network represents only 2% of all roads in England by length, it carries a
third of al traffic by mileage. Two thirds of all heavy goods vehicle mileage in Eng-
land is undertaken on the strategic road network, making it the economic backbone of
the country. In what follows, the structure of the Highways Agency’s service system
is discussed in Section 4.3.1, the response procedure and the types of incident
responses are discussed in Section 4.3.2, the inventory and demand characteristics are
discussed in Section 4.3.3, and the prospect for improvements is stated in Section

4.3.4.
4.3.1. Structure

The service operations of the Highways Agency are divided into seven main regions
and there are area offices at Bristol, Bedford, Manchester, Birmingham, Dorking,
Exeter and Leeds. This brief case study is focused on the Midlands region and is

mainly concerned with the repair works carried out in response of an incident on a
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highway. The Midlands region has three out-stations (depots) and one control room.
Besides, there are seven stand points, from where the responses are provided. All
facilities operate 24 hours a day. The facility locations of the agency are historical. It
cannot be said what the considerations were in locating these facilities. The agency

triesto utilize these facilities in an effective manner to make the best use.

There are several contractors (known as Managing Agent Contractors) performing
different jobs required in the incident responses. From now onwards, we refer to a
Management Agent Contractor that performs repairs after an incident as a ‘repair
contractor’. Most regions, like the Midlands, have only one repair contractor. The
repair contractor has twelve facilities (warehouses) in the Midlands. Some of the
facilities are not fully operational during the late hours (i.e. some facilities are toned
down at night). The stocks at the repair contractor’ sfacilities are directly sourced from
the manufacturers of the items required for repairs. There is no central warehouse, i.e.
the system hasjust one-echelon. Some of the warehouses only have specific roles, e.g.

there are two warehouses which are dedicated for lighting repairs only.

4.3.2. Incident response

An incident can be graded as ‘immediate’, ‘prompt’, ‘routine’, or ‘no-response’. An
incident of the immediate grade requiresimmediate response asthereisarisk to alife
or there is an effect on a live lane. A prompt grade incident is the one that does not
affect a live lane but still requires a response. The other two grades, i.e. routine and
no-response, do not require aresponse, although an incident of aroutine grade requires
checking during apatrol. Service callsfor theincidentsrequiring aresponse are logged
centrally at the regional control centre, and, without any delay, the calls are forwarded

to therepair contractor through the Highways Agency’ s contact centre. The contractor
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isgiven as much details as possible, and the contractor sends the equipment they know
will be required from the information they have. The contractor also sends a bronze

commander who makes an assessment of what further equipment are required.

A response is normally provided by the nearest stand point of the agency and the
nearest contractor facility. For the agency, thereis one standard response time window
of 20 minutes between 06:00 and 22:00 hours. Thisresponse time limit is however not
binding during the remaining hours (22:00-06:00). The on-time response target is

90%, which only applies to the service between 06:00 and 22:00 hours.

The repair contractor however has ‘resolution time' targets and not response time
targets. The target resolution time starts after the agency, on completion of its own
tasks, hands over the incident scene to the repair contractor. Between 06:00 and 22:00
hours, the target resolution time for the contractor is one and a half hours normally,
but can vary depending on the incident scale and type. The target resolution time for
the contractor between 22:00 and 06:00 hours is 2 hours. Hence, effectively, thereis
a time-based differentiation based on the time of day as the repair service between
22:00 to 06:00 hours can be provided in a longer time-window than the standard one

and a half hours.

4.3.3. Inventory and demand characteristics

There is avast range of materials used in the repairs (e.g. different sizes and types of
barriers, sign boards etc.). The repair contractor is responsible for maintaining
inventories completely, however, the inventory is owned by the agency. The
contractor keeps anominal inventory level. The agency does not define any inventory

levelsfor the contractor. Also, theinventory levels are not known by the agency at al
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times, but the agency does occasionally audit the inventory kept by the contractor. The

agency is mainly concerned about the timely service by the contractor.

Overdl the inventory cost is nhot considered as a big cost by the agency. Obsolescence
happens but it is not a big problem as well. Inventory can become obsolete for a
particular route, but there are certainly other routes where the stocks can be used. As
far asdemand is concerned, it isnot high aswell. There arefour to five pothole repairs
and one to two collision damage repairs per day on an average. However, the demand
is sporadic and the unpredictability of the demand is a challenge for the Agency. The
demand cannot be defined as clustered or more concentrated at few specific locations.
It cannot be predicted where incidents are going to happen, athough the agency
maintains more equipment at busier links. Hence the system can be described as a
network with continuous spread of demand locations requiring every location to be

covered within the strictest service time.

4.3.4. Opportunitiesfor improvements

The interviewee suggests that the main improvements can come from: 1) better
communications between all partners to ensure that the right information gets passed,
and 2) by not delaying the deployment of the correct resources and equipment to
resolve incidents as quick as possible. Another opportunity for improvement might be

in relocating the historical facility locations to cover demand efficiently.

4.4. Summary and conclusion

The key insights generated by the ICT case studies covering different aspects of SPL

systems are as follows:
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A wide range of service time options are offered to the customers. Previous
SPL studiesindicatethat major IT companies offer time-differentiated services
involving service parts supply in short time windows, e.g. 4 and 8 hours. It is
however not indicated in these studies whether a contracted time is associated
with delivering a part at a customer site or fixing it. Presumably, customers
should be concerned with the timeit takes to fix a part and recover the system.
However, in one of the case companies the service times normally only
correspond to the time taken to deliver a part. The other case company does
provide the option to fix a service part in the contracted time, however a
considerable percentage of service calls only require service parts to reach at
customer locations in contracted time windows.

A high percentage of service calls that the case companies receive is not for
sameday responses. Thiscan allow ahigh level of centralization in distribution
as most customer requests can be met from alonger distance.

The findings confirm that there is a great variety of service parts that service
providers have to maintain with a significant disparity in their costs. A
significant percentage of service parts are repairable. The service parts are
predominately slow movers and the products that the case companies serve
have comparatively short life cycle. These factors can contribute to a high
obsolescence rate, which is an issue highlighted by both case companies.
Fortuin and Martin (1999) suggest that collaboration with other parties using
the same service parts may provide an opportunity to aggregate the demand
and therefore reduce the overall investment in service parts. Both companies
believe that it is likely that other major companies in this sector hold similar

service partsin their inventories. However there is no mechanism of inventory
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sharing with other companies. One of the case companies does however
occasionally source parts from middlemen holding a pool of inventory for the
case company’ s competitors.

e The distribution networks of the case companies are decentralized with
capabilities to reach customers in short times. Service requests, which
commonly require just one part to satisfy, are received centrally. Both
companies use (S-1, S) inventory control policy and use forecast driven
software systems to manage their inventories. Services are mostly provided in
a decentralized fashion. One of the case companies serves all customer
requests from the nearest part stocking facility with available stocks, while the
other serves al same day service calls from the nearest part stocking facility.
However, both companies maintain very expensive parts only centrally.

e Thereis ahigh degree of outsourcing. The transportation of parts to pick-up
locations near customer sites is completely outsourced. Also, servicing at
customer sitesis partly outsourced to third party engineers.

e The distribution and recovery network structures are complex and there are
features in the systems that the current SPL literature does not consider. For
example the studies do not consider that central warehouses, aong with
replenishing forward/field warehouses, also serve the customers directly.
Besides, the part recovery system at one of the case companies has different
transportation and storage stages for a part before it isincorporated back in the
useable inventory. The studies related to repairable service parts do not take

such considerations into account.
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e The location decisions are based on demand coverage and being near to
customer sites. Inventory is not indicated as a factor in deciding facility
locations.

e The companies report high inventory and transportation costs. The average
cost of a service part is quite high, hinting high inventory investment.
Transportation costs for the same day services are also very high. Besides,
requested parts and service engineers cover a part of their journeys separately
to reach customer sites.

e Many parts are bought as single lots by one of the case companies. Hence the
main opportunity in reducing the service costs remains in the efficient
management of the transportation for supplying these parts.

e Asopposed to severa publications that pronounce service parts business and
after sales services as high profit generators, one of the case companies does
not see its service business as a profit generating function of the organization.
Rather, it considers it as a necessary support function. The other company in
the study aso reports that servicing certain families of products is not so
profitable.

e Common issues faced by the case companies in managing their SPL are
obsolescence of partsininventory and the cost pressure from customers. Other
issues highlighted by the case companies include low resale values of parts,
expensive maintenance of old equipment, managing the service availability v/s
service cost trade-off, complexities due to the flexibility in contract terms, and
the lack of awareness regarding contract natures and terms. The case
companies see an opportunity for improvement in their call management

systems through automation and integration.
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e There is atrend towards more outsourcing of servicing at customer sites to

third party engineers.

The study of the Highways Agency’s service operations shows that transporting
materials at demand sites within short and multiple timewindowsis not limited to SPL
systems. The following table (Table 4.4) summaries some of the aspects of the
Highways Agency’s service operations in comparison to that of the ICT SPL systems

studied.
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Table 4.4: Comparison of service operations of the Highways Agency and ICT

Aspects
Servicetimes

cases

The Highways Agency

eThere are only two service time
options which are dependent on the
time of day. That is, unlike the ICT
cases, at a particular time of day,
service is provided within a single
time constraint

eThe time congraint for repair
services is associated with the
‘resolution’ (or completion) of the
task, i.e. not just reaching the site

¢ The responses are always provided
within short time windows (the
difference between the service times
isnot large)

ICT Cases

¢ The companies provide four service
time options, with one of the
company offering three of its
service time options as either
‘reach’ (just delivery) of ‘fix’
(deliver and install). In fix services,
partstypically reach one hour earlier
than the total service time window

e Significant proportion of demand is
for the next day response (i.e. not for
the short/same day responses)

Variety of
partgdmaterial

e Thereisavast variety of material g/parts used for repairs

Facility setup

¢ One-echelon

e Service cals are received centrally
and the nearest facility having the
required stocks is chosen to meet
demand

e There is no hierarchy of facilitiesin
terms of service time options they
provide

e Two-echelon
maintenance

e Service calls are received centrally
and the nearest facility having the
required stocks is chosen to meet
demand

eFor the same day service options,
there is no hierarchy of facilities in
terms of service time options the
facilities provide

inventory

Demand
locations

e Demand locations are  not
considered to be clustered. There is
a‘continuous demand base

e Customer locations are ‘discrete
and can be clustered, but the spread
is throughout the country

Lifecycle
durations

e Though inventory is slow moving,
obsolescence is not an issue as
materials can be used inrepairsfor a
long time

eParts in inventory are prone to

become obsolete as lifecycle
durations of products being serviced
are short and the inventory is
generally slow moving

Inventory cost eLow eHigh
Repl enishment eStocksaredirectly replenished from eStocks are replenished  from
manufacturers multiple sources (OEM’'s and
brokers)
Outsourcing e Thereisahigh level of outsourcing
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Chapter 5: Time-differentiated distribution costs under

hier ar chical and non-hierarchical setups

5.1.Introduction

The aim of the work presented in this chapter isto provideinsightsinto the relationship
between service times and some important service cost components in a system where
distribution is done within different service time windows. We analyse the problem by
developing a cost modd of a stylized system under two distinct organizations of
stocking facilities, namely ‘hierarchical’ organization and ‘non-hierarchical’
organization. The modelled hierarchical system can be classified as a successively
inclusive (or nested) hierarchical system. The classification of hierarchical systemsis
outlined in Section 2.4.2 (Chapter 2). We investigate the impact of service time limits
on inventory, travelling, and distribution network setup costs. Assuming areorder point
and order quantity (R, Q) and the one-for-one (S-1, S) inventory policies, and Euclidean
travelling distances, the analysis shows how anon-hierarchical setup and a hierarchical
setup can result in different service costs. The sensitivity analysis of the cost modd is
performed by altering the demand fractions, the service time window lengths, and the
ratio between the service time window lengths of two time-based service types. A part

of the work in this chapter is presented in Jat and Muyldermans (2013).

The rest of the chapter is structured as follows. The problem description and
assumptions are stated in Section 5.2. The formulation of the cost functions is
presented in Section 5.3. Section 5.4 presentsthe model analysisincluding theanalysis

based on a (R, Q) inventory policy (Section 5.4.1) and on the (S-1, S) inventory policy
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(Section 5.4.2). Section 5.4.2 also includes an analysis based on historical demand of
case Company B. Finaly, the conclusion and a brief discussion are presented in

Section 5.5.

5.2.Problem description and assumptions

Let us consider customers with identica demand uniformly spread over a large
geographical area. Customers haveto be supplied with partswithin different contracted
service time commitments. Werefer to the type of servicethat ensuresasupply of parts
within the short timewindow asthe ‘strict’ service, and the type of service that ensures
a supply of parts within the longer time window as the ‘relaxed’ service. In order to
meet a service time commitment in the entire service area, every client location should
be within the maximum distance, which can be covered within the committed service
time, from at least one service parts storage facility. From now onwards, we refer to
storage facilities, where parts are stored and from where they are dispatched to
customers, as ‘ servicefacilities’ or just ‘facilities’, and we use the term ‘ setup’ to refer
to an organization of service facilities. The aim is to determine the impact of setting
different service time constraints and the demand fractions for the relaxed and strict
services on inventory, transportation and distribution network setup costs under the

hierarchical and non-hierarchical (completely decentralized) setups.
We make the following assumptions to study the problem:

1) A (R, Q) inventory policy is considered, where R (areorder point) is determined by
accounting a safety stock level based on certain probability of not stocking out during
the lead time assuming a Poisson demand process, and Q (an order quantity) is

determined based on the EOQ model. Although the use of the EOQ model cannot be
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considered as the most appropriate policy for managing slow moving items and items
with unstable demand, which are two common characteristics of service parts, some
service parts can be fast moving with a predictable demand (such as those used in
scheduled maintenance). The EOQ model, which incorporates the trade-offs of the
inventory order and holding costs, is a commonly used model for inventories and
allows a tractable formulation to convey the main insights. A cross industry
exploratory investigation by Rumyantsev and Netessine (2007) shows that many of
the predictions from classical inventory models, such as the EOQ model, extend
beyond individual products to the aggregate firm level. Hence, these models can help
with high-level strategic choices in addition to tactical decisions. In case of SPL
systems, as highlighted earlier, it has been reported that not many companies apply
complex concepts that exist in the literature. Although the service parts are generally
characterized as slow moving (Fortuin and Martin, 1999; Wagner and Lindemann,
2008), some previous studies related to SPL (e.g. Ashayeri et a., 1996; Cohen et d.,
1997; Huiskonen, 2001) point out the use of basic inventory management techniques

for service parts, including the EOQ model.

2) The problem is dso formulated and anaysed under the (S-1, S) inventory policy,
which is considered appropriate for ssow moving items and is a widely considered
inventory policy by SPL studies. The following commonly used assumptions are
considered for the (S-1, S) policy (Gzaraet a., 2014):

- Singleitem

- Demand arrives one at atime according to the Poisson process

- Backorders allowed

- No capacity constraints on the supply (replenishment)
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3) Customers' geographical distribution is assumed to be uniform over the plane and it
is assumed that travelling distances are Euclidean. These assumptions are commonly

made by studies for simplification.

4) It is assumed that the geographical area to be covered to provide services is large
and that services have to be provided within short time commitments. Typically, large
IT companies cover vast geographica areas for service parts distribution through

severd servicefacilities.

5) A single-echelon distribution system is assumed. A regular hexagona packing of
service catchment areas is considered assuming that facility points are located
efficiently to cover the entire area for the strictest service time commitment and that a
service request is fulfilled by the nearest service facility offering the required service
type. The hexagona partitioning is considered as an efficient partitioning when
assuming Euclidian distances. Examples of service system studies that consider a
hexagonal pattern of service catchment areas for their analysis include the ones by

Simchi-Levi (1992) and Dreze et a. (2008).

6) For an analytical treatment, boundary effects and rounding off errors are ignored in
determining the number of facilities. Hence the anaysis is an approximation. To
calculate the number of facilities we divide the total area by a facility catchment area
(a full hexagona area determined according to the maximum distance that can be
travelled within a committed service time), which can result in a fractional number.
Secondly, packing an area in a plane with full identical hexagons may not provide a
complete coverage, and typically, areas on boundaries of the region may need to be
covered by partia hexagons and need additiona facilities. Simply dividing an entire

service area with a facility catchment area can underestimate the number of facilities
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required for the coverage. Nevertheless, the boundary effect becomes less significant
in case of alarge overall area covered by ahigh number of regular hexagons (Bollobas
and Stern, 1972; Morgan and Bolton, 2002). Considering a hierarchical organization
of facilities, we show in Section 5.3.3 that the boundary effect diminishes when the
overall area becomes large, and hence, the estimations from the cost formulae

improve.

5.3.The modd formulation

The model represents a non-hierarchical setup and a hierarchical setup of facilities
providing two different time-based service types. The relaxed service has the longer
maximum time window (e.g. the service to deliver parts within 4 hours), and the strict
service has the shorter time window (e.g. the service to deliver parts within 2 hours).
The formulation can be extended to more than two service time windows as shown

later. Below isthelist of the general notations used in the formulation:

A= tota areato be served (alarge geographical area)
A= total demandin areaA, i.e. the total number of service calls per unit time
f= fraction of total demand corresponding to the strict service

1-f = fraction of total demand corresponding to the relaxed service
S=  servicedistance constraint for the strict service

S =  servicedistance constraint for the relaxed service

Co= cost per inventory replenishment order (for the EOQ policy)
Ch = holding cost per unit per unit time (for the EOQ policy)

L= lead timeto receive service parts at service facilities

Ci= transportation cost per unit distance

S=  basestock level at afacility under (S-1, S) inventory management policy
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F = fixedfacility cost per unit time

Cyclic inventory cost (EOQ model): Considering the EOQ policy in a centralized

2CoA

system (having only one facility), the inventory order quantity Q equals to o and
h
the average inventory level equalsto 0.5*Q = % 22—0’1 . Thisgives,
h
Cyclic Inventory holding cost per unit time = Ch% /2?"1 =
h
CpCol
S (5.2)

Note that with the EOQ model, the inventory holding cost per unit time (5.1) and the
inventory ordering cost per unit time are equal. As Q is the replenishment order

quantity and 4 isthe demand per unit time, inventory orders per unit time equal to /Q

or |32, and the inventory order cost per unit time then equals to Co | - oy En

which is same as the inventory holding cost per unit time (5.1). Hence, the total

inventory cost per unit time is twice the inventory holding cost per unit time (5.1) (or

twice the inventory order cost per unit time).

ChCol _

Total Cyclic inventory cost at a facility per unit time = 2 .

2C,CyA

Within a decentralized system, if Zi is the demand served by service facility i (i=1, ...
n) and n is the total number of facilities, then assuming that each facility applies the

EOQ policy, per unit time,
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Total cyclic inventory cost in a decentralized system =

Y1y 2ChCol; (5.2)

Safety stock cost: Considering a certain probability of not stocking-out over the lead

time,

Total safety stock holding cost in a decentralized system =

Cn i1 2y L (53)

where z is the safety factor from the Poisson distribution and /L4; is the standard

deviation of a Poisson demand over the lead time L.

Inventory level (one-for-one (S-1, S) inventory policy): The value of S i.e. the base
stock level, under the (S-1, S) inventory policy is determined considering the steady
state probability of the quantity of unitsin resupply. Note that there is a well-known
relationship between stock-out probability and fill-rate under the (S-1, S) inventory
policy (Muckstadt, 2005, 2010; Zipkin, 2000). The following expressionisused in an

iterative procedure to determine Sunder a set fill-rate level (Muckstadt, 2010).

Fill-rate = F(S) = Probability that demand is less than S over the lead time, P(1<S)

e—)lL(AL)x

x!

F(S) = Zx<5

—AL ()LL)x

Where, = IS the unconditional probability that x units remain in the resupply, 4

x!

is the rate with which demand is generated by the Poisson process, and L is the mean

of resupply time. The iterative procedure to determine Sis as follows:
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Let F(S)r be the required fill-rate, i.e. the minimum percentage of demand met from

the stocks on hand,

If demand 1 is positive, set S= 1, elseset S= 0 and go to step 7;
Cdculate F(S);

If F(S) > F(S)r, go to step 7, else continue;

Increment Sby one;

Cdculate F(S);

If F(S) > F(S)r, continue, else go to step 4;

Set Sasthe ‘Base stock level’;

N o g ~ wDd e

The above procedure is coded in MS Visual Basic for the use in excel sheets for the

anaysis.

Average service distance: Considering Euclidean travelling distances, a uniform

geographical distribution of customers, and hexagonal service areas,

Average distance to reach a customer in a catchment area =

0.60799(s) (54)

where s is an edge length of the hexagonal catchment area (Figure 5.1), and it is
considered that the servicefacility islocated in themiddl e of the catchment area (details

can be found in Appendix 2 and Stone (1991)).

5.3.1. Time-differentiated distribution under non-hierarchical

organization of servicefacilities

Service facilities under the non-hierarchical (completely decentralized) setup provide
the full range of service time responses, i.e. both the relaxed and the strict services
(Figure 5.2). Catchment areas of service facilities are according to the maximum
distance that can be covered from a service facility to provide the strict service. AS ss
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isthe maximum distance that can be covered from aservice facility to provide the strict

service, it isaso equal to thelength of an edge of the hexagonal service catchment area

of afacility (Figure 5.1)).

‘s’ is the maximum distance that can be travelled from a facility (located at the centre) within the
hexagonal catchment area. Inour cases= ss.

Figure 5.1: Facility catchment area

The setup consists of only one service facility type. Assuming that the system offerstwo servicetime
options, the 4 hours service being the relaxed service and the 2 hours service being the strict service,
the catchment areas of all service facilities are within the range of 2 hours from the facility points. A
service facility provides both service types to the customers within its catchment area. Customer C1

can get both 4 hours and 2 hours services from facility F1, and customer C2 can get both 4 hours and
2 hours services from facility F2.

Figure 5.2: Non-hierarchical setup of service facilities

Let n be the number of servicefacilities. Then,
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n= ﬁ;(ﬂ) , Where ‘2.5981(ss?)’ is the hexagonal catchment area of a service

facility with an edge length of ss.

As per the non-hierarchica setup (Figure 5.2), the number of service facilities
providing the relaxed service and the number of service facilities providing the strict

service are both equal to n.

Total demand (relaxed and strict service calls) served by one

. o —PA+fA A
service facility = % =

n (5.5)
Note that in the above equation (5.5), the total demand served by one service facility
represents the demand served by afacility with the full hexagonal service area (with an
edge length of s). That is, ‘one’ facility here and in the following formulations means

afacility serving in the maximum service area under a distance constraint.

Thedistribution network setup cost (per unit time) istaken asthe product of the number

of facilities (n) and the fixed facility cost per unit time (F).

Distribution network setup cost = F Xn (5.6)

By incorporating the number of service facilities (n) and the demand served by one
facility (5.5) in the functions for total cyclic inventory cost (5.2) and total safety stock
holding cost (5.3) in adecentralized system, we obtain the following cost functions for

the non-hierarchical setup.

Total cyclic inventory cost = n ’ZChCO% = /2C,C,An (5.7)
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Total safety stock holding cost = nCy <Z ’L%) = CpzVLAn (5.8)

Based on (S-1, S) policy,

Total inventory (base stock)in the system = n X S (5.9)

Considering the average distance to reach a customer within hexagonal catchment areas
(5.4) and the maximum distance that can be covered from a service facility to provide

the strict service (),

Total expected transportation cost = C;0.607991s, (5.10)

Under the non-hierarchical setup, considering the distribution network setup cost (5.6)
cyclic inventory cost (5.7), safety stock holding cost (5.8), and transportation cost

(5.10) per unit time, with the (R, Q) inventory policy,

Total cost per unit time = nF + /2C,C,An + CpzVLAn + C:0.607991s;
5.3.1.1. Provision of morethan two time-based service types under

the non-hierarchical organization of servicefacilities

The functions formulated above, (5.6), (5.7), (5.8), (5.9) and (5.10), can also be
considered for the cost analysis of a non-hierarchical system considering more than
two time-based service types. This is because a service request is met by the closest
facility, ignoring the requested service time window. Demand at facilities under the
non-hierarchical setup remains the same regardless of the fractions of demand for

different service types.

Let Type 1, Type 2, Type 3 and Type 4 services be four time-based service typesin the

order of their strictness, such that Type 1 service is the most relaxed service and Type
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4 service are the strictest. Let f1, fo, f3 and f4 be the fractions of demand for Type 1,
Type 2, Type 3 and Type 4 services respectively, such that fi+fo+fa+fs= 1. Then,

assuming a uniform geographical distribution of customersin the entire area,

A A A A2
Total demand served by one service facility = % + fz? + % + f% =

as fi+fot+fa+fs= 1.

Facility catchment areas, and hence the total number of facilities (n), will be based on
the maximum distance that can be covered from a service facility to provide the Type
4 service. It can be noticed in this case that the demand fractions for different service

typesin the total demand have no effect on the costs.

5.3.2. Time-differentiated distribution under hierarchical organization

of servicefacilities

A nested hierarchical hexagona pattern can be generated by locating the centres
(facility points) of lower level hexagons 1) at the middle of the edges of the higher level
hexagons (Figure 5.3), or 2) at the corner points of the higher level hexagons (Figure
5.4). These two approaches result in different ratios between the maximum distances

(or service time constraints) within the higher and lower level hexagons.
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Figure5.3: Hierarchical hexagonal pattern with the centres of the lower level
hexagons at the middle of the edges of the higher level hexagons

Figure 5.4: Hierarchical hexagonal pattern with the centres of the lower level
hexagons at the corners of the higher level hexagons

Figure 5.5 presents a combination of the two approaches of locating lower level

hexagons with respect to higher level hexagons.
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Figure5.5: Hierarchical hexagonal pattern with the centres of the lower level
hexagons at the corners and the edge midpoints of the higher level hexagons

The modelled system is described in Figures 5.6 and 5.7. Though these figures depict
a hierarchica hexagona pattern in which the centres of lower level hexagons are
located at the middle of the edges of higher level hexagons, the formul ation can also be
used to study the service time ratios resulting from locating the centres of lower level
hexagons at the corner points of higher level hexagons (Figure 5.4). However, theratio
between the time constraints for the relaxed and strict services that the pattern in
Figures 5.6 and 5.7 alows is in line with the ones offered in the real world IT SPL

systems that we have studied and those that are referred in the literature.
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Higher level service facility
Lower level service facility

=== Boundary of catchment areafor
relaxed service provision

—  Boundary of catchment areafor strict
service provision

Assuming that asystem offerstwo service time options, the 4 hours service being the rel axed services
and the 2 hours service being the strict service, the setup consists of two types of service facilities,
namely higher level service facilitiesand lower level service facilities. Higher level service facilities
(e.g. F1) provide both the 4 hours and the 2 hours services. Lower level service facilities (e.g. F2)
only provide the 2 hours services. Customer C1 can get both the 4 hours and 2 hours services from
F1, while customer C2 can get the 4 hours service from F1 and the 2 hours service from F2 (as a
part from F1 can reach C2 within 4 hours).

F1 has two service catchment areas, one within the range of 2 hours (marked by the continuous
boundary) and the other within the range of 4 hours (marked by the dashed boundary). All customers
within the first catchment area of F1 (within the continuous boundary lines) can get both types of
service from F1, whereas, the customers beyond the first catchment area and within the second
catchment area (within the dashed boundary lines) can only get the 4 hours service from F1.

Unlike F1, F2 has only one catchment area (marked with the continuous boundary) which is within
the 2 hoursrange. F2 can only provide the 2 hours service to the customers within its catchment area.
For the 4 hours service, the customers within the catchment area of F2 are served by F1 or another
higher level service facility.

Figure 5.6: Hierarchical organization of service facilities

Consider that a ‘higher level’ service facility provides both the relaxed and the strict
services, and that a‘lower level’ service facility only providesthe strict service (Figure
5.6). We know s is the maximum distance that can be covered from a service facility
to provide the relaxed service, and ss isthe maximum distance that can be covered from

aservicefacility to providethe strict service. Consequently, s isequal to an edge length
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of a hexagonal catchment area for providing the relaxed service, and ss is equal to an

edge length of ahexagonal catchment areafor providing the strict services (Figure 5.7).

Higher Level service facility

o Lower Level servicefacility
----- Boundary of catchment area for relaxed service provision

Boundary of catchment area for strict service provision

In this setup, the maximum distance that can be travelled in a straight line from alower level facility
within its catchment area is half of the maximum distance that can be travelled from a higher level
facility within its catchment area for the relaxed service. That is, assuming Euclidean distances, the
next possible time constraint for the strict service that can be offered is half of the time constraint for
the relaxed service. For instance, if the time constraint for the relaxed service is 8 hours, the next
possible time constraint for the strict service would be 4 hours. If aservice time option that is stricter
than 4 hours has to be provided, then it can be 2 hours (1/2 x 4 hours). Thisis achieved by locating
lower level service facilities at the middle of continuous edges in this figure instead of the dashed
edges.

Figure5.7: Atwo level hierarchical organization of service facilities with the lower
level service facilities located at the middle of the edges of the hexagonal catchment
areas for the relaxed service
Let nr be the number of service facilities providing the relaxed service and ns be the

number of service facilities providing the strict service. Then,
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n, = ﬁ , where 2.5981(s?) is the hexagona catchment area of a service facility

for providing the relaxed service, and

ng = ﬁ , where 2.5981(s?) is the hexagonal catchment area of a service facility

for providing the strict service.
A
2

. ..n 2.5981(5,-2) S
Thisgivestheratio: — = 22286rd) _ 25
n

a4 52"
2 r
2.5981(s5%)

In a successively inclusive hierarchy, in which a higher level service facility provides
both the relaxed and the strict serviceswhile alower level servicefacility only provides

the strict service, service facilities can be categorized according to Table 5.1.

Table 5.1: Classification of service facilities
Thetypes of Service Types

servicefacilities Relaxed service Strict service
Higher Level service
facilities provide —
Lower Level service 4
facilities provide —

From the classificationin Table 5.1,
Number of higher level service facilities = n,

Number of lower level service facilities = ng — n,

Note that nsis the total number of service facilities as all service facilities provide the

strict service. Considering the above classification of service facilities:

Total demand served by higher level facilities = (1 — f)A + &fA

ng

Demand served by one higher level facility = ((17:_f) + L) A (5.11)

ng
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Total demand served by lower level facilities = (%) fa

Demand served by one lower level facility = nLA (5.12)

S

Incorporating the number of higher level service facilities (nr), demand served by one
higher level service facility (5.11), the number of lower level service facilities (ns-nr),
and demand served by one lower level service facility (5.12) in the functions for total
cyclic inventory cost (5.2) and total safety stock holding cost (5.3) in a decentraized
system, the following cost (per unit time) functions and multiplication factors for the

hierarchica setup are obtained.

Total cyclic inventory cost = nr\/ZChCO ((17:1[) + ni) A+ (ng—n,) ’ZChCO nLA

=m(\/(1—f)+z—:f+(:—j— 1) Z—f> (5.13)

S

Multiplication factor (cyclic inventory) = (\/(1 - f)+ %f +
n n
B_q) |2
(nr ) N f) (5.14)

Here three extreme cases, or benchmarks, of the cyclic inventory cost can be
identified. 1) When there is only one facility providing the service (i.e. completely
centralized system), the cyclic inventory cost, as mentioned earlier, equals to
\2€,,C, 2. 2) When there s no demand for the strict service (f = 0), the multiplication
factor (5.14) equals to 1, reducing the total cyclic inventory cost function (5.13) to
J2CrCoAn,.. That is, the cost increases by the factor of /n, compared to the
completely centralized case. 3) When there is no demand for the relaxed service (f =

1), and hence the system becomes completely decentralized, the multiplication factor
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r

(5.14) becomes \/% reducing the total cyclic inventory cost function (5.13) to

\/2C;,C,An,. Hencethe cost increases by the factor of ,/n; compared to the completely

centralized case.

Total safety stock holding cost =

C,VLA| 1,2y, ’(tf) + ni + <(ns — nr)zl\/nz)

where z, and z are the safety factors from the Poisson distribution. z, is based on

(5.15)

demand at a higher level service facility (5.11) and z is based on demand at a lower

level servicefacility (5.12).

Let S and S be the base stock levels determined according to the (S-1, S) policy for a
higher level and alower level facility respectively. Given the minimum fill-rate level,
S is computed considering the demand at a higher levd facility (5.11), and S is
computed considering the demand at alower level facility (5.12). Then, under the (S

1, S) inventory policy,

Total inventory (base stock) in the system = n,.S, + (ng — n,)S; (5.16)

Finally, considering the average distance to reach a customer within hexagona

catchment areas (5.4),

Total average travelling = 0.60799(1 — f)As, + 0.60799f As;

= 0.607992s, (1 - f) + £f) = 0.607991s, ((1 )+ :—f)
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Total average transportation cost = 0.607991s, ((1 -+

n

—f|C

nt ) t (5.17)
Multiplication factor for transportation cost = ((1 - )+

ny

ns f ) (5.18)

When thereis no demand for the strict service (f = 0) the multiplication factor for the
transportation cost (5.18) equals to one and the transportation cost (5.17) becomes
independent of the ratio between the strict and the relaxed service times. With the
presence of demand for the strict service (f > 0), the higher the number of the facilities
providing the strict service is (due to the smaller distance constraint for the strict

service), the lower shall be the multiplication factor.

Considering the distribution network setup cost (nsxF) and the cyclic inventory cost
(5.13), safety stock holding cost (5.15), and transportation cost (5.17) under the

hierarchical setup, with the (R, Q) inventory poalicy,

Total cost per unit time = ngF + /2C,CyAn, (J(l - )+ Z—:f + (:—i -

- , 1-f), f f
1) Z—Sf)+ Chm N,zZp (Tlr)+n_s+<(ns_ nr)Zl\/nis) +

0.607991s, ((1 — )+ Z— f) C,

The extended formulation for cyclic inventory and transportation costs considering
more than two service time options, i.e. considering more than two levels of the

hierarchical system, ispresented in Appendix 3. However, it does not give any further
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analytical insights compared to the system with two time-based service types (i.e. two
hierarchical levels). For this reason and for the tractability of the investigation, the

analysisin Section 5.4 based on the system modelled for two service types.

5.3.3. Boundary effect

As stated earlier, alimitation in the above formulation is the ignorance of the boundary
effect. The number of facilities is determined by dividing the total area by a full
hexagonal catchment area determined according to the maximum distance that can be
travelled within the committed service time. Packing an area in a plane with full
identical hexagons may not provide a complete coverage, and typically, areas on the
boundaries of the region may need to be covered by partia hexagons and therefore
need additional facilities. Dividing the entire service areawith afacility catchment area
can underestimate the number of facilities required for the coverage. Bollobas and
Stern (1972) and Morgan and Bolton (2002), without giving a proof, state that the
boundary effect becomes less significant in case of alarge overal area covered by a
high number of regular hexagons. Below we prove that the boundary effect diminishes
when the total area becomeslarge, keeping the size of packed hexagons constant. This
is done by showing that the area covered by boundary hexagons divided by the total
area tends to zero for a large area and by showing that the number of facilities on

boundaries divided by the total number of facilities tends to zero for alarge area.

Figure 5.8 shows the layers of hexagons representing the catchment areas of higher
level facilities (providing relaxed service in larger service areas). The circular points
on the boundaries of these hexagons (on edge midpoints) represent lower level

facilities providing the stricter service (in asmaller service areas).
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Placement of lower level facilities on edge midpoints of hexagonal

catchment areas for the relaxed service

Figures 5.8. Hexagonal layers
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Hexagons (higher level) on boundaries. We start with a hexagon and stepwise build

layers as shown in Figure 5.8 (from 1 to layer ‘i’) to prove that,

Area covered by boundary hexagons

-0, wheni?
Total area

Table 5.2: Total number of hexagonsin different number of
hexagonal layers

Number of layers | Number of hexagons
1 1
2 1+6=7
[ 3 7+12=19
4
5

19+18 = 37
37+24 =61

Let, ni bethe number of hexagonsini layers, 4ni be the difference between the number
of hexagons in i layers and i-1 layers, and ny be the number of hexagons on the

boundariesini layers. Then,

n=mn_,+{—-1)x6 fori>1, n, =1
An;j=n;— n_,=(0{—-1) X6

n; = [The16G— 1] +1

6(i—1)i
n; = %+ 1 ,Quadratic in i

!

ny; = ({—1)6 ,Linear in i’

oy 6(i-1)
Ratio: lim =2 = —~— =
oo my S

area covered by boundary hexagons .
Y Y g -0, wheniTf.

Hence,

total area

Lower level facilities on boundaries: Now we prove that,

Number of lower level facilities on boundary
- 0, when,

Total number of lower level facilities

Total number of lower level facilities T
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Table 5.3: Number of lower level boundary and non-boundary facilities (see
Figure 5.8)
L ocations on edge midpoints Non-boundary facilities

on theboundaries

1layer 6 0

2 layers 18 12
3layers 30 42
4 layers 42 0
5layers 54 156

Let, fi bethe number of facilitiesini layers (wherefo = 0), foi be the number of facilities
on the boundaries in i layers, and favi be the number of non-boundary facilities in i

layers.

fabi = fi-a + 61— 1)

foi=12i—6 ,Linear in i’
fi = foi + fobi

fi= fio1+ 18i—12

fi = Zh=1(18i - 12)

18(i+1)i

fi= — 12i = 9i% 4+ 9i — 12i

fi =3i@Bi—1) ,Quadratic in i’
v i 12i=6

Ratio: }1—{2 fi  3iGBi-1)

5.4.Numerical analysis

The analysis is divided into two subsections. Section 5.4.1 analyses the costs
considering the (R, Q) inventory policy and Section 5.4.2 analyses the costs under the
(S-1, S) inventory policy. Before these subsections, welook at the effect of the service

time constraint on the distribution network setup cost (5.6). As the total number of
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facilities is same for the hierarchical and the non-hierarchical organizations of
facilitiesin anetwork, the distribution network setup cost is considered to be the same.
Figure 5.9 shows the setup cost for a system against different values of ss considering
the overall area size to be 200,000 length units® (the area of the mainland UK being
229,543 km?) and a hypothetical fixed facility cost per unit time as £10,000. The
reduction in the service time constraints when ss is small sharply increases the number
of required facilities and hence the setup cost. That is, the incremental marginal cost

increases per unit decrease in the service time or distance constraint.

o N B~ O
1

0 20 40 60

Maximum travelling distance within the strict
service time (S)

Network setup cost (in millions)

Figure 5.9: Impact of service distance constraint on system setup cost

5.4.1. Analysisconsideringthe (R, Q) inventory policy

This section startswith an analysis of the multiplication factors for the cyclic inventory
cost (5.14) and the transportation cost (5.18) under the hierarchical setup. Examplesare
then presented to investigate and compare the non-hierarchical and the hierarchica
setups over different service distance constraints and demand fractions for the relaxed

and the strict services.

Figure 5.10, based on the multiplication factor for the cyclic inventory cost (5.14), and
Figure 5.11, based on the multiplication factor for the transportation cost (5.18),

illustrate how cyclic inventory cost and transportation costs react to the changesin s/s
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ratio (0.5, 0.25, ... 0.002) and the demand fractions for the relaxed and strict services.
Note that smaller s/s represents a greater time difference between the relaxed and the
strict services and that there are comparatively more lower level service facilities,
resulting in ahigher level of decentralization. Likewise, ahigher value of f (the fraction
of demand for the strict service) meansthat more demand hasto be fulfilled from lower
level servicefacilities, which are more decentralized. It isimportant to mention that the
non-hierarchical setup does not provide an opportunity to perform thistype of analysis
as the entire demand, whether for the strict service or the relaxed service, ismet in a

similar way (from the same facilities). Thisis discussed further in the examples.

Figure 5.10 shows that the inventory in a system increases when s/s- decreases. An
increase in f aso results in a higher inventory level. The maximum inventory is
maintained when sy/s; isat itsminimum and f ismaximum (i.e. f = 1). With s constant,
smaller sf/s means that more lower level service facilities have to be set-up to satisfy
the service distance constraint for the strict service. With maximum f (f = 1) thereisno
demand for the relaxed service. This requires stocks to be maintained with the
maximum decentralization as there is no alowance to meet demand from longer
distances. In this scenario, a system under the hierarchical setup operates similar to
when it is under the non-hierarchical setup. Whenfisat its minimum (f = 0), inventory
levels are constant and minimum. This is the result of the absence of demand for the
strict service, hence, the entire demand is met within larger service areas of more

centralized higher level servicefacilities.
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f Ss/Sr

Figure 5.10: Multiplication factor for cyclic inventory

In contrast to inventory levels, Figure 5.11 shows that travelling reduces as /s
decreases. The minimum travelling results when sJ/s is at its minimum and f is at its
maximum (i.e. f = 1). Asstated earlier, smaller s/s resultsin morelower level facilities
and maximum f results in entire demand being fulfilled by facilities in smaller
catchment areas, which in turn results in lesser average travelling to serve customers.
Travelling is a the maximum level when f = O, irrespective of the sJ/s value, because,
regardless of the number of lower level facilities, the entire demand is served by higher
level service facilities within larger service areas. However, it should be noted that
although a higher number of facilities reduces the average distance to reach customers,

the average distance travelled for replenishments increases.
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Ss/Sr

Figure 5.11: Multiplication factor for transportation

We now present the results from the computations based on the following hypothetical
values to further illustrate and compare the hierarchica and non-hierarchical setups.
L et, demand () = 5000 per year, area (A) = 200000 unit length?, inventory holding cost
(Ch) = £1 per unit per year, inventory order cost (Co) = £100, transportation cost per
unit length (C;) = £1, lead time (L) = 14 days, and the minimum probability of not
stocking out = 0.98. The values for service distance constraints (ss and s) and the

demand fractions for both service types (f and (1-f)) are altered for the analysis.

Figure 5.12 presents the computation resultsfor the cyclic inventory cost with different
values of f, while keeping s =100 and ss=50 unit lengths. The results show that the total
cyclicinventory cost under the non-hierarchical setup (5.7) isunaffected by the changes
in the fractions of demand for both service types. However, under the hierarchica
setup, when the fraction of demand for the strict service decreases, the tota cyclic
inventory cost in the system (5.13) also decreases. The hierarchical system can exploit
the opportunity to respond to relaxed service calls with a higher level of centralization

asalonger distance can betravelled for addivery. Under the non-hierarchical setup on
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the other hand, the system cannot exploit this opportunity and supplies to customers

with aconstant level of decentralization, i.e. from the closest facility.

‘g 6000 —o— Non-
>5000 hierarchical
.g 4000 system
g —&— Hierarchical
£3000 system
§ 2000
31000 - u Compl(?tely
centralized
0 T T T T T T T T T T 1 system
0 0.2 0.4 0.6 0.8 1
Fraction of demand for strict service (f)

Figure 5.12: Impact of demand fractions for the strict and relaxed services on cyclic
inventory cost (s=100, ss=50)

Figure 5.12 shows two inventory cost benchmarks under the hierarchical setup
(highlighted with square markers). The first relates to the inventory in the case of no
demand for the strict service and hence the service is only provided from the higher
level facilities. The second relate to the inventory in a completely decentralized
operation, i.e. when there is no demand for the relaxed service and hence the system
operates as anon-hierarchical system. Theinventory costs under the hierarchical setup
varies between these two levels depending on the value of f. Figure 5.12 aso shows
that the cyclic inventory cost is significantly lower if al service cdls are satisfied in a
completely centralized fashion (through only one facility) by ignoring the service

distance congtraints.

Figures5.13 (a) and (b) present the results based on the inventory cost functionsfor the
non-hierarchical setup (5.7) and the hierarchical setup (5.13) when the service distance
congtraints are atered while keeping the fractions of demand for both service types
equa and constant (f=0.5). Figure 5.13 (a) presents the case where both s and ss are
changed, such that s = 2ss, while Figure 5.13 (b) presents the case where s is kept

constant and ssis changed. When the distance constraint for the strict service decreases,
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the difference between the cyclic inventory cost under the hierarchical and non-
hierarchical setups increases (Figure 5.13 (b)). Under the non-hierarchical setup, a
reduction in the time window for the strict service compels meeting both types of
service demand with a higher level of decentralization. Under the hierarchical setup,
only demand for the strict service, which is half of the total demand, is met with a

higher level of decentralization.

30 4
25 -
20 -
15 -
10 -
5,
0 T . .

0 20 40 60
Maximum travelling distance within the Strict

service time (S;)
—a— Non-hierarchical system —&— Hierarchical system

Cyclic inventory cost
Thousands

(@) f=05; s =25
30 +
25 -
20 -
15 +
10 -
5 .

Cyclic inventory cost
Thousands

0 20 40 60

Maximum travelling distance within the Strict

service time (s,)
—o— Non-hierarchical system —e— Hierarchical system

(b) f=0.5, s=100.
Figures5.13 (a & b): Impact of service distance constraint on cyclic inventory cost

Figures 5.12 and 5.13 (a) and (b) show that the hierarchical setup typically resultsin a
lower inventory cost compared to the non-hierarchical setup. The percentage difference
between the inventory costs under the non-hierarchical and hierarchical setups is
highest when the fraction of demand for the strict service f and s/s ratio are at their

minimum (Figure 5.14).
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Figure 5.14: Percentage difference between inventory costs under the non-
hierarchical and hierarchical setups

The results from the computations for the safety stock cost (Figures 5.15 and 5.16 (@)
and (b)) generate sSimilar insights to those generated by the computations for the cyclic
inventory cost. However, the safety stock cost under the hierarchical system (5.15)
increases stepwise when f increases. This is because of the discrete nature of the
Poisson distribution used to determine safety stock levels. A certain number of items
maintained as a safety stock can meet the minimum service level for a certain range of
demand and decentralization. Changesin the value of f change the demand at both types
of service facilities under the hierarchical setup, which can require discrete increments
or decrements in the number items in stock. This results in fluctuations of the safety
stock cost observed in Figure 5.15. On the other hand, under the non-hierarchical setup,
changesin the value of f do not affect the demand at service facilities, hence the safety
stock cost (5.8) and the availability level remains constant for different values of f
(Figure 5.15). Besides, it can be observed in Figure 5.16 that in some cases, the
difference in safety stock costs under the hierarchical and non-hierarchical setups is

very low. This is adso due to the discrete nature of the Poisson distribution. This
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phenomenon isdiscussed in detail in the next section where the analysisis based on the

(S-1, S) inventory policy.
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Figure 5.15: Impact of demand fractions for the strict and relaxed services on safety
stocks (sr=100, ss=50, min. prob. of no-stockout = 0.98)
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Figures5.16 (a & b): Impact of service distance constraint on safety stocks (f = 0.5,
min. prob. of no-stockout = 0.98)

The following results show that transportation is costlier under the hierarchical setup

compared to the non-hierarchical setup in presence of demand for the relaxed service.
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With the decrease in f, and hence increase in the percentage of demand for the relaxed
service, a system under the hierarchica setup provides services with a higher level of
centralization, which increasesthetravelling (Figure 5.17). With fixed service distance
congtraints, the difference between the transportation cost under the non-hierarchical
setup (5.10) and the transportation cost under the hierarchical setup (5.17) is largest
when f is minimum, i.e. the fraction of demand for the relaxed service is maximum.
With the minimum f, a system under the hierarchical setup meets the entire demand
only through higher level service facilities (in larger catchment areas). Under the non-
hierarchical setup, regardless of the time alowance, a system meets the entire demand

with a higher level of decentralization, i.e. demand is aways met from the closest

facility.
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Figure 5.17: Impact of demand fractions for the strict and relaxed services on
transportation cost (s=100, ss=50)

Transportation costs under the hierarchica and non-hierarchical setups linearly
decrease asthe service distance constrai nts become stricter. Figure 5.18 (a) presentsthe
resulting transportation costs when the service distance constraints for both the relaxed
and the strict services decrease, such that the time window for the relaxed service is
twice the time window for the strict service, i.e. s=2s. With equal demand fractions
for both service types and a constant maximum service distance for the rel axed service,

Figure 5.18 (b) shows that compared to the hierarchical setup, the transportation cost

132



Chapter 5: Time-differentiated distribution costs under hierarchical and non-hierarchical setups

under the non-hierarchical setup is more sensitive to the strict service distance
congtraint. As all service cals are met from the nearest facility under the non-
hierarchical setup, anincrease in the number of facilities reducesthe average travelling
distance to reach customers for both the relaxed and the strict services. Under the
hierarchical setup, though the number of facilitiesincreaseswith areductionin thestrict
service distance congtraint, the centralization level for providing the relaxed service

does not change.
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Figures 5.18 (a & b): Impact of service distance constraint on transportation cost

Figure 5.19 showsthat the percentage difference between the transportation costs under
the hierarchical and the non-hierarchical setupsis highest when the fraction of demand

for the strict service f and s/s ratio are at their minimum.
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Figure 5.19: Percentage difference between transportation costs under the
hierarchical and non-hierarchical setups

5.4.2. Analysisconsidering (S-1, S) inventory policy

The following analysis considers the (S-1, S) inventory policy to determine overall
inventory levels (total base stock) under the modelled non-hierarchical setup (5.9) and
the hierarchical setup (5.16). Figures 5.20 (a), (¢) and (e) show the effect of varying
demand fractions for the relaxed and strict services on inventory levels with three
different demand rates. Figures 5.20 (b), (d) and (f) present the corresponding
transportation costs under the non-hierarchical and hierarchical setups. The resultsin
these figures are based on the demand rates of 1000, 2000 and 4000 parts per year,
and considering the overall area as 200,000 length units?, the distance constraints for
the relaxed and strict services as 100 and 50 length units respectively, the
transportation cost per unit length (C:) as £1, the minimum fill-rate level (proportion

of demand met from stock on hand) as 0.98, and the replenishment lead time as 2 days.
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Figures 5.20 (a—f): Impact of demand fraction for the strict and relaxed services on
inventory level and transportation cost

Figures 5.20 (a), (c) and (€) give no clear indication on whether a system under the
hierarchical setup performs better in terms of inventory levels compared to under the
non-hierarchical setup. The results show that the inventory levels under the
hierarchical setup are not always lower than the inventory levels under the non-
hierarchical setup, whereas, in the presence of demand for the relaxed service, the

hierarchical setup aways results in a higher transportation cost than the non-
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hierarchical setup. As seen in the previous section as well, the improvement in the
transportation cost by employing the non-hierarchical setup increases as the fraction
of demand for the relaxed service increases (Figures 5.20 (b), (d) and (f)). It seems
that unless the fraction of demand for the strict service is rather small, there might be
no benefit from deploying a hierarchical setup. Note that the SPL cases do report low
demand for the strictest service, which indicates that the hierarchical setup can be

beneficial in these red life systems.

The observation with regardsto inventory levelsisinteresting. The results suggest that
even though the level of centralization is higher under the hierarchical setup, in many
cases, the inventory levels under the completely decentralized non-hierarchical setup
arelower. Thereason for thisbehaviour isthat aslight reduction in demand at afacility

does not always alow to reduce the facility’ s base stock level.

Although transforming a system from the non-hierarchical setup to the hierarchical
setup reduces demand at the majority of the facilities (i.e. at lower level facilities), the
required base stock levels at these facilities cannot necessarily be reduced while
maintaining the minimum fill-rate level. On the other hand, the transformation
increases demand at higher level facilities and can potentialy increase the required
base stock levels at these facilities to maintain the minimum fill-rate level. Hence, on
the whole, this can increase the stocks in the system. This explains why in several
cases the inventory under the hierarchical setup, which is more centralized, is higher
than the inventory under the more decentralized non-hierarchical setup. The following

example can help to better comprehend this behaviour.

Let,

A = overall area= 200,000 Length unit?
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Ss= service distance constraint for strict service = 50 length units

S = service distance constraint for relaxed services = 100 length units
/.= demand rate per year = 4,000 units

L = replenishment lead time = 2 days = 0.005479 years

Demand over lead time in the system = 21.92 units

Minimum service availability level (fill-rate) = 0.98

f = fraction of demand for strict service = 0.8

(1-f) = fraction of demand for relaxed services = 0.2

Table 5.4 shows the outcome of inventory functions for the non-hierarchical setup

(5.9) and the hierarchical setup (5.16) considering the above values for the variables.

Table5.4: (S1, S inventory policy example under the hierarchical and non-
hierarchical setups

Non-hierarchical setup Hierarchical setup
Number of facilities = 30.8 Number of Higher Level facilities=7.7
Demand over lead time at one facility = 0.71 Demand over lead time at one Higher Level
units facility = 1.14 units
Required stock level at one facility =4 Required stock level at one Higher Level
(providing 99.4% fill-rate) facility = 5 (providing 99.37% fill-rate)

Total stock in Higher Level facilities= 7.7*5
Total stock in the system = 4*30.8 = 123 units =38.49

Number of Lower Level facilities=23.1
Demand over lead time at one Lower Level
facility = 0.57 units

Required stock level at one Lower Level
facility = 4 (providing 99.7% fill-rate)

Total stock in Lower Level facilities=23.1*4
~924

Total stock in the system = 131 units

It can be seen in Table 5.4 that, under the non-hierarchical setup, demand at one
facility is 0.71 units over the replenishment time, which requires 4 units to be
maintained at a facility to meet the 98% minimum fill-rate. Under the hierarchical
setup (where lower level facilitiesarein mgjority), the demand at alower level facility

reduces to 0.57 units over the replenishment time from 0.71 units, but we still need to
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maintain 4 unitsin afacility to meet minimum 98% fill-rate requirement. If we reduce
the base stock level at a facility from 4 to 3, the fill-rate becomes 97.974%. At the
same time, demand at a higher level facility increases from 0.71 units over the
replenishment timeto 1.14 units. Thisincrease also requires to increase the base stock
level at a higher level facility from 4 to 5 to achieve the minimum 98% fill-rate level.
Maintaining the base stock level of 4 at a higher level facility will provide a 97.1%
fill-rate. Hence, overall the stock level in the system increases under the hierarchical

setup compared to under the non-hierarchical setup.

For further investigation, Figure 5.22 explores the spike in the inventory level under
the hierarchical setup in Figure 5.20 (e€) when the fraction of demand for the strict
serviceis 0.8 (highlighted in Figure 5.21). By dividing the demand fraction scale into
smaller units, Figure 5.22 and Table 5.5 show that the increase in the inventory under
the hierarchical setup is stepwise. As mentioned above, under the non-hierarchical
setup, demand at one facility is 0.71 (independent of the fractions of demand for both
servicetypes), which requires 4 unitsin theinventory at afacility to meet the minimum
fill-rate level of 98%. Total inventory under the non-hierarchical setup is equal to
4x30.8 =~ 123 units (where 30.8 is the total number of facilities). When f is equal to
0.80 the demand at a higher level and alower level facility is equal to 1.14 and 0.57
units over the replenishment lead time respectively requiring 5 and 4 unitsin inventory
respectively to meet the minimum fill-rate requirement. Demand at higher level
facilities decreases as f increases, but the required stock level to meet the minimum
fill-rate level remainsthe same at 5 till f equalsto 0.85. Only when f increases to 0.86
the required stock level at ahigher level facility can be reduced to 4 (with demand of
1.01 units over the replenishment lead time), reducing the overall inventory level in
the system (Figure 5.22 and Table 5.5).
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Table 5.5: Inventory under the hierarchical setup (corresponding to Figure 5.22)
Total
inventory in
the system =
NS+ (Nsr)S.

Demand over Demand over Stock level — Stock level
leadtimeata leadtimeata atahigher atalower
higher level lower level level level
facility facility facility (Sy) facility (S)

03 0.7 1.35 0.50 5 3 108
029 0.71 1.33 051 5 3 108
028 0.72 131 051 5 3 108
0.27 0.73 1.29 0.52 5 3 108
026 0.74 1.27 0.53 5 3 108
025 0.75 1.25 0.53 5 3 108
024 0.76 1.22 0.54 5 3 108
023 0.77 1.20 0.55 5 3 108
022 0.78 118 0.56 5 3 108
021 0.79 1.16 0.56 5 3 108

02 08 114 0.57 5 4 131
019 0.81 112 0.58 5 4 131
0.18 0.82 1.10 0.58 5 4 131
0.17 0.83 1.07 0.59 5 4 131
0.16 0.84 1.05 0.60 5 4 131
0.15 0.85 1.03 0.61 5 4 131
0.14 0.86 101 0.61 4 4 123
0.13 0.87 0.99 0.62 4 4 123
0.12 0.88 0.97 0.63 4 4 123
0.11 0.89 0.95 0.63 4 4 123

01 09 0.93 0.64 4 4 123

* nr =7.7isthenumber of higher level facilities, and n-nr = 23.1 isthe number of lower level
facilities

With equal fractions of demand for both service types (f =0.5), Figures 5.23 (a), (¢)
and (e) show the impact of reducing service distance constraints (such that s = 2s)
on inventory levels. Inventory levels increase as the service distance constraints
reduce, with the non-hierarchical setup performing better than the hierarchical setup
in some of the cases. On the other hand, the transportation cost (Figures 5.23 (b), (d),
and (f)) increases linearly when the service distance constraints become more relaxed
with the non-hierarchical setup performing better than the hierarchical system in al
cases. The gap in the transportation cost under the hierarchical and non-hierarchical

setups increases with the relaxation in service distance constraints.
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Figures 5.23 (a—f): Impact of service time constraint on inventory level and
transportation cost

Figures 5.24 (a — c) show the impact of different fill-rate constraints on inventory
levelswhen ss= 50, s = 100 and f = 0.5. The inventory levels under the hierarchical
and non-hierarchical setups increase stepwise when the minimum required fill-rate
increases, with non-hierarchical setup performing better in several cases. The figures
also show that the inventory level in a completely centralized system, where there is

only one service facility, has very low sensitivity to the fill-rate constraint.

141



Chapter 5: Time-differentiated distribution costs under hierarchical and non-hierarchical setups

__100
i‘O, 30 I Completely
@ 60 ,—f centralized system
@
2 40 / / Non-hierarchical
3 —
£ 10 System
z
'g 0 TTT T T T T T T T T T T T T T T T T T TTTT] Hierarchical
H RR I 2IIIA system
= S ©o o o o S o o
Min. fill-rate (service availabiliy level)
(a) Demand = 1000 parts per year
__120
<
g 100 I Complgtely
> 80 [~ centralized system
g 60 / /
T 40 _/—/ = Non-hierarchical
o
< 20 - System
:O: O rTTrrrrrrrrrrria TrTTTTTTT 1
g n 0 4 < N~ o s w o = Hierarchical
2 N N O 0 0 5 O O O
= o © o o o o © o system

Min. fill-rate (service availabiliy level)

(b) Demand = 2000 parts per year

150

3 Completely

2 ~ centralized system
o 100

3 / —

2 —_—T : .

S 50 == Non-hierarchical
£ System

z

g O rrrrrrrrrrrrrrrrrrrrrroro1i

: KR 2SI E TR K §F—Hierarchical

- o O O o o o O O

system
Min. fill-

=

ate (service availabiliy level)

(c) Demand = 4000 parts per year
Figures 5.24 (a—c): Impact of required minimum fill-rate level on inventory

54.2.1. Analysisbased on a past demand of a part at Company B

This section presents an analysis based on the demand information of aCompany B’s
average part and the company’s warehouse locations in the mainland UK. The
inventory and transportation levels are analysed with respect to the fractions of
demand associated with two time-based service types considering a hierarchical and a

non-hierarchical setup. The purpose is to realize how some of the research variables
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can interact in area-world setting. The analysisis based on the following assumptions

and simplifications due to the limited information:

- The forward replenishment role of the central warehouse (at Milton Keynes)
isignored. That is, the system is considered to be a single echelon system.

- Inthe non-hierarchical setup, all of the local demand is fulfilled by the local
warehouse, regardless of the requested service time.

- Under the hierarchical setup, one of the warehouses is considered as a higher
level warehouse while the others are considered as lower level warehouses. All
warehouses (both higher and lower level) fulfil the local requests for a part
supply in the short service time(s) (strict services). A request for a part supply
within a longer service time (relaxed service), e.g. next day service, is only
fulfilled by the higher level warehouse to avail the opportunity to meet the
relaxed service demand centrally (Table 5.6).

Table 5.6: Facility and service types

Facility type Strict service(s) Relaxed service
Higher level warehouse 4 4
Lower level warehouses v

- The ratio of demand for the strict and relaxed services is same at all
warehouses.

- All warehouses operate under the one-for-one (S-1, S) inventory policy
assuming the Poisson demand process.

-  Warehouse to warehouse distance (determined through Google maps) is
considered if a local request of a warehouse is fulfilled by the higher level
warehouse. Also, the transportation distance is neglected for alocal service.

Table 5.7 presents the actual demand for a service part in the locality of each of
Company B’s mainland UK warehouses over approximately six months (195 days)

and Figure 5.25 (a) shows the location of company’ s warehouses in the mainland UK.
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Table 5.7: Mainland demand
Warehouse Demand % of Demand

Edinburgh 52 7.58
Manchester 131 19.10
Barming 105 15.31
Milton Keynes 152 22.16
West London 6 0.87
Aberdeen 9 131
Birmingham 112 16.33
Newcastle 32 4.66
Bristol 35 5.10
Southampton 4 0.58
Leeds 19 277
Cambridge 2 0.29
Glasgow 21 3.06
Nottingham 2 0.29
Plymouth 4 0.58

Total demand 686

Figure 5.25 (b) presents the hierarchica setup which is considered for the
investigation, with Birmingham asthe higher level warehouse providing strict services
in its locality and providing the relaxed service throughout the system. All other
warehouses are considered as lower level warehouses only fulfilling the local requests
for partsin short service times. Compared to other warehouses, selecting Birmingham
as the higher level warehouse results in the lowest travelling level. That is, selecting
Birmingham as the higher level warehouse minimizes ¥;¢;(X; X e, 4;T;;) subject to
Y X; =1and X; € {0,1}, wherel isthe set of all warehouses, X; isone if warehouse
i is the higher level warehouse (else zero), Ji is the set of warehouses other than
warehouse i, /; is the demand at warehouse j, and Tj; is the distance between the

warehousesi and j. See Appendix 4 for the distances between the warehouses.
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Figures5.25 (a & b): Warehouse locations

The inventory levels in the non-hierarchical setup are determined under the (S-1, S)
policy considering that each facility satisfies all the demand in its locality. Under the
hierarchical setup, considering f to bethefraction of total demand for the strict services

and 1-f be the fraction of total demand for the relaxed service, the inventory levels are

determined considering,

Demand served by a local warehouse j = f X A; ,

where J; isthe total demand in the locality of the lower level warehouse .

Demand served by the higher level warehouse = (1 — f) Zje](/lj) + Agw,

where J is the set of lower level warehouses, 4; is demand in the locality of the lower

level warehouse j, and Anw is demand in the locality of the higher level warehouse.
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Neglecting the travelling distance to supply a part by awarehouse in its own locality,

Total distance travelled to reach demand locations = (1 — f) Z]-e](/lj’l‘j),

where /; isdemand in the locality of the lower level warehouse | and Tj is the distance

between the higher level warehouse and the lower level warehouse |.

Considering the demand inthe system (Table 5. 7), the minimum fill-rate level as98%,
and 1 day replenishment time, Figures 5.26 and 5.27 present the total inventory level
and average per day travelling respectively against varying demand fractions for the

relaxed and strict services.
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Figure 5.26: Inventory level under different demand fractions for strict and relaxed
services
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Figure 5.27: Average travelling per day to supply parts under the hierarchical setup
Theresultsare similar to thosein the previous section. The higher fractions of demand

for the relaxed service result in higher travelling for the distribution. The inventory
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levels on the other hand are reduced under the hierarchica setup and a higher demand
fraction for the relaxed service. However, for a significant range of the demand
fractions, the inventory level remains constant under the hierarchical setup. When the
fraction of demand for the strict services f drops from 0.7 to 0.4, the inventory level
under the hierarchical setup does not reduce (Figure 5.26), while the transportation
level increases linearly throughout this changein f and almost doubles from 123 miles
to 246.2 miles (Figure 5.27). However, in the low range of the demand fraction for the
strict services (f < 0.4) the benefit on inventory cost from having the hierarchical setup
can be significant. For example, when f = 0.1, thereisadifference of 10 units between
the inventory levels under the hierarchical and non-hierarchical setups. Considering
the average cost of a part as £1,000 and 17,000 different parts in inventory at the
company, the potential benefit of operating under the hierarchical setup can be
substantial. Note that at Company B approximately 60% of demand isfor the next day
and eight hour service options and only around 10% of the demand isfor the two hours
(the strictest) service time option. When the demand for the strict services completely
fades, the inventory under the hierarchical setup sharply drops, asthe setup can supply
parts in a completely centralized fashion from the higher level warehouse. When the
fraction of demand for the strict services f reduces from 0.1 to 0, the inventory level
under the hierarchical setup drops from 26 units to 9 units, a 65.4% decrease. The
system under the non-hierarchical setup holds four time more stocks than under the

hierarchical setup whenf = 0.

5.5.Conclusion

The presented model and the analysis explore effects of different service time (or

distance) constraints on some of the important components of distribution cost. The
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results presented in the preceding sections confirm that there can be asignificant impact
of service time constraints on inventory and transportation costs. The proportions of
the strict and relaxed service requests in overall demand aso impact on the inventory

and transportation costs if facilities in adistribution system have a hierarchical setup.

Under the (R, Q) inventory policy, the results show that the distribution through a
hierarchical organization of facilities, where customers are not necessarily served from
the nearest stocking point (in order to alow a higher level of centraization while
adhering to service time commitments), can lower the overal inventory levels.

However, thisis at the expense of increased transportation costs.

A non-hierarchical organization of service facilities, in which all customers are served
from the nearest stocking point, can result in a lower average distance to reach
customers. However, when considering the (R, Q) inventory policy, resources
associated with inventory management can be wasted under a non-hierarchical setup
as the stocks are deployed in a more decentralized fashion even though a more
centralized deployment can meet the service time constraints. As a non-hierarchical
system treats all service calls in a similar fashion, overall similar inventory and
trangportation costs incur in serving customers with different service time
requirements. Theinventory and the transportation costsin ahierarchical system onthe
other hand can react to the changes in the demand fractions for different time-based
service types. It can be beneficia to deploy stocks with high inventory related costsin
ahierarchica fashion while deploying stocks with low inventory related costsin anon-

hierarchical fashion.

The investigation based on the (S-1, S) inventory policy gives some counterintuitive

outcomes. Besides the transportation cost being higher in a system under ahierarchical
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setup asit servesin amore centralized fashion, a hierarchical setup doesnot necessarily
result in a lower overal inventory level compared to that under a non-hierarchical
setup. Because demand at facilities under anon-hierarchical setup is not affected when
the fractions of demand for the relaxed and strict services change, the inventory level
in the system also does not change. Under the hierarchical setup, due to the discrete
nature of the (S-1, S) inventory policy, the inventory levels change stepwise when the
demand fractions of the service types change; in several cases exceeding the required
inventory leve if the system was being operated as non-hierarchical. Results suggests
that, apart from the cases where the fraction of demand for the relaxed serviceis very
high, it can be financially better to distribute under a more decentraized (and hence
more responsive) system as both inventory and transportation levels in the system can
be lower. Hence, the presence of some demand for the service in the longer time
window might not always result in lower the operationa cost. However, demand for
the service in the longer time window can increase the opportunity for inventory
sharing between facilities. Thisis investigated in the next chapter, which also verifies

the insights generated by the model presented in this chapter.
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Chapter 6. Impact of inventory sharing on service

availability and transportation levels

6.1.Introduction

The model presented in the previous chapter gives interesting insights but one
limitation of the work is the boundary effect error. The model provides an analytical
treatment of the problem and a flexibility to investigate several combinations of
parameter values, but at the cost of some accuracy. Building on the study in the
previous chapter, this chapter presents the analysis based on specific cases of facility
point locations and their regionsin abounded square area. Thefollowing work verifies
the insights generated so far. However, with the focus on items with low demand, the
main extension is the simulation study which investigates the impact of different
inventory sharing configurations considering the (S-1, S) inventory policy on the
service availability level and transportation cost. When considering inventory sharing
between facilities, estimating fill-rates becomes challenging even with strict
assumptions on maximum stock levels, e.g. S < 1, and on the number of facilities in
an inventory sharing pool, e.g. only two (lyoob and Kutanoglu, 2013). In this study,
the inventory sharing/transshipment is only considered if the demand point is within
the coverage distance from the sharing facility. There can be several overlapping areas
of different sizes and forms covered by multiple facilities having multiple covering

ranges. This also makesit complex to estimate the average service distance.

The chapter is organized as follows. Section 6.2 states the description of the problem

addressed in this chapter. In Section 6.3, issues in packing a rectangle with regular
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hexagons are highlighted and the square partitioning is discussed as the aternative.
Section 6.4 presents the cases for the analysis. Section 6.5 presents inventory and
transportation level computations considering the cases in Section 6.4 with varying
fractions of demand for two time-based service types. The computation results are not
discussed in detail as they are similar to those generated in the previous chapter. The
simulation study is presented in Section 6.6 to investigate the impact of different
inventory sharing scenarios on the service availability and transportation levelsagainst
varying demand fractions for the time-based service types. Finadly, the main insights

are summarised in the conclusion in Section 6.7.

6.2.Problem description

Consider a square area in a Cartesian system. Customers with identical demand are
uniformly distributed inside the area and the customers are supplied with parts within
two different service time commitments. The service that ensures supply within the
short timewindow isreferred asthe‘ strict’ service, and the service that ensures supply
in the longer time window is referred as the ‘relaxed’ service. Travelling distances

inside the area are Euclidean and are proportional to the time.

There exists adistribution system in the area comprising of facilities that, considering
the distance (or time) constraint for the strict service, cover the entire area efficiently
in terms of transportation by being located in the middle of their service regions. A
service region comprises all the points that are closer to the respective facility than to
any other facility (i.e. Voronoi cell). Under the non-hierarchical setup, all facilities
provide both the strict and the relaxed services in these regions. To set-up a

hierarchical system, a subset of facilitiesis designated as higher level facilities, which
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are just sufficient to cover the entire area considering the relaxed service distance
constraint. Under the hierarchical setup, al facilities provide the strict services, but,
only higher level facilities provide the relaxed service for centralization. Facilities
other than higher level facilities are lower level facilities (only providing the strict

service).

The objectives of the study areto,

1) determine the effect of decentralization (the number of facilities) and the
fractions of demand for the strict and relaxed services on the inventory level
and the average distance to reach a demand point under the hierarchical and
non-hierarchical setups, and

2) determine the effect of inventory sharing with different combinations of
demand fractions for the strict and relaxed services on the service availability

level (fill-rate) and the average distance to reach a demand point.

The terms *availability level” and ‘fill-rate’ are used interchangeably and refer to the
percentage of demand met from stocks on hand. The term *average service distance’
is used to refer to the average distance to reach a demand point. The terms ‘service
distance constraint’ or just ‘distance constraint’ is used to refer to the maximum

distance that can be travelled for atime-based service type.

6.3.Packing a rectangle with regular polygon patterns

When serving customers with auniform geographical distribution in aregion, interms
of the average service distance, the optimum location for the facility point is the
centroid of the region (Suzuki and Okabe, 1995) or the centre of the region in case the

region is a regular polygon. The average distance from the origin is minimized
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uniquely by the regular polygon centred at the origin (Morgan and Bolton, 2002). This
cannot be achieved when regular hexagonal regions are to be bounded in a rectangle.
Within a regular hexagona pattern (Figure 6.1), the distance between two adjacent
centre pointsin onelayer is+/3s, where sisthe side (edge) length of hexagons and the
maximum distancethat can betravelled in ahexagon fromits centre point. The vertical

distance between two adjacent layers of centre points is 1.5s. And, points on two

adjacent layers are not aligned; there is a horizontal displacement of \/2—5 s.

(V3)s/2
o—‘— o o c
1.5 \@s
b —‘_ O o
o o o c

Figure 6.1: Regular hexagonal pattern

L et centre points of the hexagonsin aregular hexagonal pattern (Figure 6.1) represent
facility points. To bind a regular hexagonal pattern in a square/rectangle, starting

placement from any corner point, the first layer of facilities can be started ?s away

from the adjacent vertical boundary and %s away from the adjacent horizonta

boundary (Figure 6.2 (a)). But, to retain the regular hexagonal pattern, the next layer
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of facilities, 1.5s away from the first row, has to start with a facility on the vertical
boundary. As a result of this placement, al facilities adjacent to the horizonta
boundary, and every second facility adjacent to the vertical boundary serve in partia
hexagonal areas (Figure 6.2 (a)). Another approach to the placement is presented in
Figure 6.2 (b), which is equivalent to rotating the pattern in Figure 6.2 (a) 90° to the
right. In this placement, all facilities adjacent to the vertical boundary, and every
second facility adjacent to the horizontal boundary serves a partial hexagonal area.
These are clearly not good solutions with respect to the average travel distance and

maximizing the coverage as some facilities are located at the regional boundaries.

v

v

a) b)

Figure 6.2 (a & b): Binding hexagonal patternin arectangle

There are additional issues in binding a hierarchical hexagonal pattern (Figure 6.3).
Recalling from the previous chapter, in a nested hierarchical hexagonal pattern
allowing the relaxed and strict service time constraints ratio of 1:0.5, lower level
facilities are located on the middle of the edges of higher level facilities hexagonal
service areas for the relaxed service (Figure 5.7 Chapter 5). Such hierarchical

hexagonal patterns comprise of two types of facility point layers; 1) higher level
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layers, having aternating higher level and lower level facilities, where each higher
level facility has both a smaller and a larger service area, and 2) lower level layers,
having only lower level facilitieswith smaller service areas (Figure 6.3). Two adjacent
higher level facility points on a higher level layer are 2 x +/3s away from each other,
where sisthe side length of smaller hexagons (representing service areas for the strict

service). The vertical distance between two adjacent higher level layersis 3s, and the

horizontal displacement of between two adjacent higher level layersis equal to +/3s.
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©)  Higher level facility

O Lower level facility

Figure 6.3: Hierarchical hexagonal pattern

Converting the single level hexagonal patterns in Figures 6.2 (a) and (b) into nested
hierarchies results in some areas (on boundaries) that are not covered for the relaxed
service by higher level facilities (Figures 6.4 (a) and (b)).
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Figures 6.4 (a & b): Uncovered areas for relaxed service

Two approaches of fitting a hexagonal hierarchy that can alow covering for both
service types are presented in Figures 6.5 (@) and (b). The patterns require the first
facility point on thefirst layer (adjacent to the lower boundary) to be placed at the | eft
vertical boundary. In these patterns, some higher level and lower level facility points
are required to be located on boundaries. The patterns give a whole range of different

service areas.
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Figure 6.5 (a & b): Hierarchical hexagonal placement for full coverage

In view of the above mentioned issues with packing a regular hexagonal patternin a
rectangular area, we base our analysis on the square packing (Figures 6.6 and 6.7).
Squares are one of the three regular polygons (others being hexagons and triangles)
which can tile a plane to provide complete coverage. When tiling a rectangle with a
hexagonal pattern of service areas, most facilities adjacent to the boundaries servein
partia hexagonal areas and are located away from the service area centres. Regular
square tilling, on the single (strict) level under certain conditions, can represent a
system where al facility points serve within full service areas from the centres. Also,
it has been noted by Ldsch, a seminal contributor to regional science and urban
economics, that the superiority of a hexagon over a square region is small and of no
practical importance in many instances. Square “is not much inferior to the hexagon”
and is the second best region with an added advantage of ssmply drawn boundaries

(Losch, 1954).
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Figure 6.6: Square packing
Asin a hexagona hierarchical pattern (Figure 6.3), a hierarchical square pattern can
be set-up by aternatively placing layers of aternating higher level and lower level
facility pointsand layers of al lower level facilities (Figure6.7). A hierarchical square
packing can also result in the relaxed and strict service time constraints ratio of 1:0.5.
That is, the maximum travelling distance in the catchment areas for the relaxed service
istwice that in the catchment areas for the strict service. All rows of facility points are

aligned and there are no facility points located on the boundaries.

— Strict service boundary

® Higher level
O Lower leve — — - Relaxed service boundary

Figure 6.7: Hierarchical location in sguare pattern
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A symmetrical nested hierarchical pattern with square packing is only possible when
the number of layers and the number of facilities in a layer are odd. Also, as a
limitation, although the strict service is provided from the centres of the service areas,
the same is not true for the relaxed service provision in the areas adjacent to the

boundaries.

6.4.Cases

We analyse four cases in a unit square. The distance constraints for the strict service
are selected with the consideration that the unit square is perfectly tiled, i.e. without
partial strict service regions (squares). Setting a hierarchy of these strict service
regions however do result in relaxed service regions adjacent to boundaries being
partial squares. The cases a ong with the maximum distancesfrom thefacilitiesin their
service areas (the service distance constraints) are presented in Figures 6.8 —6.11. The

dashed lines --- in these figures represent the service area boundaries for relaxed

service.

T
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Distance constraint for strict service = 0.2357 Distance constraint for relaxed service = 0.4714

Figure 6.8: Case 1 —9 facilitiesin a unit square
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Figure 6.9: Case 2 — 25 facilitiesin a unit square
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Figure 6.10: Case 3 —49 facilitiesin a unit square
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Distance constraint for strict service = 0.0786 Distance constraint for relaxed service = 0.1572
Figure6.11: Case 4 — 81 facilitiesin a unit square

6.5.Computational analysis

This section presents the inventory level and average service distance computations
based on the above cases and considering varying fractions of demand for the relaxed

and strict services. Let,
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A= area of the rectangle (square) with uniform geographical distribution of

customers

A= overal demand in the area over unit time
L= replenishment lead time
f= fraction of demand for the strict service
1-f= fraction of demand for the relaxed service
Fr=  minimum service availability (fill-rate) level
n=  total number of facilities
A= demand served by facility i over unit time

i =  base stock level at facility i
Ai = sSizeof service area covered by facility i for the relaxed service

i = Sizeof service area covered by facility i for the strict service

T = averagedistancefrom facility i to reach ademand point for the relaxed service
in A
Ts = average distance from facility i to reach a demand point for the strict service

In Ag
Notethat Ty = Ty and Ari = As under the non-hierarchical setup.
T, = average service distance for the relaxed service

Ts = average service distance for the strict service

The base stock level at facility i (S) under the (S-1, S) policy is determined according
to the procedurein Section 5.3 (Chapter 5) considering the demand received by facility

I over the replenishment lead time (L4i) and the minimum service availability level
(Fr), where 4, = (1~ A (%) + £2(%).

A A

Total inventory (base stock) in system = Y., S; (6.2)
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The average service distances for the relaxed service (Tr) and for the strict service (Ts)

are determined through the procedurein Appendix 5. The average service distance for

Ari

the relaxed service (Ty) is computed as Y1 ; Ty (7), i.e. the weighted average of the

average service distances in the service areas for the relaxed service. Similarly, the
average service distance for the strict service (Ts) is computed as Y- ; Ts; (%). The

overal average distance to reach a demand point is then determined considering the

fractions of demand for both service types.

Average service distance = (1 — f)(T,.) + f(T) (6.2)

The computational results are comparable to the results in the previous chapter. The
inventory level computations under the (S-1, S) inventory policy are based on two
different demand rates (1 unit and 4 units over the replenishment lead time) and
considering the minimum service availability level of 98%. Figures 6.12 (a) and (b)
present the inventory levels considering the (S-1, S) policy under the hierarchical and
non-hierarchical setups in the four test cases considering equal demand fractions for
the relaxed and strict services (f=0.5). It is confirmed that the hierarchical setup,
offering a higher centralization level, does not necessarily result in alower inventory
level compared to the non-hierarchical setup under the same conditions. Another
interesting observation is that, under the non-hierarchical setup with the demand rate
of 1 unit over the replenishment lead time, theinventory level in case 4 islessthan the
inventory level in case 3 which ismore centralized having fewer facilities (Figure 6.12
(@). These behaviours are due to the nature of service/base stock level trade-offsin
the (S-1, S) model for items with very low demand in which the inventory levels

suddenly leap or drop with changes in demand.
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(b) Demand = 4 unit over replenishment lead time

Figures6.12 (a & b): Inventory (total base stock) under (S-1, S) policy - (f = 0.5)

Under the non-hierarchical setup, the demand rate at each facility equals to the total
demand rate divided by the number of facilities. In case 3 there are 49 facilities, each
receiving approximately 0.02041 requests over the replenishment lead time.
Considering 98% minimum service availability level, each facility in case 3 requires
the base stock level of 2 units, which makes the total inventory level in the system
equal to 98 (=2x49). In case 4, there are 81 facilities, and hence each facility receives
approximately 0.01235 requests over the replenishment lead time, i.e. 1/81. To satisfy
the minimum service availability level of 98% each facility has to maintain the base
stock level of 1, which makes the total inventory level in the system equal to 81 (less

than that in case 3).
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The average service distance under the hierarchical and non-hierarchical setupsfor all
four cases is presented in Figure 6.13. The hierarchical setup results in a higher
average service distance in all cases. The average service distance increases
approximately linearly as the system becomes more centralized (from case 1 through
to case 4), with the rate of change higher under the hierarchical setup than under the

non-hierarchical setup.

0.200 Case 1

0.150
Case 1

0.100

0.050 Case 3

Case 4
0.000

0.07 0.12 0.17 0.22

Distance constraint for strict service

Average travelling distance

—@— Hierarchical system ——@=— Non-hierarchical system

Figure 6.13: Average service distance - (f = 0.5)

Figures 6.14 and 6.15 show the impact of the demand fractions for the relaxed and
strict services on the inventory (total base stock) level (considering the (S-1, S)
inventory policy) and average service distancein case 1, while Figures 6.16 and 6.17
show the same for case 2. The finding confirm that an increase in the fraction of
demand for the relaxed service does not necessarily decrease the inventory under the
hierarchical setup. Also, operating in the non-hierarchical fashion, resulting in
maximum decentralization, does not result in a higher inventory level in most
instances compared to when the system operates under the hierarchical setup. While,
with an increase in the demand fraction for the relaxed service, the average service
distance increases under the hierarchical setup and remains lower and constant under

the non-hierarchical setup.
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(b) Demand = 4 units over replenishment lead time
Figures 6.14 (a & b): Impact of demand fractions for strict and relaxed services on
inventory (total base stock) under (S-1, S) policy — Case 1
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Figure 6.15: Impact of demand fractions for strict and relaxed services on average
service distance — Case 1
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(b) Demand = 4 units over replenishment lead time
Figures 6.16 (a & b): Impact of demand fractions for strict and relaxed services on
inventory (total base stock) under (S-1, S) policy — Case 2
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Figure 6.17: Impact of demand fractions for strict and relaxed services on average
service distance — Case 2

Lastly, Figures6.18 and 6.19 present the inventory level computations considering the
EOQ inventory model with following hypothetical settings: demand (1) = 1500 units

per unit time, holding cost (Cr) = £10 per unit per unit time, ordering cost (Co) = £100
per order. The average inventory levels are computed as Z?ﬂ% f%"’ll where n isthe
h

total number of facilities and /i is the demand at facility i. Figure 6.18 presents

inventory levels with different fractions of demand for the relaxed and strict services
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in case 1, and Figure 6.19 presents the inventory levelsfor the four test cases with the
equal fractions of demand for the relaxed and strict services (f=0.5). The results
confirm that the more centralized the system is, the lower is the inventory level under
the EOQ inventory policy, i.e. hierarchical system performs better than the non-

hierarchical system.
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Figure 6.18: Impact of demand fractions for strict and relaxed services on inventory
level under EOQ policy — Case 1
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Figure 6.19: Average inventory level under EOQ policy — (f = 0.5)

Notethat for the averageinventory levelsunder the EOQ policy, thefollowing insights
persist and that the overal trends in the plots remain similar with the changes in

demand A, order cost Co, and holding cost Ch:

- Withtheincreasein the fraction of demand for the strict service, the inventory
in the hierarchical setup increases, yet the marginal increase diminished. The

inventory level under the non-hierarchical setup remains higher than the level
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under the hierarchical setup except for the case where there is no demand for
the relaxed service, in which case the inventory levels are the same under both
setups.

- When the distance constraints reduce, the inventory levels increase and at a
higher rate when the limiting distance is low. The inventory level and the rate
of inventory increase under the non-hierarchical setup remain higher than the

level and rate under the hierarchical setup.

zco

As stated above, we compute the average inventory level as Y- , which is

112

zco

equal to

n JA=PA; + fAy, where = / is constant. The graph of

1 zco

VA=A + fA; will retain the form of the graph of

V@ = A + fAg with respect to f or the service area sizes. The increase

zco

(decrease) in the value of % , depending on the changes in inventory order and

holding costs and demand, raises (lowers) and stretches (compresses) the graph line

along the vertical axis while retaining the characteristics stated above.
6.6.Simulation study

The study investigates the impact of inventory sharing on time-differentiated
distribution under the hierarchical and non-hierarchical setups. Pooling the stocks
reduces the risk from the uncertain demands, which results in lower costs and higher
profits (Cherikh, 2000). However, sharing may also result in higher transportation
costs as transshipments are made from nonlocal facilities. Hence the travelling factor

should not be ignored in the evaluation of a sharing strategy. As mentioned in the
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literature review, the studies related to inventory sharing normally consider a fixed
transshipment cost, independent of the distance travelled. Also, when the services are
time constrained, an obvious factor affecting the level of sharing is the range or
distance that can be travelled in the constrained time window. Yang et a. (2013) note
that though the transshipment time is not negligible, this aspect (the spatial
consideration) is hardly considered in the existing service logistics literature. In this
study, we only consider inventory sharing if an alternate supply can be made from
within the service distance constraint, i.e. only in the areas where the service range of
facilities overlap (Figure 6.20). This study provides some novel insights by
considering two time (distance) constrained services, varying demand fractions of

both service types, and the hierarchical and non-hierarchical setups.

Figure 6.20: Overlapping ranges of facilities (sharing area on boundaries)

The simulation model is programmed to investigate a non-sharing and two sharing

configurations described in the following section.
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6.6.1. Configurations

Consider that thelocal facility for arequest isthe nearest facility offering the requested
servicetype. That is, under the hierarchical setup, in case of arelaxed service request,
the local facility is the nearest higher level facility, and, in the case of a strict service
request, the local facility is the nearest facility, be it a higher level or a lower level
facility. While, under the non-hierarchical setup, for either arelaxed or astrict service
request, the local facility is the nearest facility (as all facilities provide the full range
of service options). With these consideration we simulate the hierarchical and non-

hierarchical setups under the following three configurations:

1) Non-sharing (under the hierarchical and the non-hierarchical setup)

A service reguest is met only by the local facility providing the required service type.
In case of stock-out at the local facility at the time of request, the service request is

back ordered.

2) Sharing with hierarchical restriction (under the hierarchical setup)

When a service request is registered, stocks are checked at the local facility providing
the required service type. In case of stock-out at the local facility, service can be met
from the closest facility that 1) provides the required service type, 2) has a positive
stock level, and 3) is in the range of the demand location. That is, a relaxed service
request can only be met by another higher level facility in the rangeif the local higher
level facility has no stocks. If none of the facilities in the range has stocks at the time

of arequest, backorder is recorded at the local facility.
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3) Full sharing (under the hierarchical and the non-hierarchical setups)

When a service request is registered, stocks are checked at the local facility providing
the required service type. In case of stock-out at the local facility, service can be met
from the closest facility of any type (higher level or lower level) in the distance range
with stocks. If none of facilitiesin the distance range has stocks at the time of request,

abackorder isrecorded at the local facility.

Facility primarily providing both relaxed and strict services

|
O

O
O

Facility primarily only providing strict service

Range for relaxed services from a facility Primary route for serving relaxed service request

primarily providing relaxed service ) .
Alternate route for serving relaxed service request

Range for strict services from afacility ===z Second alternate route for serving relaxed service request

Relaxed service demand point —— Primary route for serving strict service request

Strict service demand noint = = Alternateroute for serving strict service request

Figure 6.21 (a—c): Inventory sharing example. a) Sharing with hierarchical
restriction (under the hierarchical setup), b) full-sharing under the hierarchical
setup, c) full-sharing under the non-hierarchical setup
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6.6.2. The modd

The simulation model is based on the same general assumptions as made in the
previous sections. We assume that services have to be provided to a uniformly
distributed customer base in a bounded plane (unit square) under two service time
commitments. The one-for-one (S-1, S) inventory policy with back orders and
Euclidean distances are considered for meeting service demand. The following inputs
are provided for the simulation:
1) Coordinates of the overall area in the Cartesian system: Unit square having
corner point (0, 0), (0, 1), (1, 1) and (1, 0)
2) Facilities coordinates and their types (higher level or lower level): from the
cases in Section 6.4
3) Distance constraintsfor the relaxed and strict services: from the casesin Section
6.4
4) Lead time, demand rate and demand fractionsfor the relaxed and strict services

5) Starting inventory position: Base stock levels at the facilities (as computed in
Section 6.5)

Therandomnessin the system isintroduced by randomly generating inter-arrival times
between two requests (according to an exponential distribution), demand type, i.e.
relaxed or strict (using uniform distribution), and demand location (x and y coordinates
in the overall area considering a uniform distribution). Service availability levels (fill-
rates) at each facility and the overall average service distance are considered as the

model’ s performance measures (or simulation output).

This simulation can be classified as a termination simulation. The end of a product’s
life cycle is the natural event that can specify the length of a period (ssmulation run)
for which the service parts for the product are kept in inventory. After this point in

time the system is cleared out.
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6.6.2.1. Simulation flow charts

Request arrival
(random).

A
Determine the location of request, i.e. demand point (random).

Determine the type of service request (random).

Update order lists and current stock levels at al facilities as per
the request arrival time.

Determine the closest facility providing the required type of

service (Local facility).

/

Stocks available

/

v

Determine
current stocks at
the Local facility

\

No stocks

\

Reduce current stock level at the
Local facility by 1.

Place replenishment order (setting
order arrival time to ‘current time
+ replenishment time').

Push order arrival time at the back
of the Local facility’s order list.

Increment the Local facility’s
denia counter by 1.

Reduce current stock level at the
Local facility by 1.

Place replenishment order (setting
order arrival timeto ‘current time
+ replenishment time').

Push the order arrival time at the
back of the Local facility’s order
list.

Figure 6.22: Flow chart of simulation without considering an inventory sharing
mechanism (Configuration 1).
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Request arrival
(random).

v

the range.

Determine the location of request, i.e. demand point (random).
Determine the type of service request (random).
Update order lists and current stock levels at all facilities as per the request arrival time.

Determine candidate facilities - all the facilities, providing the required service type, in

Determine the closest facility (Local facility) from the candidate facilities.

Stoclfs available

Reduce current stock at
the Local facility by 1.

Place replenishment order.

Set order arrival timeto
‘current time +
replenishment time'.

Push order arrival time at
the back of Local facility’s
order list.

v

Determine current
stocks at the
Local facility

Stocks aailable

Determine current
stocks at other
candidate facilities

No stpcks

Reduce current stock level
at the closest candidate
facility with stocks by 1.

Place replenishment order
(setting order arrival time
to ‘current time +
replenishment time’).

Push order arrival time at
the back of the order list of
the closest candidate
facility with stocks.

Consider service distance
as the distance between the
closest candidate facility
with stock and the demand
point.

Increment the Local
facility’ sdenial counter by
1.

Reduce the current stock
level at the Local facility
by 1.

Place replenishment order
(setting order arrival time
to ‘current time +
replenishment time’).

Push order arrival time at
the back of Local facility’s
order list.

Consider service distance
as the distance between the
Local facility and the
demand point.

Figure 6.23: Flow chart of simulation considering inventory sharing mechanism
with hierarchical restriction (Configuration 2).
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Request arrival
(random).

v

Determine the location of request, i.e. demand point (random).

Determine the type of service request (random).

Update order lists and current stock levels at al facilities as per the request
arrival time.

Determine candidate facilities - all the facilities, of any type, in the range.

Determine the closest facility (Local facility) from the candidate facilities.

Determine current
stocks at the
Local facility

StocksAvailable

Determine current
stocks at other
candidate facilities

Stocks hvailable No sfocks
Reduce current stock level

at the Local facility by 1.

Place replenishment order. Reduce current stock |evel Increment the Local

Set order arrival time to ?t t_r:i clogteﬁt ;:an:(ﬂdstel flacmty’sdenlal counter by

‘current time + acility with stocks by 1. .

replenishment time'. Place replenishment order Reduce the current stock

Push order arrival time at Ese‘ttmg ortdt_er ar:|-val time Ibevil at the Local facility

the back of Local facility’s o currenttime+ Y-

der list replenishment time’). ,

oraer lst. Place replenishment order
Push order arrival time at (Setting order arrival time
the back of the order list of to ‘current time +
the closest candidate replenishment time’.)

facility with stocks. ) )
Push order arrival time at

Consider service distance the back of Local facility’s
as the distance between the order list.

closest candidate facility
with stocks and the demand
point.

Consider service distance
as the distance between the
Local facility and the
demand point.

Figure 6.24: Flow chart of simulation considering full inventory sharing mechanism
(Configuration 3).
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6.6.3. Mode programming and program verification

Implementing asimulation model in ageneral purpose programming language (GPL),
special purpose simulation language, or simulation-software, each has its own
advantages and disadvantages (Law, 2007). Advantages of using a GPL include
greater program control and flexibility as there is no rigid modelling framework.
However, using a GPL can require more programming time compared to acommercial
simulation product which attempts to de-emphasize the programming aspect for a
quicker model implementation (Watkins, 1993). As our modd is rather compact

(Figures 6.22-6.24), it can be implemented in a GPL within reasonable coding time.

The simulation program is coded in C++ and developed in Microsoft Visual C++
Express (2010) integrated development environment. Each facility is represented as
an object, storing information about its x and y coordinates on the plane, base stock
level, current stock level, number of requests received at the facility, number of
requests not fulfilled by the facility from stock on hand, and ordersin the pipeline and
their arrival times (order list). This information is used to evaluate facility service
availability performance measures. For the average service distance measure, the total
distance covered to serve all service requestsisdivided by the total number of service

requests.

To verify that the program components perform as anticipated, different aspectsin the
program, such as(S-1, S) inventory policy (pseudocode in Appendix 6), percentage of
service requests for both types (relaxed and strict), and the percentage of demand
received at each facility inasimulation run, aretested separately. Besides, information
stored in the variables and the data members of interest are observed for a process

walkthrough.
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Common Random Numbers (CRN) are used as a Variance Reduction Technique
(VRT) to compare the aternative system configurations. Despite a ssmple concept,
CRN is a very useful and popular VRT (Law, 2007). The basic idea of the CRN
technique is to compare the alternative configurations ‘under similar experimental
conditions' so that we can be more confident that any observed differences in a
performance are due to the differences in the system configuration rather than due to
the fluctuations of the ‘experimental conditions'. To implement CRN properly, the
random numbers across the different system configurations are synchronized or
matched up. In simulation packages, the random numbers are not necessarily properly
synchronized, which is critical for the success of CRN (Law, 2007). Using C++ for
the model implementation gives us more control to ensure that the random numbers

are synchronized for each configuration.

Globa random number streams are generated for request arrival time, requested
service type, and demand location. The configurations (non-sharing, sharing with
hierarchical restriction, and full-sharing) are ssmulated in a sequence. Before starting
the simulation runs for each configuration, the random number streams are
reinitialized so that same random numbers are generated for each configuration. As a
result, under each configuration, the sequence of service request arrival times and the
associated service types and demand locations are same. Of course the difference is

how the system under different configurations deals with the events.

6.6.4. Analysis

The following settings are used for the experiments
Overdl area Unit square (1 x 1)
Minimum service availability (fill-rate): 95%
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Demand in the overall area: 4 units per day (close to actual demand

of apart at Company B)
Replenishment time: 1day

Run length: 6 years (average life cycle of products

reported by the case companies)

Number of runs (n): 100 (providing stable performance
measure outputs). Increasing the
number of runs does not change the
outputs significantly. For example, in
the following experiments, increasing
the runs from 100 to 150 provides same
overdl fill-rate at three decimal places
and same average distance at four

decimal places.

The experiments are based on cases 1 and 2 in Section 6.4 (also presented in Figures
6.25 (a) and (b) and Figures 6.31 (a) and (b) respectively). The output is presented in
Appendix 7, which also shows that the ssimulation results with the non-sharing
configuration (entries under ‘Frn.s and ‘ADn.s’) closely match the computational

results (entries under ‘Fr’ and ‘ AD’) and hence verify the simulation output.
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Figures 6.25 (a & b): Case 1 - a) Hierarchical setup. b) Non-hierarchical setup

Distance constraint for relaxed service=  0.472 unit length

Distance constraint for strict service = 0.236 unit length

Hierarchical setup:

Figures 6.26 (a—h) present the service availability levelsand average service distances
under the hierarchical setup with all three system configurations (Section 6.6.1). These

figures are based on the datain Tables A7-1to A7-5in Appendix 7.
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Demand fraction i
for relaxed Service availability level (fill-rates) Ave;?ggnsgev'ce
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Figures 6.26 (a— h): Fill-rates and average service distance under the Hierarchical

setup — Case 1
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The outcome shows that both sharing configurations result in higher service
availability levels compared to the non-sharing configuration. For the higher level
facilities (facilities 1, 3, 7 and 9 (Figure 6.25)), the full-sharing scenario performs
better in terms of service availability than the inventory sharing with the hierarchical
restriction. While at the lower level facilities (2, 4, 5, 6 and 8), sharing under the
hierarchical restriction performs dlightly better than the full-sharing in terms of service
availability. With the sharing mechanism under the hierarchical restriction, lower level
facilities do not share their inventory with higher level facilitiesfor the relaxed service
reguests. Hence the stock depletion at lower level facilities can be comparatively less,
while alternate service opportunities for demand at lower level facilities are the same

as under the full-sharing configuration.

With the full-sharing configuration under the hierarchical setup, in case of a stock-out
at alocal higher level facility when arelaxed service request is received, the demand
can not only be met by another higher level facility in the range, but also by a lower
level facility in the range. This means that the number of candidate facilitiesto meet a
relaxed service request potentially increases. Therefore, it can be seen in Figures 6.26
(@), (c), (e) and (g) that when the fraction of demand for the relaxed service increases,
the service availability levels at the higher level facilities increase under the full-
sharing configuration with a higher rate compared to the sharing with the hierarchical
restriction. Note that the service avail ability levels at facilities 1, 2, 3and 4 are similar
tothe service availability levelsat facilities 9, 8, 7 and 6 respectively asthese facilities

are equivalent in terms of service areas and inventory sharing opportunities.

In terms of the average service distance performance, sharing with the hierarchical

restriction results in the highest average travelling distance to serve a demand in all
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cases. Note that with sharing under the hierarchical restriction, in case of a stock-out,
the transshipment to meet the demand is aways from a facility that is at a longer
distance (Figure 6.21 (a)). The results under the hierarchical setup also show that the
full-sharing configuration not only performs overall better in terms of service
availability, it can even resultsin alower average service distance compared to under

the non-sharing configuration (Figures 6.26 (f) and (h)).

Note that with the full-sharing configuration under the hierarchical setup (Figure
6.27), in case of astock-out when a strict service request is received, compared to the
local facility, an aternate facility to meet the demand is at alonger distance. However,
in case of a stock-out when a relaxed service request is received, the first alternative
to meet the demand is alower level facility, which islikely to be at a shorter distance
from the demand point than the higher level facility originaly assigned to meet the
request. With ahigher demand fraction for the relaxed service, the shorter distancesto
meet the relaxed service requests from alternate facilities can offset the longer
distances for aternative service for the strict service requests. Hence with a higher
fraction of demand for the relaxed service under the full-sharing configuration, the
alternate services for the relaxed service requests can not only positively impact the

service availability levels, but also reduce the average service distance.
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Facility primarily providing both relaxed and strict services

Fecility primarily only providing strict service

Range for relaxed services from afacility
primarily providing relaxed service

Range for strict services from afacility
Relaxed service demand
Strict service demand point

Primary route for serving relaxed service request

Alternate route for serving relaxed service request

Second alternate route for serving relaxed service request

Primary route for serving strict service request

= = Alternateroute for serving strict service request

Figure 6.27: Full-sharing in Hierarchical setup

Non-hierarchical setup:

Figures 6.28 (a—h) (based onthe datain Tables A7-6 to A7-9 and A7-14 in Appendix
7) show the service availability levels and the average service distances with the non-

sharing and the full-sharing configurations under the non-hierarchical setup.
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Figures 6.28 (a—h):
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Under the non-hierarchical setup with the sharing configuration, an increase in the
demand fraction for the relaxed service increases both the service availability levels
and the average service distance (Figures 6.28, 6.29 and 6.30). Inventory sharing in
this case can allow to reduce the total stock in the system from 27 (3 units at each
facility (Tables A7-6 to A7-9in Appendix 7) to 18 (2 units at each facility) while still

meeting the minimum availability level of 95%; a 33% reduction in thetotal inventory.

When the service distance constraint is slightly relaxed (from 0.472 to 0.5 and from
0.236 to 0.25 for the relaxed and strict services respectively), the service availability
levels and the average service distance both increase under the sharing configuration.
This improvement in the service availability levels and the increase in the average
service distance fades as the fraction of demand for the relaxed services increases
(Figures 6.29 and 6.30). It can also be observed that, the highest increase in the service
availability level dueto inventory sharingisat facility 5, which hasthe highest number

of neighbouring facilities (Figures 6.28 and 6.29).
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Figures6.29 (a—i): Fill-rates under the non-hierarchical setup —Case 1
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Figure 6.30: Average service distance under the non-hierarchical setup — Case 1
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Contrary to the non-sharing case, a system under the non-hierarchical setup with an
inventory sharing mechanism reacts to the changes in the fractions of demand for
different time-based services. Inventory sharing under the non-hierarchical setup
increases the service availability levels when the fraction of demand for the relaxed
service increases. This may allow stock reduction and hence the changes in the

demand fractions for different time-based services can result in different service costs.
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Figures6.31 (a & b): Case 2 - a) Hierarchical setup. b) Non-hierarchical setup
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Distance constraint for relaxed service= 0.283 unit length
Distance constraint for strict service = 0.142 unit length

Figures 6.32 and Figure 6.33 present the system wide service availability level and
average service distance measures respectively for sharing and non-sharing
configurations under the hierarchical setup, while Figures 6.34 and Figure 6.35 present
the measures under the non-hierarchical setup. These figures correspond to the datain

TablesA7-16to A7-25 in Appendix 7.

Hierarchical setup:

As per the results under the hierarchical setup, the full-sharing configuration performs
the best in terms of service availability level while the non-sharing configuration
performstheworst (Figures 6.32). When the fraction of demand for the relaxed service
increases from 0.2 to 0.4 and 0.6, more demand is concentrated at higher level
facilities, however the stock levels at the higher level facilities remain same (Tables
A7-16 — A7-18 in Appendix 7) as the minimum service availability level is still
achievable with same stocks. This drops the overall service availability levels under
the non-sharing and the hierarchical sharing configurations. The rate at which the
system wide service availability level drops under the non-sharing configuration is
higher than that under the hierarchical-sharing which has a limited opportunity for
alternative services in stock-out cases. Under the full-sharing configuration however,
the service availability slightly increases in this range of the demand fraction for the
relaxed service (0.2 to 0.6). An increase in the demand fraction for the relaxed service
provides more opportunity for alternate services under the full-sharing configuration.
The sudden change in the service availability (Figure 6.32) when the demand fraction

for the relaxed service increases from 0.6 to 0.8 is due to the change in the required
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levels of stocks at the facilities to meet the minimum service availability level (Table
A7-19 in Appendix 7). The required stock level when the demand fraction for the
relaxed service (1-f) is equal to 0.2, 0.4 and 0.6 are approximately same (Tables A7-
16 to A7-18 in Appendix 7)). When (1-f) is 0.8, the base stock levels increase at the
higher level facilities (Table A7-19), which also considerably increases the service

availability levels at these facilities without a sharing mechanism.
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Fraction of demand for relaxed service

Figures 6.32: Systemwide fill-rate under hierarchical setup with sharing and non-
sharing configurations — Case 2

With regards to the average service distance performance under the hierarchical setup,
again the full-sharing configuration performs better than the other two configurations
in most of the simulated instances (Figure 6.33). The non-sharing configuration results
in dightly lower average service distance than the full-sharing configuration only
when the demand fraction for the relaxed service is equal to 0.2. While, the
hierarchical-sharing configuration resultsin the highest average service distance under
al tested instances of the demand fractions. However the difference between the

average service distances under sharing and non-sharing configurations is small.
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Figure 6.33: Average service distance under hierarchical setup with sharing and
non-sharing configurations — Case 2

Non-hierarchical setup:

As the base stock levels remain the same under the non-hierarchical setup, it is easier
to notice the impact of inventory sharing with different demand fractions for the
relaxed and strict services. As in case 1, the results show that both the service
availability and the average service distance increase with an increase in the demand
fraction for the relaxed service under the non-hierarchical setup with the inventory
sharing configuration (Figures 6.34 and 6.35). While without inventory sharing under
the non-hierarchical setup, the service availability and average service distanceremain

constant over the changes in the demand fractions for both service types.
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Figures 6.34: System wide fill-rate under non-hierarchical setup with sharing and
non-sharing configurations — Case 2
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Figure 6.35: Average service distance under non-hierarchical setup with sharing
and non-sharing configurations — Case 2

6.7.Conclusion

The computational results presented in this chapter verify the insights generated by
the modelling study in Chapter 5. The simulation study gives further insights by
investigating the impact of the fractions of demand for different time-based service
types on the service availability and average service distance performance in presence
of inventory sharing mechanisms under service distance constraints. Three different
configurations were simulated under the hierarchical setup. These are non-sharing
(with no alternate service in stock-out cases), hierarchical sharing (with sharing in a
stock-out case, but only from afacility offering the required service typein therange),
and full-sharing (with sharing from any facility in the rangein a stock-out case). Under
the non-hierarchical setup, non-sharing and full-sharing configurations were

simulated.

Characterigtically, inventory sharing among facilities should positively impact on the
availability level while increasing the transportation cost as sharing results in
shipments from nonlocal facilities. Thisis confirmed by the simulation of the sharing
and non-sharing configurations under the non-hierarchical setup, where a higher

fraction of demand for the service in the longer time window increases the inventory
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sharing opportunity. This, in turn, increases the service availability levels (which may
allow stocks reductions) and the average distance to serve a demand. However, the
case of full-sharing under the hierarchical setup is interesting as it as such does not
reveal a trade-off between service availability and average service distance
performance. Under the hierarchical setup, sharing without hierarchical restriction can
perform better in terms of both the service availability and the average service distance
performance measures, especially when the demand fraction for servicesin the longer
time window is high. That is, the sharing can also reduce the average service distance
besides increasing the service availability levels. Compared to the full-sharing
configuration under the hierarchical setup, sharing with a hierarchical restriction,
where requests for the service in the longer time window are only met by higher level
facilities in ranges, does not exhibit any specia benefit in terms of both performance

measures.

Though the simulation study provides interesting insights into the impact of inventory
sharing on the servicelevel and average service distance under various settings, it does
not as such focus on the adjustment of base stock levels when the service level
increases. Extending the study to consider the base stock level adjustment can be more

insightful with regards to the impact of inventory sharing on service costs.
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Chapter 7: Impact of inventory and transportation costs on
optimum zoning for time-differentiated distribution: A

unidimensional analysis

7.1.Introduction

So far we have investigated the impact of service time constraints and demand
fractions for different time-based service types on inventory and transportation costs
considering that facilities arelocated efficiently, in terms of average distance, to cover
demand. In this chapter we take a dightly different approach and investigate the
impact of the demand fractions for different time-based service types and inventory
and transportation costs on the optimum facility locations and their service areas to
cover demand. Note that inventory costs and the proportions of demand for different
time-based service types are not considered by the case companies for locating

fecilities.

Locating facilities to reach customer sites within certain time limits has traditionally
been tackled as a covering problem where the objective can be to locate the minimum
number of facilities to cover the demand, or to cover the maximum demand with a
given number of facilities. Therecent reviews on covering problemsby Li et a. (2011)
and Farahani et a. (2012) both highlight the need for more work on the continuous
customer location domain and on the covering scenarios where there are more than
one service time. The existing models for covering problems have aso generaly
overlooked the inventory management factors. Thereisalack of focusin the literature

on providing a general understanding of the impacts of different service costs and
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demand profiles on the optimum location setups under time/distance constraints. As
discussed in the Literature review (Chapter 2), setting the level of (de)centralization
inadistribution network is awell-argued strategic decision and has various trade-offs.
One of these trade-offs is between inventory and transportation costs. The more
centralized the system is and the bigger the service areas are, the higher will be the
transportation costs and the lower the inventory cost. The work in this chapter
essentialy investigates this trade-off in determining facility locations and service
zones in the presence of multiple time-constrained services asin SPL and emergency

services systems.

Through aMixed Integer Nonlinear Programming (MINLP) model, this chapter looks
into the problem of setting up an optimum hierarchical system to meet time-
differentiated services with the minimum number of facilities. The model considers
transportation cost, inventory cost (considering the EOQ model), and the fraction of
demand for two time-based service types. We are not aware of any study in the
literature that has studied these factorsin conjunction. The model assumes continuous
customer and possible facility locations, and hence can be classified as a continuous
location model (Plastria, 2002). However, facility location problems considering
continuous customer location are complex, even when considering single clear
objective. Due to the problem being multifaceted, considering severa factors
simultaneously, the problem is explored on a line segment. Considering a two
dimensional plane with the multiple and conflicting objectives being considered
makes the problem mathematically very complex. We could not find any study in the
huge wealth of location studies that looks into both minimizing the number of the
required facilities to cover a continuous location and also minimizing the average

distance to reach customers. To add to this, the investigation seeks to optimize
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locations considering not only the transportation cost, but also the inventory cost, and
set up a hierarchica system. On a practical note, the problem can be related to
providing time-constrained services along one road with the demand spread

uniformly.

The rest of the chapter is structured as follows. The problem description and
assumptions are stated in Section 7.2. The cost formulations, analysis of the behaviour
of transportation and inventory costs with respect to a service area size, and the
optimum location patterns considering a single distance constraint are presented in
Section 7.3. Sections 7.4 and 7.5 respectively present the MINLP model and the
analysis based on numerical examples considering two service distance constraints.

Finally the conclusion and a summary of the findingsis provided in Section 7.6.

7.2.Problem description and assumptions

Consider a service system in which the service calls have to be responded within
certain time limit(s) by reaching requesting locations with the required part(s) or
material. In order to meet a service time commitment for the entire customer base,
every client location should be within the maximum distance, which can be covered
within the committed service time, from at least one service facility. We refer to the
service area of a facility, i.e. the area in which the facility is responsible to serve
exclusively, asits‘servicezone' or just ‘zone'. Theterms'setup’ and ‘ system’ are used
interchangeably to refer to the organization of servicefacilitiesand their service zones.

The following assumptions and simplifications are made to study the problem:

1) The system comprises the minimum number of facilities that can provide full

demand coverage considering a service time constraint. The optimum setup is then
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determined considering the minimization of the sum of inventory and transportation

costs.
2) The inventory cost is determined based on the EOQ model.

3) It is assumed that customers are continuously distributed over a line segment and
that there is an equal probability of demand being generated from any location on the

line segment. The travelling distances are assumed to be Euclidean.

4) A travelling distance is considered to be proportional to the travel time. Hence, a

service time constraint can be trandlated into a service distance constraint.

5) The transportation cost is determined considering the average distance between a

facility point and a customer location.

7.3.Cost formulation and analysis of the problem on single level

In this section, considering one service type, we formulate the inventory,
transportation, and total cost functions. The multiplication factors of these cost
functions are then analysed to establish the behaviour of the service costs in relation
to the size of service zones. A non-linear programming (NP) model is also presented
with the goa to understand the optimum facility location patterns with a service
distance constraint. The following notations are defined for the modelling:

L= length of aline segment on which the locations of facility points
and their service zones have to be decided considering a
uniform spread of demand. For normalization, we consider L =
lintheanalysis. By the definition, astheline segment 01 isthe

set of every point between O and 1, there are unlimited

possibilities for locating of afacility point.

max = service distance constraint.
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n= number of facilitiesto be located.

Zi= length of facility i's service zone on the line segment, such that
i=1..n.

A= demand for service partsmaterial per unit time.

Ci= transportation cost per unit length.

Ch= inventory holding cost per unit per unit time.

Co= setup cost per inventory replenishment order.

Q= inventory order quantity.

Thetotal operating cost is considered as the sum of inventory and transportation costs,

where the total inventory cost includes inventory holding and order costs.

Inventory cost: With the EOQ inventory policy, we know that considering both

inventory holding and ordering costs,

Total inventory cost in a centralized system per unit time =

2C,C, A (7.1

In context of our problem, the fraction of demand served by a facility i on a line
segment OL is equa Z/L, where Z is the length of the zone of facility i. Considering
the fraction of demand served by afacility i as Z/L and the total number of facilities

in the system (n).

Total inventory cost in system per unit time = Y-, fZChCO %/1 =
J2CCAx Y, |4
h*=o =141 (7.2)

Where /2C},C, A is the constant and Y1, \/% is the inventory cost increase factor

(multiplication factor) and the ratio between the inventory costsin acentralized system
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(7.1) and in adecentralized system (7.2). The behaviour of the inventory cost increase

factor with respect to the service zone size of afacility can be seen by plotting \/% :

where Z; isthe length of afacility’s service zone in the line segment (Figure 7.1).
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Figure7.1: Inventory cost in Zy withL =1

Due to the sgquare root factor, there exists an economy of scale in relation to the size
of a zone (or service area). With the increase in the size of a zone within the line
segment, the variation in the unit cost decreases, i.e. the marginal cost decreases per
unit length. Hence, when the inventory cost is dominant, it should be better to have

bigger service areas.

Transportation cost: We use average distance to reach a point on the line segment to
determine the transportation cost as the customers are assumed to be uniformly
distributed. Note that locating a facility point at the middle of its service zone
minimizes the travelling in the zone without affecting the inventory cost. Also, in an
optimal solution, each service zone should be contiguous, i.e. not split into smaller
segments. Considering that afacility islocated in the middle of its service zone Z, the
length of zone on each side of the facility is equal to Z/2. Formally, the average
distance to reach ademand point within Z from the facility point can be defined asthe

average value of a continuous function f(x) = x on the closed interval [0, Z/2], i.e.
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Z
flofoEx dx, which equals to %. With n facilities located on the line segment and in

2

middle of their respective zones,

: . Z 7
Average distance to serve a demand on line segment = Y-, = x= (7.3)
=1 L 4

Where% is the average distance to reach a demand point in facility i’s zone and % is

the probability that a demand originates from facility i’ s zone within the line segment.

Considering the total demand 4, cost of transportation per unit length C;, and the

average distance to serve ademand (7.3),

. ZZ A z?
Total transportation cost = CiA X XL 7= % X YT (7.4)

2
where %’1 is the constant and ;- , ZTL can be considered as the multiplication factor

2
for the transportation cost. Plotting % (or Z1? as L=1), such that Z1 belongs to Zi,

illustrates the manner in which the transportation cost at afacility, with respect to its

service zone size, contributesto the total transportation cost in the system (Figure 7.2).
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Figure 7.2: Transportation cost in Zy withL = 1

The transportation cost has a diseconomy of scale behaviour in relation to the zone
sizes. Asthe zone size within the line segment increases, the variation in the unit cost
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increases, asserting that a decentralized system with smaller zones is better when it

comes to the transportation cost.

Total Cost: Separately, the inventory and the transportation cost functions
demonstrate concave and convex properties respectively with respect to the service
zone sizes. Adding total inventory cost (7.2) and total transportation cost (7.4) per unit

time, we define

. 2
Total service cost = (,/ZChCo/l X Z?:lJ%) + (Ci—l X Z?zlz%) (7.5)

To focus on the impact of the size of zones on the total cost, we simplify the above

cost function by transforming it and incorporating a constant a to contain all the cost

Ced

constants and the demand. Dividing the total cost (7.5) by e

Transformed cost function = % <W/ZChCOA X3ty \/%) + CLM(%A X

t
4 4

zi, )

= Cit\/BZCAE( ?:1\/%>+ 271'1=1ZL_L'2

Substituting Cit % with a,

Transformed cost function = a( ?:1\/%> + Z?zlzTiz (7.6)

To examine the impact of afacility’s service zone size on the total cost, we reduce the

2
transformed cost function (7.6) to F(Z,) = « \/% + % , Where Z; is a service zone
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length in the line segment OL. The plot of F(Z1) (Figure 7.3) displays the behaviour of
total cost in azone with respect to different lengths of the zone within the line segment
considering o and L equal to 1. For certain value of Z; there is a point (the point of

inflection) where F(Z1) changes from concave to convex.

1.5

0.5

Figure7.3: Total cost in Z1, F(Zy, witha =L = 1

Let (Zinr, F(Zin)) be the inflection point on the graph of F(Z1). The second derivative

of F(Z1) can be used to find Zin.

(7)) =i L%
F(Z) =575+

> 0,F(Z,) is strictly increasing

" 1 z,73?
F (Zl)z _Za 1\/2

_|_

ALY

7,73/2

2
avL\3
Zng = ()
With the increase in the value of «, the inflection point on the graph of F(Z1) moves
towards the right (larger Zinr), increasing the concave part of the function and making

theinventory cost morerelevant inthetotal cost (Figure7.4). Notethat o, which equals

to— /&;C" is higher when the inventory order cost Co, and the inventory holding

Ct
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cost per unit per unit time Cy are high compared to the transportation cost per unit

length C:.
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Figure 7.4: F(Zy) for different values of a. (L = 1)

Considering that n facilities are located at the middle of their service zoneson theline
segment 0L, the following Nonlinear Programming (NP) model determines the
optimal lengths of service zones Z;, wherei = 1 ... n, which minimize the total cost

(7.5) while covering the line segment considering the maximum service distance dmax.

The number of facilities, n, is minimum when it is equal to [Zd ]

: 2
Objective: Minimize a< ?:1\/%> + Z?:lZTL

Subject to,

nZi=1 (7.7)
Z; <2 X dpgy (7.8)
Z;>0 (7.9)
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The objective is to minimize the transformed cost function (7.6). Note that the values
of Z (the decision variables) that minimize the transformed cost function (7.6) aso
minimize the total service cost function (7.5). The first constraint (7.7) ensures that
the sum of the lengths of service zones is equal to the length of the line segment so
that the entire line segment is covered. The second constraint (7.8) restricts the service
zone lengths to a maximum 2dmax SO that al the points in a service zone are within the
maximum allowable distance (dmax) from the facility point (Figure 7.5). Finaly, the

length of azone cannot be negative (7.9).

Figure 7.5: Placement of a facility on a line segment
Two distinct location patterns can be observed by running the optimization model for
different values of « and dmex. These two patterns, Pattern 1 and Pattern 2, favouring
diseconomy and economy of scale respectively, are defined below and are illustrated

inFigures 7.6 and 7.7 for n = 3.

Pattern-1 (occurs when the transportation cost is dominant): All zones are of equal
length, i.e. for nfacilities covering aline segment, Z = 1/n, where Z; isthe zone length
of facility i, for i = 1... n. This brings the centralization level to the minimum and

hence minimizes the transportation cost.
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Ue2n  1/(2n)
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Figure 7.6: Location Pattern-1 for three facilities
Pattern-2 (occurs when the inventory cost is dominant): All zones except one are of
the maximum length (2dmax). One of the facilities has a smaller zone of length
equalling to L-2dmax(n-1). Assuming the last facility on the line segment has the
smaller zone, for i = 1...(n-1), Zi = 2dmax, Whilefor i = n, Zi = L — 2dmax(n-1), where
Ziisthezonelength of facility i. Maximizing the centralization level under the distance

constraint dmax, this pattern minimizes the inventory cost.

I
A4 1 1 A4
X ® . ® 1 —X
L JL JL )

I I I
Z,= 2, Z,= 20, Z3= L-4d,,,

Figure 7.7: Location Pattern-2 for three facility points
For a particular distance constraint, dmax, there is a threshold values of a (and Zin)
below which Pattern 1 turns out to be optimum and above which the optimum pattern
appears to be Pattern 2. As shown previoudly, the increase in the value of o increases
Zint and makes the concave part of the cost curve (and the inventory cost) more
significant (illustrated in Figure 7.8). Figure 7.9 shows the cost difference between
Pattern 1 and Pattern 2 over different values of « when L = 1, dmex = 0.24 and hence

n=3.
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Figure 7.8: Optimality of Pattern 1 and Pattern 2 in relation to Zix

Total cost (transformed)
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o
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Figure 7.9: Cost difference between Pattern 1 and Pattern 2 with L=1, dnax=0.24
and n=3

Let ot be the value of o a which the cost in Pattern 1 is equal to the cost in Pattern 2.

For a below oy, Pattern 1 results in lower costs than in Pattern 2, in contrast to when
a is greater than at. As z; = %fori =1..ninPattern 1, and z; = 2d 4y, fOri=1...

(n-1), and z, = L — (n — 1)2d,,4, in Pattern 2, considering the transformed cost

function (7.6),

Transformed cost function (Pattern1) = avn + %, and

. _ d _ _ d
Transformed cost function (Pattern2) = a Y=} JZ ’L"‘“‘ + a\/L (n 1L)2 max |

—1 Qdmax)? |, W—(m—1)2dmax)?
Z%’l=1 rrzax + . max
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Equating the transformed cost functions for Pattern 1 and Pattern 2,

a\/ﬁ_l_ %: a ?z—ll \/Zernax +a\/L_(n_1L)2dmax +Z‘{1=—11 (Zdrrzax)z + (L_(n_lzzdmax)z

[(n—l)(deax)z , L—(n-1)2dmax)? L]
L ! L n

\/ﬁ—(n—l)\/m’f‘” \/L—(n—l)zdmaxJ

L

N

The value of o increases with an increase in service distance constraint dmax (Figure
7.10). Note that with a given number of facilities, zone sizes in Pattern 2 change with
the change in the service distance constraint dmax. With a higher dmax, the system
becomes more centralized, making it more favourable in terms of the inventory cost.
On the other hand, with a given number of facilities, any increase in the service
distance constraint does not affect Pattern 1 as all zones have same length, hence the

costs remain the same.
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dmax

Figure 7.10: ot (With L=1 and n=3)

7.4.A MINLP model for hierarchical optimization

In this section a MINLP model is presented to study the problem of setting up an
optimum hierarchical system on a line segment considering two service distance
constraints. As in previous chapters, we refer to the service that ensures the supply
within the short maximum time window as the ‘strict’ service, and the service that
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ensures the supply within the longer maximum time window as the ‘relaxed’ service.
The nested hierarchical system consists of ‘higher level’ facilities, which provide both
therelaxed and strict services, and ‘ lower level’” facilities, which only providethe strict
service. In order to be covered for both service types, every demand point has to be
within the maximum service distance for the strict service from a higher or a lower
level facility, and within the maximum service distance for the relaxed service from a
higher level facility. The objective isto determine the hierarchical setup, based on the
minimum number of service facilities of each type to cover the demand, which

minimizes the sum of transportation and inventory costs.

In view of the above description and the assumptions in section 7.2, we introduce the

following notations in addition to those defined in the previous section:

f= fraction of demand for the strict service

1-f= fraction of demand for the relaxed service

Omaxs = service distance constraint for the strict service

Ormaxr = service distance constraint for the relaxed service

Ns= total number of facilities in the system determined considering dimaxs.

nsis aso the total number of facilities providing the strict service. To

L

be minimum, ns is taken as [ ] where 2dmaxs is the maximum

2dmaxs

length afacility can cover to provide the strict service.

NR = minimum number of facilities out of ns to cover the demand
considering dmaxr. It isthe number of facilities providing both the strict
and relaxed services and, therefore, it is the number of higher level

facilitiesin the system.

Ns—NR = number of lower level facilities = number of facilities only providing

the strict service.
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The above definitions of the facility numbers ensure the lowest total number of
facilities and the lowest number of higher level facilities in the system. The

categorization of the service facilitiesis summarized in Table 7.1.

Table 7.1: Classification of service facilities
Thetypes of service Service Types

facilities Relaxed service Strict service
Higher level service
facilities provide —
Lower level service v
facilities provide —

The model considers separate variables to represent the length of the zone to the left
and to the right of afacility point for each time based service type. The following is
the set of decision variables for each facility i, with an associated |ocation coordinate

X over the line segment 0L, wherei = 1...ns;:

Zri = length of relaxed service zone to the | eft
Zri = length of relaxed service zoneto the right
Zgi = length of strict service zone to the left
Zsi= length of strict service zoneto the right
Xi= 1if facility i isahigher level facility, else 0

Zri and Zrii are greater than zero only if facility i isahigher level facility, i.e. if X =
1, otherwise, Zri, Zri and Xi equal to zero. Variables/parameters nr and ns, Zri, Zri,

Zsi and Zsi, and dmaxr and dimaxs respectively supersede n, Z, and dmax defined formerly.

(=) ZR1i+ZRri) + fZsiitZsri),

If afacility i, fori = 1...ng isahigher level facility, then . -

is the fraction of demand it serves under the hierarchical setup. Considering this

fraction of demand in the EOQ model (Section 7.3),
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Total inventory cost at Higher Level facilities =

n (1-f)ZRriitZrri) |, [XilZs1i+Zsri))
v ZChCOAZijl\/ P (7.10)

[EZsut?r)) drops out in the above function (7.10) if facility i is

J (- Zri+Zer)

L

not a higher level facility, because Xi = Zri = Zrii = 0.

‘ f(ZSli+ZSTi)1

Similarly, is the fraction of demand served by facility i if it is a lower
level facility. Thisgives,

Total inventory cost at lower level facilities =

ns |f((A-X)(Zs1itZsri)
w/ZChCOAZizl\/ L (7.11)

When facility i isahigher level fadility, i.e. X = 1, * Jf (20t Zsrd) i the above

function (7.11) drops out. Adding total inventory costs at higher level facilities (7.10)

and at lower level facilities (7.11), we get,

Total inventory cost =

2CHCoA (z?gl J a-s )<Z§u+ZRn-> n f(Xi(zsszZSri» +

gos f((l—xi)(zszi+25ri)))
i=1 L

(7.12)

The transportation cost for a decentralized service system with nsfacilities over aline

0L i ‘ ns Zu (Zu) 4 Zri(Zri)s Zi Zri
segment OL can be defined as ‘AC, Y, 2, . (L)+ . (L) , Where . and . are the

Zu

average distances in facility i's service zone on the left and right respectively, and >
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and % are the proportions of the line segment 0L covered by facility i's zone on the

left and right respectively. Considering this,

_ 2,5 2
Total tranportation cost = 2 (Zr-l_s A=/ Cpu” +Zpri) |
2 =1 L
ns fZsi’+Zsri®)
s T) (7.13)

Adding total inventory cost (7.12) and total transportation cost (7.13),

Total service cost =

2C,C,A <Z:l=51 J(l—f)(Z;Lu#ZRri) + f(Xi(ZSlLi"'ZSri)) +

n FA-X)ZsiitZsri)) ACt (wns (A=) (Zrii*+Zrri>)
YiZ1 L ) * T(Zlgl L +
ns f(Zsii®+Zsri®)
Yo ) (7.14)

To simplify the formulation, we transform the total cost function (7.14) by dividing it

ACe

with =.
2

ACt i=1 L L L
2

_ V2CnCol <Zns J(l_f)(ZRli+ZRri)+f(Xi(ZSli+ZSri))+ Z?jl\/f((l_xi)(zs‘li"'ZSri))) +

~
a
&

|N|

ns (A=f)Zrii’*+Zrri%) ns f(Zsii®+Zsri®)
(lesl LI. i + lesl 14 L i )

Ny
a
=~

» |

Replacing —Vziéftc"l in the above by a constant a, we formulate the Objective as,

2

Minimize:
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a(z?jlJ(l—f)(zleﬁzmi)+f(Xi(ZszLi+ZSri))_|_ Z:ljl f((l_Xi)(iSli‘l'ZSri))) +

— .2 2 2 2
(Z:ljl @a f)(ZR: +Zrri”) + Z:l:‘l fZsii :ZSTL ))

(7.15)

(Note that the values of the decision variables that minimize the objective function

(7.15) a'so minimize the total service cost (7.14).)

Subject to constraints,

YIS X < ng (7.16)
ZRli < dmaxR X Xi (7-17)
ZRri < dmaxR X Xi (7-18)
Y Zpyi+ Zpri = L (7.19)
Nt Zsy + Zsri = L (7.20)
Zg < dmaxS (7-21)
ZSri = dmaxS (7'22)
X1 = Zsn (7.23)
X; = Xj_1+ ZSri—l + ZSli ,for i>1 (724)
Xng + Zsyng = L (7.25)
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X1 2 Zpn (7.26)
Xy — Zap < L(1—Xy) (7.27)
xi 2 Q<iZrik + Zrr) + Zp — (L(1 — X)), fori>1 (7.28)
xi = Qk<iZrik + Zrri) = Zpu < (LA — X)) fori>1 (7.29)
X; = [0,1]. (Binary) (7.30)
ZRii» Zrris Zsiiy Zsy; 2 0 (7.31)

A facility can either be a higher level facility or a lower level facility, which is
indicated by the value of X as a binary variable (constraint (7.31)); 1 if facility i isa
higher level, else O if facility i is alower level facility. The number of higher level
facilitiesis restricted to ngr, which is the minimum number of facility points out of ns
required to cover the line segment for the relaxed service considering dmaxr (Constraint
(7.16)). A facility isallowed zones for providing the relaxed service only if thefacility
is a higher level facility (constraints (7.17) and (7.18)). The sum of service zone
lengths for the relaxed service and the sum service zone lengths for the strict service
areegual to theline segment’ slength L (constraints(7.19) and (7.20)), where the zones
for the relaxed service and the strict services on either side of afacility point cannot
be longer than dmaxr and dmexs respectively (constraints (7.17), (7.18), (7.21) and

(7.22)).

Constraints (7.23) to (7.29) check the consistency of the facility location coordinates

and the length of service zones. Constraint (7.23) ensures that the coordinate of the
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first facility point is equal to the length of its strict services zone on itsleft. Constraint
(7.24) ensures that the coordinate of afacility, other than the first facility, is equal to
the sum of the coordinate of the adjacent facility on the left, the length of the adjacent
facility’ s strict services zone on right, and the facility’ s own strict services zone on its
left. Constraint (7.25) ensures that the sum of the coordinate of the last facility and the
last facility’ s strict services zone on itsright is equal to the length of the line segment
(7.25). Constraints (7.26) to (7.29) define the relationships between the location of
facility pointsand the relaxed service zones. If thefirst facility isahigher level facility,
its coordinate on the line segment is equal to the length of its relaxed service zone on
theleft, else, if itisalower level facility, the length of itsrelaxed service zoneis equal
to zero. Similarly, if the first facility is a higher level facility, the difference between
its coordinate and its relaxed service zone length on the left is equal to zero, otherwise
the difference equals to its coordinate on the line segment. Constraint (7.27) reduces
to 'Zr1—x1 <0 if *Xy = 1'. Constraints (7.26) and (7.27) together ensure that ‘x1 =
Zry', if ‘X1 = 1'. Constraints (7.28) and (7.29) perform a similar function as the
constraints (7.26) and (7.27), but for the facilities other than the first. If ‘X = 1’, the

last component of the constraints (7.28) and (7.29), (L x(1-Xi)), drops out, ensuring that

X equalsto (Xx<i Zrik + Zrrk) + Zrii-

7.5.Numerical examples

This section reports the optimum setup solutions for scenarios based on different
combinations of the demand fractions for the strict and relaxed services (f and (1-f)),
and the cost constant o for two sets of service distance constraints over aline segment
of unit length (01, i.e. L = 1). The mode! allows rather small problems, in terms of

facility number, to be solved to optimality for low « and high f values (discussed later
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inthissection). The set of constraints and the minimum facility numbers are stated in

Table7.2.

Table 7.2: Experimental settings

dmaxR 048 024
dmaxS 024 012
Nk =/L/20maxr | | 2 3
Ns=/L/20mexs/ | 3 S
L=1

For Settings 1 and 2 in Table 7.2, the number of higher level facilities determined as
[L/2dmaxr [ i.€. Nk = 2 and nr = 3 respectively, gives a feasible hierarchical solution.
However, note that the minimum number of higher level facilities (nr) determined as
[L/2dmaxr | might not aways be feasible. For example, consider L =1, draxr = 0.5 and
drmaxs = 0.25. The minimum total number of facilities (ns) equalsto /L/20maxs /= 2. For
providing full coverage for the strict service on a 01 line segment with the distance
constraint dmaxs = 0.25, afacility point has to be exactly located at the points 0.25 and
0.75 each. While the minimum number of higher level facilities (nr), determined as
[L/2dmaxr | is 1. However, to cover the line segment for the relaxed service through
just one higher level facility, the facility has to be located exactly at the middle of the
line segment, i.e. at point 0.5, as dmaxr = 0.5. Clearly this cannot be achieved as the
only location options are points 0.25 and 0.75. In such cases, to determine the
minimum number of higher level facilities, we can find the initial value of nr as equal

t0 /L/2dmaxr | and then increment nr by one until the mode! gives a feasible solution.

The chosen dmaxr and dimaxs Values (Table 7.2) provide alevel of flexibility in locating
the minimum number of facility points. For example, the maximum distance constraint
as 0.167 and 0.24 both require minimum three facility pointsto cover the line segment

of aunit length. However, 0.167 as the distance constraint is very restrictive in terms

214



Chapter 7: Impact of inventory and transportation costs on optimum zoning

of where the facilities can be located, while considering 0.24 as the distance constraint
results in a greater flexibility to move the facility points while providing the full
coverage on the line. This makes the effect of different settings on the location pattern

more noticeable.

Thevalueof « isconsidered as 0.05 and 8 under Setting 1 and 0.02 and 2 under Setting
2. The values of o as 0.05 and 0.02 in Setting 1 and Setting 2 respectively represent
the scenarios where the transportation cost dominates. Whereas, the values of a as 8
and 2 in Setting 1 and Setting 2 respectively represent the scenarios where the
inventory cost dominates. For each value of «, the model isrunwith f = 0.05, 0.2, 0.4,
0.6, 0.8 and 0.95. Note that optimization for f = 0 and f = 1 reduces the problem to
locating facility points considering one service level (Section 7.3). The modd is
programmed in LINGO and solved using LINGO’s ‘Global Solver’. The solver
combines a series of range bounding (e.g. interval analysis and convex analysis) and
range reduction techniques (e.g. linear programming and constraint propagation)
within a branch-and-bound framework to find proven global solutions to nonconvex
nonlinear programs. Gau and Schrage (2004) describe the global solver, discussing its
fundamental algorithm, techniques and performancein detail. The solver converts the
original nonlinear/nonconvex problem into several linear/convex sub-problems, uses
a Convex, Interval, and Algebraic (CIA) analysis, and applies a branch-and-bound

technique to exhaustively search over the sub-problems for the global solution.

The solver struggles to find (or confirm) the global optimum solution when the value
of a islow and the fraction of demand for the strict service f is high. With Setting 2
(Table 7.2) the solver could not confirm the global optimum for /> 0.8 when o = 0.02

within considerable runtime. Appendix 8 provides details on the computational effort

215



Chapter 7: Impact of inventory and transportation costs on optimum zoning

for Settings 1 and 2 along with a case with higher number of facilities considering the
maximum runtime of 30 minutes. With o = 2 and f = 0.6, the problem was solved for
9 facilities; while decreasing o to 0.02 or increasing f to 0.8 did not allow the problem

with 9 facilities to be solved.

Optimum solutions with low o values (dominant travelling cost): Below acertain vaue

of a, the hierarchical pattern demonstrates characteristics that are comparable to the
Pattern 1in Section 7.3. The zonesfor aservice type tend to be equal in length and the
facility points tend to be in the middle of the service zones. With the increase in the
fraction of demand for the relaxed service (1-f), the higher level facility pointsin the
optimum solution appear closer to the middie of their relaxed service zones. This
reduces the difference between the left and right relaxed service zones of higher level
facilities. Asaresult, the sum of squared lengths of thefacilities' left and right relaxed
service zones reduces, while the same increases for the strict service zones. That is,
with the change in the value of f, the zones for one service type can become more
symmetrical at the cost of a higher asymmetry in the zones of the other service type.
Another observation is that the higher level and lower level facilities are placed
alternatively and thefirst and thelast facilities are setup as higher level facilities. These
behaviours can be seen in Tables 7.3 and 7.4 which present cases with Setting 1 and
Setting 2 respectively with low a values. The smaller f is, the more equally spread the
facility locations providing the relaxed service are. The larger f is, the more equally

spread the facility locations providing the strict service are.
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Table 7.3: Test cases for running the optimization model with
Setting 1 (dmaxr = 0.48, Oexs = 0.24), and a. = 0.05

Case |f Location
0.25 0.75
1 0o | X “ | v X
0 01 02 03 04 05 06 07 08 09 1
Relaxed service zone
0.24 0.76
. 4 | 4 \/
/N - I - /N
0 01 02 03 04 05 06 0.7 08 09 1
2 0.05 . .
Strict service zone
0.24 0.5 0.76
. 4. la4d 4 \/
/IN - 1 | - ZIN
0 01 02 03 04 05 06 0.7 08 09 1
Relaxed service zones
0.24 0.76
A4 4 L 4 \/
/AN A T e /N
0 01 02 03 04 05 06 07 08 09 1
3 0.2 . .
Strict service zones
0.24 0.5 0.76
¥ % f < } % v
0 01 02 03 04 05 06 07 08 09 1
Relaxed service zones
0.2244981 0.7755019
N & 1 & ANg
VO - I A VN
0 01 02 03 04 05 06 07 08 09 1
4 0.4 . .
Strict service zones
0.2244981| |0.5 0.7755019
¥ 14 } @ ] 14 K
0 01 02 03 04 05 06 07 08 09 1
Relaxed service zones
0.207832 0.792168
. & L & \/
AN A I e /N
0 01 02 03 04 05 06 07 08 09 1
5 0.6 . .
Strict service zones
0.207832 0.5 0.792168
N\ ‘ L 4 1 & \/
/N I - I - /N
0 01 02 03 04 05 06 07 08 09 1
Relaxed service zones
0.1887257 0.8112743
N & 1 & ANg
VO - I A VO
0 01 02 03 04 05 06 07 08 09 1
6 0.8 . .
Strict service zones
0.1887257 0.5 0.8112743
) o 12 i < } < K
0 01 02 03 04 05 06 07 08 09 1
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Relaxed service zone
0.172495 0.827505
A4 & | P \/
/N - I - /N
0 01 02 03 04 05 06 07 08 09 1
7 0.95 . .
Strict service zone
0.172495 0.5 0.827505
Y ‘ 1 4 L & AN/4
/N I - I - I\
0 01 02 03 04 05 06 07 08 09 1
0.167 0.5 0.833
38 1 S < f < f < X
0 01 02 03 04 05 06 07 08 09 1

218



Chapter 7: Impact of inventory and transportation costs on optimum zoning

Table 7.4: Test cases for running the optimization model with Setting 2

(dmaxr = 0.24, drexs = 0.12), and o. = 0.02

Case | f Location
0.167 0.500 0.833
9 0 ¥ ¢ i " i < X
0 01 02 03 04 05 06 07 08 09 1
Relaxed service zone
0.120 0.500 0.880
. 4 L 4 L & \/
/N - I o T - 7N
0 01 02 03 04 05 06 07 08 09 1
10 0.05 . .
Strict service zone
0.120 0.310 0.500 0.690 0.880
X 7 —— " —c— L X
0 01 02 03 04 05 06 07 08 09 1
Relaxed service zones
0.12 0.5 0.88
A4 4 1 A L 4 \/
/N - I - T - 7N
0 01 02 03 04 05 06 07 08 09 1
11 0.2 . .
Strict service zones
0.12 0.3099999 || 0.5 0.69 0.88
S v f < f 4 | < f < X
0 01 02 03 04 05 06 07 08 09 1
Relaxed service zones
0.12 0.5 0.88
. 4 | A | 4. \/
VO hdl I hdl I - VAN
0 01 02 03 04 05 06 07 08 09 1
12 0.4 . ;
Strict service zones
0.12 0.31 0.5 0.69 0.88
————F——F—e—F——X
0 01 02 03 04 05 06 07 08 09 1
Relaxed service zones
0.12 0.5 0.88
. 4 | A | & \l/
/N hd I - I - 7N
0 01 02 03 04 05 06 07 08 09 1
13 0.6 . .
Strict service zones
0.12 0.3098601 || 0.5 0.6901399 || 0.88
DS 17 } @ } v } & } [ >K
0 01 02 03 04 05 06 07 08 09 1
Relaxed service zones
0.116 0.500 0.884
. 4 1 4 1 &, \/
VO A I - I - VN
0 01 02 03 04 05 06 07 08 09 1
14* 0.8 . ;
Strict service zones
0.116 0.3080721 || 0.5 0.6919279 || 0.884
¥ & i < i L4 i € i < X
0 01 02 03 04 05 06 07 08 09 1
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Relaxed service zone
0.104 0.500 0.896
. 4 L 4 L P \l/
/N - 1 - 1 - /N
0 01 02 03 04 05 06 07 08 09 1
15* 0.95 . .
Strict service zone
0.104 0.302 0.500 0.698 0.896
X 7 i W : v i @ ] e——X
0 01 02 03 04 05 06 07 08 09 1
0.100 0.3 0.5 0.7 0.900
16 1 X—e I v I v I ¢ I e—X
0 01 02 03 04 05 06 07 08 09 1
* Local optimum

Optimum_solution with high a values (dominant inventory cost). Beyond a certain

value of «a, the optimum hierarchical solutions show characteristics of Pattern 2
(Section 7.3), and the alternating higher level and lower level facility pattern tends to
disappear (Tables 7.5 and 7.6). With a higher fraction of demand for the relaxed
service (1-f), the sum of the square roots of the lengths of the relaxed service zones

reduces, which in turn reduces the inventory for relaxed service provision.

Unlike severa of the cases where the value of « is low, i.e. where travelling cost
dominates(Tables7.3and 7.4), in all thecasesin Tables 7.5 and 7.6, therearefacilities
with zones that comprise demand points that are closer to an adjacent facility. This
violates the key assumption of Voronoi diagrams. It can also be observed in several of
the reported cases (Cases 18, 19 and 20 in Table 7.5, and 26, 27, 28 and 29 in Table
7.6) that one of the higher level facilities provides the relaxed service from (very close
to) aboundary of its zone. Thisis an interesting insight because the inventory cost is
only affected by the size of a service zone and not where the facility is placed inside
the zone, whereas, the transportation cost is affected by the position of afacility point
in its zone. It is not favourable in terms of the average service distance if the facility
serves from an extreme point of its zone. Looking on one level, the facility point

should always be located at the centre of its zone as it reduces the transportation cost
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without compromising the inventory cost. On two levels however, moving a facility
point on one level to improve the transportation cost may mean compromising the
transportation cost on the other level. For example, in Cases 18 and 19 (Table 7.5),
assuming that the service zones are fixed, moving the second higher level facility
located at point 0.96 to the point 0.98 will bring the facility to the centre of its relaxed
services zone and would reduce the transportation cost for providing the relaxed
service without increasing the inventory cost. This will however move the same
facility point further away from its strict services zon€e' s centre and hence increase the
costs for the strict service provision. On the other hand, assuming that the facility
positions are fixed in Cases 18, 19 and 20 (Table 7.5), having no relaxed service zone
on the second higher level facility’s left side allows more relaxed service demand to
be consolidated at thefirst higher level facility, which increasesthe centralization level
and reduces the inventory. Hence, though a solution where a facility serves from a
boundary of its service areamay look unreasonable, when inventory cost is dominant
and the fraction of demand for the relaxed serviceishigh, it can in fact be optimum to
have a service facility providing the relaxed service from a boundary of its service
area. This illustrates that determining the optimal service areas considering two
distance constrained services is highly complex even for small problems on a line

segment.
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Table 7.5: Test cases for running the optimization model
with Setting 1 (dmaxg = 0.48, dmaxs = 0.24), and o = 8

Case | f Location
0.48 0.98
17 0 X ¢ AN
0 01 02 03 04 05 06 07 08 09 1
Relaxed service zones
0.48 0.96
18 0.05 M @ X
0 01 02 03 04 05 06 07 08 09 1
Strict service zones
0.12 0.48 0.96
19 0.2 — ] < } X
0 01 02 03 04 05 06 07 08 09 1
Relaxed service zones
0.28 0.76
X < ¢ X
0 01 02 03 04 05 06 07 08 09 1
20 0.4 . .
Strict service zones
0.02 0.28 0.76
@A < i < X
0 01 02 03 04 05 06 07 08 09 1
Relaxed service zones
21 0.6 0.28 0.76
X < i € K
0 01 02 03 04 05 06 07 08 09 1
Strict service zones
0.02 0.28 0.76
22 0.8 & ® : ps X
0 01 02 03 04 05 06 07 08 09 1
Relaxed service zone
0.24 0.76
A4 4 | 4 \/
/N - I - I\
0 01 02 03 04 05 06 07 08 09 1
23 0.95 . .
Strict service zone
0.24 0.5 0.76
Y A lasl v \/
/IN - | - ZIN
0 01 02 03 04 05 06 07 08 09 1
0.24 0.72 0.98
24 1 x < l ¢ WK
0 01 02 03 04 05 06 07 08 09 1
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Table 7.6: Test cases for running the optimization model with Setting 2
(dmaxr = 0.24, dmaxs = 0.12), and o = 2

Case | f Location

0 0.240 0.720 0.980
25 ¥ . i " K
0 01 02 03 04 05 06 07 08 09 1

Relaxed service zone

0.040 0.280 0.760
N g 4 | P \/
K A T o N
0 01 02 03 04 05 06 07 08 09 1
26 0.05 . .
Strict service zone
0.040 0.280 0.520 0.760 0.940
. g | 4 1 4 | ‘_|H
/N 1 - 1 - 1
0 01 02 03 04 05 06 07 08 09 1
Relaxed service zones
0.24 0.72 0.96
. 4 L Al yYaN 4
N hd T v X
0 01 02 03 04 05 06 07 08 09 1
27 0.2 . .
Strict service zones
0.06 0.24 0.48 0.72 0.96
K———————v—F———F—X
0 01 02 03 04 05 06 07 08 09 1
Relaxed service zones
0.16 0.64 0.88
28 0.4 ¥ W ; e & X
0 01 02 03 04 05 06 07 08 09 1
Strict service zones
0.02 0.16 0.4 0.64 0.88
29 0.6 KA v i 4 i < i < X
0 01 02 03 04 05 06 07 08 09 1
Relaxed service zones
0.16 0.64 0.88
. 4 L AL | P \/
/N - 1 - I - VAN
0 01 02 03 04 05 06 07 08 09 1
30 0.8 Strict service zones
0.02 0.16 0.4 0.64 0.88
b v : O : < : 1 X
0 01 02 03 04 05 06 07 08 09 1
Relaxed service zone
0.120 0.600 0.880
. 4 L 4 1 &, \/
VO - I - I - VN
0 01 02 03 04 05 06 07 08 09 1
31 0.95 . ;
Strict service zone
0.120 0.360 0.600 0.740 | | 0.880
s & } v | & e (4 3K
0 01 02 03 04 05 06 07 08 09 1
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0.120 0.360 0.600 0.84/ 0.980
2 |1 ——F— v+ ¥
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Relaxing the hierarchy restriction: Not considering the constraint for the maximum

number of higher level facilities (7.16) in effect alows the system to be non-
hierarchical since all facilities can potentially provide both types of service. Analysing
the problem without this restriction confirms that it might be better to set-up a non-
hierarchical system when the transportation cost dominates, while, a hierarchical
system, providing a higher centralization level, can be beneficial when the inventory
cost dominates. When the transportation cost is dominant, i.e. when a is small, it is
observed that without the restriction on maximum number of higher level facilities
(7.16) the optimum setup turns out to be of anon-hierarchical nature, where all facility
points provide both types of service. Figure 7.11 presents the optimum solution for
Case 4 (Table 7.3) when the constraint for the maximum number of higher level
facilities (7.16) is removed. All facilities provide both service types in equal service
zones and from the centre of the zones. This increases the level of decentralization in

the system and reduces the transportation cost.

Relaxed service zones

0.17 0.50 0.83
& } © ] v X
0.1 0.2 03 04 05 06 07 08 09 1.0

S ¥

Strict service zones

0.17 0.50 0.83

A4 ) ] V) ] 4 SN
/N hd I - 1 hd A0
0.0

0.1 02 03 04 05 06 0.7 08 09 1.0

Figure 7.11: Case 4 without constraint on the number of higher level facilities (o =
0.05,f=0.4)

For the reported cases, when the inventory cost is dominant, the optimum setup
without the constraint on the number of higher level facilities (7.16) remains
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hierarchical. Figure 7.12 presents the optimum setup for Case 20 (Table 7.5) when the
number of higher level facilitiesis not constrained. The solution remains similar with
exactly the same objective function value as when the maximum number of higher

level facilitiesis constrained.

Relaxed service zones

0.24 0.72
2 é > N/
KR \ 4 A N
0

01 02 03 04 05 06 07 08 09 1

Strict service zones

0.24 0.72 0.98
X < I < WK
0 01 02 03 04 05 06 07 08 09 1

Figure 7.12: Case 20 without constraint on the number of higher level facilities (o =
8,f=0.4)

The following analysis compares the performance of the optimum hierarchical setups
determined earlier with the performance of the non-hierarchical setup providing the
maximum decentralization. Under the non-hierarchical setup, al facility points have
the service zones of the same size (1/n) and each facility point provides both the
relaxed and strict servicesin its service zone (Figures 7.13 (a) and (b)). Thisresultsin
the maximum level of decentralization and al demand points being served from the
nearest facility point regardless of the required service type. As the non-hierarchical
setup is not sensitive to the changesin the demand fractions for both service types, the
inventory and transportation costs remain constant in the system over the changes in

f.
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0.17

A4 4 1

Relaxed service zones
0.50

0.83

/N - 1

00 01 02 03 04 05 06 07 08 09 10

Strict service zones

I v X

0.10 0.30

0.17 0.50 0.83

N\ V) L L 4 AN

/N 4 T I - /N

00 01 02 03 04 05 06 07 08 09 1.0

a) Non-hierarchical setup (Setting 1)
Relaxed service zones

0.10 0.30 0.50 0.70 0.90
N 4 L Ab | P L 4 L A N/
/N - 1 - I 1 - 1 A /N
00 01 02 03 04 06 07 08 09 10

Strict service zones
0.50

0.70 0.90

A4
VAN v
00 01 02 03 04

b) Non-hierarchical setup (Setting 2)

} < { e——X
06 07 08 09 1.0

Figures 7.13 (a & b): Non-hierarchical (maximum decentralized) setup

Figure 7.14 (a) and (b) present the objective function (transformed cost function

(7.15)) values based on the optimum hierarchical setups for Cases 3, 4, 5, 6, 11, 12,

13 and 14 (cases with dominant transportation cost), and the objective function value

when the setup is non-hierarchical (Figures 7.13 (a) and (b)).

0.4
0.3 8 — —_——
C < < '
0.2
0.1
0
0.2 0.4 0.6 0.8

f
==@=Hierarchical Setup

==@=Non-Hierarchical setup
a): Setting 1 (dmax = 0.48, Omexs = 0.24), and o
= 0.05. f=0.2 (Case 3), f=0.4 (Case 4), f=0.6
(Case5), f=0.8 (Case 6)

0.25

0.2

0.15 c o o
0.1

0.05

0.2 0.4 0.6 0.8

f
==@=Hierarchical Setup
==@=Non-Hierarchical setup

D): Setting 2 (dmexr = 0.24, Gexs = 0.12), and o
= 0.02. f=0.2 (Case 11), f=0.4 (Case 12), f=0.6
(Case 13), f=0.8 (Case 14)

Figures 7.14 (a & b): Objective function values based on the optimum hierarchical
setups for the cases with dominant transportation cost against the objective function
value under the non-hierarchical setup.

Figures 7.15 (a) — (d) compare the optimum hierarchical setups for Cases 3, 6, 11 and

14, in which the transportation cost dominates, with the non-hierarchical setup
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(Figures 7.13 (a) and (b)) over varying fractions of demand for both service typesin
each case. The results show that the non-hierarchical setup performs better than the
optimum hierarchical setups for the cases with dominant transportation costs and the
saving by setting up the non-hierarchical setup increases as the fraction of demand for
the relaxed service (1-f) increases (Figures 7.14 and 7.15). With the increase in the
fraction of demand for the relaxed service, more demand is met from more centralized
higher level facilities under the hierarchical setup. Thisresultsin higher transportation
cost, which dominates in these cases. Under the non-hierarchical setup on the other
hand, demand is met with the maximum decentralization from the nearest facility,

which resultsin alower transportation cost.
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0.4 0.25
03 0.2
m 0.15 m
0.2
0.1
0.1 0.05
0 0
02 03 04 05 06 07 08 0.5 0.2 03 04 05 06 07 08 0.5
f f
==@=—Hierarchical setup ==@=—Hierarchical setup
—@— Non-Hierarchical setup =@ Non-Hierarchical setup
a) Optimum hierarchical setup for Case 3 b) Optimum hierarchical setup for Case 11
(setting 1, f=0.2, 0=0.05) versus non- (setting 2, f=0.2, 0=0.02) versus non-
hierarchical setup hierarchical setup
0.4 0.25
03 m = 0.2 : :
0.15
0.2
0.1
0.1 0.05
0 0
01 02 03 04 05 06 0.7 0.8 01 02 03 04 05 06 07 08
f f
=@= Hierarchical setup =—@—Hierarchical setup
=@ Non-Hierarchical setup =@=—Non-Hierarchical setup
C) Optimum hierarchical setup for Case 6 d) Optimum hierarchical setup for Case 14
(setting 1, f=0.8, a=0.05) versus non- (setting 2, f=0.8, a=0.02) versus non-
hierarchical setup hierarchical setup

Figures 7.15 (a—d): Objective function values for varying f under the optimum
hierarchical setups and the non-hierarchical setups— Cases with dominant
transportation cost

As opposed to the cases where the transportation cost dominates, for the cases where
the inventory cost dominates, the hierarchical setups performs better than the non-
hierarchical setup (Figures 7.16 (@) and (b) and 7.17 () — (d)). The higher thefraction
of demand for the relaxed service (1-f) gets, the lower the service costs becomes under
the hierarchical setups. Under the hierarchical setups, with the increase in the fraction
of demand for the relaxed service, the supply gets more centralized through the higher
level facilities, and in turn, the inventory cost, which is dominant in these cases,

reduces. On the other hand, the non-hierarchical setup, meeting both types of demand
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from the nearest facility, does not avail the opportunity to increase the level of

centralization when the fraction of demand for the relaxed service increases.

15 4.8
14 C < < O 4.6 o > > ”Y
13 4.4
12 ./._-a___. ) /./‘
11 4
10 3.8
0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8
f f
=@=— Hierarchical Setup =@—Hierarchical Setup
==@=Non-Hierarchical setup =@=Non-Hierarchical setup
a): Setting 1 (dmexr = 0.48, maxs = 0.24) with a | D): Setting 2 (drexr = 0.24, dmexs = 0.12) with a
= 8. f=0.2 (Case 19), f=0.4 (Case 20), f=0.6 = 2.f=0.2 (Case 27), f=0.4 (Case 28), f=0.6
(Case 21), f=0.8 (Case 22) (Case 29), f=0.8 (Case 30)

Figures 7.16 (a & b): Objective function values based on the optimum hierarchical
setups for the cases with dominant inventory cost ver sus the objective function
values for the non-hierarchical setup
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15 4.8
14 4.6
13 4.4
12 4.2
11 4
10 3.8
0.2 03 04 05 06 07 08 09 0.2 03 04 05 06 07 08 09
f f
== Hierarchical setup =@—Hierarchical setup
—@— Non-Hierarchical setup =@=Non-Hierarchical setup
a) Optimum hierarchical setup for Case 19 b) Optimum hierarchical setup for Case 27
(setting 1, f=0.2, a=38) versus non-hierarchical (setting 2, f=0.2, a=2) versus non-hierarchical
Ssetup Ssetup
15 4.8

. C—C—C—0—0—-0C——0—0
14 @ o—0 o—0 o—0 ® 4.6

4.4
13 4.2
M 4

12

3.8
11 3.6
0.1 02 03 04 05 06 07 0.8 0.1 02 03 04 05 06 07 o038
f f
==@=Hierarchical setup ==@=Hierarchical setup
=@— Non-Hierarchical setup ==@=Non-Hierarchical setup
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Figures 7.17 (a—d): Objective function values for varying f under the optimum
hierarchical setups and the non-hierarchical setups— Cases with dominant inventory
cost

7.6.Summary and Conclusion

The chapter looks into the impact of the inventory and transportation costs and the
fractions of demand for two time-based service types, one having a shorter service
time window, on the optimum hierarchical location setup with minimum number of
facilities. The investigation starts with the analysis of the behaviour of service cost as
a combination of the inventory cost, possessing economy of scale characteristics, and
the transportation cost, possessing diseconomy of scale characteristics, in relation to a
service area (zone) size. Two distinct location patterns considering a distance

constrained service are identified. One of the patterns, which favours transportation
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cost reduction, comprises of service zones of equal length, while in the other pattern,
favouring inventory cost reduction, all zones but one are of maximum allowable length
whereas the remaining zone is of a smaller length. The optimum solution switches
between these two patterns depending on the comparative values of inventory and

transportati on cost constants.

A MINLP model isthen presented that determines the optimum hierarchical location
setup given the distance constraints for two time-based service types, the fractions of
total demand for the service types, and the minimum number of facilities of each type.
The solutions generated by the MINLP model can be loosely linked to the optimum
patterns for a system with single time based service. When the transportation cost is
dominant, the service zonestend to be equal and facility pointstend to bein the middle
of their zones. In the cases where the increase in the demand fraction for the rel axed
service changes the optimum solution, facility points tend to move away from the
centres of the strict service zones to let the higher level facilities move towards the
centre of the relaxed service zones. On the contrary, when the inventory cost is
dominant, resulting in a solution where one facility has a comparatively smaller
service zone, if the optimum solution changes with the higher fraction of demand for
the relaxed service (strict service), the smaller zone for the relaxed service (strict
service) becomes even smaller. Also, with dominant inventory cost, in most cases, not
all facilities cover the demand that is closer to them rather than to an adjacent facility,
i.e. the Voronoi assumption does not fit well in determining the service areas. There
are even cases where in the optimum hierarchical setup afacility serves only on one

side, i.e. from aboundary of its zone.
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In the cases tested for dominant transportation cost, when thereis no restriction on the
total number of facilities that can provide the relaxed service, the optimum setup
becomes non-hierarchical, in which each facility serves both the relaxed and the strict
services in the proximities. However, in cases where the inventory cost is dominant,
relaxing the hierarchy restriction still gives hierarchical setup solutions, which are
more centralized compared to the non-hierarchical system and hence better for
inventory reduction. Note that if the strict service time commitments are for a specific
time of day, as in the case of Highways Agency, the hierarchical setup can have an
added benefit. If the system is setup as hierarchical, the lower level facilities
(providing only the strict service) can be closed during the timeswhen the strict service

is not required.

Thework in this chapter indicates that setting up an optimum location pattern for time-
differentiated distribution invol ves deli cate balances with respect to different costsand
demand profiles. A small change in the costs or the fractions of demand for different
service types can radically change the optimum facility locations and service area
configuration. Counterintuitive placements, such as serving the demand from an
extreme |ocation point of the service area, allocating demand to adistant facility point
rather than to a closer facility providing the required service type, and setting up a
system with uniform capability to meet different types of demand can be better options

in certain cases. Thisisacomplex areathat needs further exploration.
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Chapter 8: Conclusions and further research directions

8.1.Conclusions

In this research, we address some of the distribution cost issues in context of time-
based service differentiation. The analysis considers a system that offers supply of a
required item at demand locations within two different service time windows. The
factors explored in the work include service time/distance constraints, fractions of
demand for different time-based service types, inventory and transportation costs,
inventory sharing, service availability levels, and organizations of service facilities
and their service zones. These factors are explored under hierarchical and non-
hierarchical setups. Under the hierarchical setup, selected facilities (i.e. higher level
facilities) provide service within the longer time window so that the longer service
time (and distance) can be exploited to consolidate demand at higher level facilities
and meet demand in a more centralized fashion. While under the non-hierarchical
setup, serviceis provided in auniform fashion such that all facilities cater for services
within the shorter as well asthe longer time windowsin their vicinities, hence making

the system compl etely decentralized.

This section provides the research conclusionsin view of some empirical findings and

the following questions that define the main objectives of this research:

What is the impact of the service time window lengths associated with different time-

based service types on inventory and transportation costs?
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What is the impact of the demand fractions associated with different time-based

service types on inventory and transportation costs?

What isthe impact of inventory sharing with varying fractions of demand for different

time-based service types on transportation and service availability levels?

What istheimpact of transportation and inventory costs and the demand fractions for

different time-based service types on the optimum facility locations and service zones?

I mpact of the service time window lengths and the demand fractions associated with
different time-based service types on inventory and transportation costs. The
analysisin Chapter 5 and 6 suggests that, though improving the service time capability
can have significant impact on the setup cost, once a system has been designed, an
increase in the percentage of demand for the service within the shorter time window
does not necessarily mean that the cost of service provision becomes higher. The setup
cost as well might not be high for service providers due to the outsourcing of storage.
Besides, though normally inventory increases as the number of facilitiesin a system
increases for covering demand in a shorter time, the average travelling to reach

demand locations reduces.

The analysis, considering the EOQ based (R, Q) and the (S-1, S) inventory policies,
shows how, unlike under the non-hierarchical setup, a system under the hierarchical
setup reacts to the changes in the proportions of demand for different time-based
service types. Considering the EOQ model, when demand for the service within the
longer time window gets comparatively higher, the hierarchical setup can result in

lower inventory levels. However the higher transportation cost can offset this
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reduction and make the non-hierarchical setup more feasible, especially when

transportation cost are significant as reported by the case companies.

Under the (S-1, S) inventory policy (employed by the SPL case companies), thereis
an indication that, even though demand under the hierarchical setup is more
centralized than under the non-hierarchical setup, the required inventory can be lower
under the non-hierarchical setup in some cases. Hence, as the transportation costs is
also lower under the non-hierarchical setup, in these cases it is more reasonable to
serve to all customers under the non-hierarchical system, i.e. in a uniform fashion.
Nevertheless, in several cases, when the fraction of demand for the service within the
longer time window is significantly high, the hierarchical setup does lower the
inventory levels. Demand for the service options offering longer service time windows
is high at the SPL case companies, hence there can be an opportunity to increase the
level of centralization and reduce the inventory level through a hierarchical setup.
Where the hierarchical setup reduces inventory, it might be beneficial to deploy the
stocks with high inventory related costs in a hierarchical fashion while deploying the
stocks with low inventory related costs in a non-hierarchical fashion. Significant
saving can be achieved when the entire demand for an item is consolidated at one
facility. Both SPL case companies have indicated that exceptionally expensive parts
are only maintained centrally. If a part is provided from al facilities in the system,
even if most of the demand is consolidated at one facility and the remaining demand
at other facilitiesis very low, the system will still be required to maintain some stocks
at every facility. This can be costly if the part is expensive as the number of facilities

isnormally high in SPL systems.
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Impact of inventory sharing with varying fractions of demand for different time-
based service types on transportation and service availability levels. Chapter 6
presents a simulation study considering the (S-1, S) inventory policy to compare
inventory sharing and non-sharing configurations under varying fractions of demand
for the two time-based service types. The comparison is based on the fill-rate and
average service distance performance measures under the hierarchica and non-

hierarchical setups.

Under the non-hierarchical setup, which is favourable in terms of transportation cost
reduction and is deployed by the case companies, inventory sharing resultsin ahigher
service availability level (which may allow stock reductions) and a higher average
service distance compared to when inventory is not shared. Unlike in the absence of
inventory sharing, a system under the non-hierarchical setup with sharing mechanism
reacts to the changes in the demand fractions for different time-based service types.
An increase in the fraction of demand for the service in the longer time window
increases the inventory sharing opportunity. This in turn increases the service
availability level dong with the average distance to serve a demand. Hence a
consideration should be given to the inventory and transportation cost trade-off in

deciding whether the inventory sharing mechanism is beneficial or not.

On the other hand, under the hierarchical setup, which can favour inventory level
reduction by providing more centralization in the system, sharing without hierarchical
restriction as such does not reveal atrade-off between the service availability level and
the average service distance performance. Under the hierarchical setup, transshipment
from the nearest facility in the range with positive stocks in case of a stock-out can not

only increase the service availability level, but can aso reduce the average service
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distance. The simulation study also investigates inventory sharing under ahierarchical
restriction where for a request for the service within the longer time window a
transshipment is only allowed from a higher level facility in the range. Inventory
sharing with the hierarchical restriction does not exhibit any specia benefit over

inventory sharing without this restriction.

I mpact of transportation and inventory costs and the demand fractionsfor different
time-based service types on optimum service zones. Chapter 7 looks into the impact
of inventory and transportation costs and the demand fractions for two different time-
based service types on the optimum hierarchical location with minimum number of
facilities. The investigation is done through optimization models considering that

customers are uniformly spread along aline segment or one route.

Considering a time (distance) constraint, two distinct types of service zone patterns
are observed depending on whether transportation or inventory cost dominates. These
patterns suggest that the optimum facility locations and service area zoning can be
significantly different for situations where transportation cost is dominant and where
inventory cost is dominant. When transportation cost dominates, it can be more
efficient to have al service zones with similar sizes. Whereas, when inventory cost is
dominant, it can be more efficient to have al but one facilities with the maximum

service areas in order to attain an economy of scale.

With multiple distance constraints, the optimum hierarchical facility locations and
service zones can in addition depend on the demand fractions for different time-based
service types. When the inventory cost is dominant, the better organization of facility

locations and service zones can be the ones where economy of scale is achieved for
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the service type which has the higher fraction in overall demand. The analysis
confirms that the hierarchical setup might not be optimum when transportation cost
dominates. In thissituation, it can be better to setup anon-hierarchical setup providing

the maximum decentralization.

The study showsthat determining facility locations and service areasisavery complex
problem in the context of time-differentiated distribution. There are several factorson
which the optimum organization of facilities and service areas depend, and balancing
these factors can be challenging. There can be situations in which it can be better to
serve demand from an extreme location point of aservice area (i.e. from aservice area
boundary), or alocate demand to a distant facility point rather than to a closer facility
providing the required service type, or set up asystem with uniform capability to meet

different types of demand.

Limitations: It is important to emphasize the limitations of our research approach.
Many of the assumptions in thiswork are not strictly appropriate in rea life settings.
For example, in many cases, customers do not have a uniform geographical
distribution in an area and there are severa factors affecting the possible facility
locations. Besides, there can be many capacity constraints in service operations. Also,
many real world distribution systems, especially SPL systems, are complex and
include multiple echelons. We clearly cannot claim that our models, based on stylized
systems, can be applied directly to area world system. However, the analysis hereis
extensive and provides important generic insights which are unlikely to be generated
through studying rea life setups or instances. The insights can be useful in
understanding likely impacts of different scenarios in time-differentiated distribution

and can aid in decision making.
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8.2.Directions for further research

Some of the related issues that deserve further investigation are summarised below:

e This research mainly focuses on inventory and transportation costs.
Considering other costs and resources such as the number of service engineers
and vehicles, can give further insights.

e The smulation study does not as such focus on the adjustment of base stock
levels when the service level increases due to inventory sharing. Extending
the study to consider the base stock level adjustment can be more insightful
with regards to the impact of inventory sharing on service costs.

e Inventory sharing is a popular theme of research, however, sharing of
engineers and other resources by different facilities/regions, which can be
impacted by the allowed service time, has not received much attention.

e Serving multiple customers in one trip is a redlistic consideration. Longer
service time commitments can increase the opportunity for serving multiple
customersin atrip and can possibly reduce the required resourcesfor satisfying
demand.

e We have only considered time-based service differentiation. Incorporating
service availability level differentiation in the investigation can aso be
insightful.

e Veryfew location studiesin the current literature address continuous customer
location problems. Our multi-objective investigation considering
unidimensional demand spread is of an exploratory nature and should motivate

further work for tackling more than one objectives. The following facility
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location problems can be explored considering continuous geographical
distribution of customersin two dimensions:
o Minimizing average distance subject to a distance constraint
o Multi-level (hierarchical) covering where there are more than one
distance constraints
0 Minimizing the sum of transportation and inventory costs subject to a
distance constraint
Our optimization model can potentially be used as a part of a constructive
heuristic for arelated solution in atwo dimensional area.

e It can aso be interesting to study the design of service zones considering
resource sharing, i.e. to find the optimal service areas when sharing is possible.
A higher level of centralization, where service areas are large and facilities are
far apart, can be beneficial for inventory costs, considering that inventory is
not shared. When inventory is shared, it might be beneficial to locate facilities

closer to each other and have more overlapping of facility service ranges.
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Appendix 1 —Interview questions

ICT Cases

Range of services/service contracts

What service time contracts for IT (hardware) support services are being
offered to the customers?

What is the scope of activities within the contracted service times?

What is the approximate percentage of calls for each response time option?
Can there be different service time commitments for different types of

equipment with one customer?

Network structure and capabilities of supplying service parts

How many service part stocking facilities are there in the UK?

How many echelons are there in the service parts distribution network?

How many stocking facilities are there in each echelon?

Is the number of service part stocking facilities sufficient for meeting
customers' requirements?

Does the central warehouse also serve the customers directly?

What are the considerations in deciding the location of service parts stocking
facilities?

What is the response time capability to reach UK customers?

Do al of the warehouses provide full range of service response times?

Procedurefor satisfying service requests

How are the service calls received and logged?
What isthe criteriato select service part stocking facility to supply the part(s)

in response to a service call?
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- Do customers mostly perform diagnosis themselves to determine which part to
order?

- Is the servicing at customer site being outsourced to third party service
engineers who provide service on your behalf?

- Isthe transportation function for supplying the parts outsourced?

Service parts characteristics

- What isthe number of Stock Keeping Units (SKUs)?

-  What istherange of lifecycle durations of products under service contracts?

- What isthe proportion of repairable parts and consumable parts?

- Do customers always receive new service parts?

- How are the obsolete service parts in the inventory dealt with (e.g. they are
scrapped, resold etc.)?

- What isthe proportion of fast moving, normal moving and slow moving parts?

- Isit likely that other major companies in this sector hold similar service parts
in their inventories?

Demand/customer characteristics

- Can the location of customers be classified as clustered (i.e. customers are
more concentrated in fewer places)?

- Isthe demand at certain stocking facilities significantly higher compared to
others?

- On average how many service cals are received per month?

- What isthe approximate percentage of calls for each response time option?

- Issupplying only one part per service request common?

- What istheinstalled base (number of units)?

- What isthe total number of customers?
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Inventory policies and stocking rules

Do different parts have different availability levels (e.g. 95% availability level
for some parts while 97% for others)?

Are there different part availability levels set for different
customers/equipment? If yes - what are the different part availability options
being offered?

What software package, if any, is being used to manage the inventory levels?

What inventory control policies are being employed for inventory
management/inventory replenishment?

Isthere central visibility of stock levels at all stocking points?

Can you explain replenishment procedures at local warehouses (e.g. automatic
replenishment requests are generated by local warehouses)?

Approximately what is the proportion of stocks being maintained/deployed
centrally?

Are expensive parts only stored centrally?

Sour cing of service parts

What is the average replenishment lead time from suppliers for most products
(excluding products with exceptionally long lead times)?

From where are service parts sourced?

Service cost characteristics/cost structure

Can the service business be considered as a high revenue/profit generating
function of the organization rather than just a support function which is
necessary to be provided to the customers?

What isthe cost of delivering part(s) to the customers on same day?

What are the percentages of different costs constituting overall service costs?
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- What isthe average cost of service parts, cost of most expensive service part,
and cost of cheapest service part?
I ssuesin managing service partslogistics
- What are the system vulnerabilities and the key issues in managing Service
Parts Logistics effectively?
Management trends
- What are the new trends in managing Service Parts Logistics?
-  Where do you think there are opportunities for improvement in service
operations?
The Highways Agency
- Can you describe scope and scale of Highways Agency’s service delivery
operations?
Range of services
- Aretheredifferent response times for different types of incidents?
- What are the response time windows?
- Aretheresponse time windows just to reach at the site of an incident?

Network structure and capabilities

How many stocking facilities are there in your region?
- Isthere any central warehouse?
- What are the considerations in deciding the location of service/stocking
facilities?
- Do all of the warehouses provide full range of service response times?
- Doal facilities store same kind of material?
Procedurefor satisfying service requests

- How arethe service calsreceived and logged?
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- How are the contractors coordinated?
- What is the criteria to select service/stocking facility to respond to a service
call?
- Isthe servicing being outsourced to third party service providers?
Inventory and demand characteristics
- What isthe number of different materials maintained in the inventory?
- Canyou give examples of some materials used in the repair as part of incident
response?
- Do the stocks become obsolete in any case and isit amajor concern?
- How isthe obsolete inventory dealt with?
- Can the demand locations be classified as clustered?
- Isthedemand at certain facilities significantly higher compared to others?
- On average how many service cals are received per day?
- Isthe demand predictable?
Inventory policies and sour cing of material
- Isthere any target ‘on-time service availability’ level?
- What inventory control policies are being employed for inventory
management/inventory replenishment?
- Do you know the stocking levels at all times?
- Can you explain replenishment procedures at the warehouses?
I ssuesin managing service partslogistics
- Can you highlight the system vulnerabilities and the issues?
Management trends
- Where do you think are the opportunities for improvement in the service
operations?
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Appendix 2 — Expected distance to serve uniformly

distributed customerswithin a hexagonal catchment area

A hexagonal catchment areawith an edge length of scan bedivided into six equilatera
triangles each having an edge length s (Figure A2-1). Hence the expected distance to
serve a customer from the centre of the hexagonal catchment area, and the distance
between a vertex of an equilateral triangle in the hexagon and a random point inside

the triangle can be considered as same.

Figure A2-1: Facility catchment area (with ‘s’ as the maximum distance that can be
travelled from the facility (located at the centre))

To compute the expected distance to serve a customer:

Let O (0,0) bethevertex where the servicefacility islocated in a Cartesian coordinates
system. Then the distance between the service facility and another vertex is s (where
sisequal to the length of an edge of the hexagon and the equilateral trianglesforming

the catchment area of the facility).
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A equilateral triangle in the hexagon can be further divided into two right angle
triangles of equal dimensions. The resulting right angle triangles are exhibited in

Figure A2-2. Let R represent one of these triangles.

5 cos 60F

5 cos 30° -
X
(0.0) (0.0)

Figure A2-2: Average distancein an equilateral triangle and hexagon with edge
length s

Let A (X, y) be arandom point inside the right angle triangle R. Then, the vector OA
represents the expected distance from the facility point (located at O) to a randomly
selected point inside R, and the expected distance from the facility point to a point

inside the equilateral triangle and the hexagon as well.

Considering the Pythagorean theorem, the distance between A, having coordinates x

andy, and Ois,/(x — 0)2 + (y — 0)2.

The probability of the occurrence of point Ais given by:

Prob.(x,y) = ! = L = 2
XY Total Area 5 c05300xs cos600 52 c0530°c0s60°
2
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Asthe coordinates (x, y) can take values between the coordinates of the vertices of R,

the following integral can be formulated to compute the expected distance:

0 0
Expected distance = fos c0s30 f(ftan % Prob. (x,y)/x% + y2 dx dy

2 5c0s30° .xtan30°
; -z 2 1 2
Expected distance = — Js Js VX2 +y2dxdy

00cos609
as [x?+y?dy = %y JxZ+y? 4+ %xz In(y ++/x2+y2)+ C

. 2 Scos30° [1
Expected distance = N [

—_— z 2 2,1 2
52 c0s300%co0s600 zy x“+yc+ Zx 1n(y+

xtan30°

JETA " ax

0

Substituting tan 30° by % and solving the integral further gives us:

Expected distance = G + @) 5s=0.60799 s
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Appendix 3—Mode formulation considering mor e than

two service time options under the hierarchical setup

The formulation presented in Section 5.3.2 can be extended to consider more than two
levels under the hierarchical setup (providing more than two service time options). For
a demonstration, cyclic inventory and transportation cost functions are formulated

below for such system.

Let Type k service be a stricter service than al Type k — i services, and let a Type k
service facility be a lower level service facility than all Type k — i service facilities
(Where 2 <k <m, 1 <i <k and mis the total number of service types and types of

service facilities). In addition,

Let:
A= tota areato be served (alarge geographical area)
A= total demandinthearea A, i.e. the total number of service cals per unit time

Co= setup cost per inventory replenishment order

Ch= inventory holding cost per unit per unit time

Ci= travel cost per unit distance

fi=  fraction of the total demand for Type 1 (most relaxed) service calls

fc= fraction of the total demand for Type k service calls. Where 2 < k < m. such

that X2, fi =1
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S =

n=

Nk =

maximum distance that can be covered from a service facility to provide the
Type 1 service = the edge length of a hexagonal catchment area for Type 1

service

maximum distance that can be covered from the service facility to provide
Type k service = the edge length of a hexagonal catchment area for Type k

service

number of service facilities providing Type 1 service = 259‘;# , Where
. 1

2.5981(s:?) is the hexagonal catchment area (with an edge length of ;) of a

service facility for Type 1 service provision

. _— . 0 . A
number of service facilities providing Type k service = 7598100 where 2 <

k <m and 2.5981(s?) is the hexagonal catchment area (with an edge length of

s of aservice facility for Type k service provision.

The ratio between n1 and nk can be stated as:

2.598151 2 Sk

2.59815)2

A

A - 2

Considering that a Type 1 service facility provides al types of service whilea Type k

service facility provides Type k service and al the other service types that are stricter

than Type k service, the number of Type 1 and Type k service centres are determined

as,

Number of Type 1 service facilities = n;.

Number of Type k service facilities = nk — N.1.
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Where ‘ni.1" isthe number of service facilities providing Type k-1 service.

For instance, Table A3-1 and A3-2 show the classification of service facilities
assuming a successively inclusive hierarchical system providing four service types
through four types of service facilities. Here, Type 1 service is the most relaxed
service, Type 2 service is stricter than Type 1 service, Type 3 service is stricter than
Type 2 service, and Type 4 service is the strictest service. In terms of facility levels,
Type 1 facilities are the highest level facilities, Type 2 facilities are lower level
facilities than Type 1 facilities, Type 3 facilities are lower level facilities than Type 2

facilities, and Type 4 facilities are the lowest level facilities.

Table A3-1: Classification of service facilities in four-level nested-hierarchical
system

Typelservice Type2service Type3service Type4service

Type 1 service
facilities provide: v v v v
—

Type 2 service
facilities provide: v v v
—

Type 3 service
facilities provide: v v
—

Type 4 service
facilities provide: v

—

Table A3-2: Number of service facilities for each service typein four-level nested-
hierarchical system
Typel Type?2 Type3 Typed

service service service service
facilities IEEIMES facilities IEEIMES

Number of service
facilities providing Type 1 v
service, i.e. npinclude: —
Number of service

facilities providing Type 2 v v
service, i.e. nyinclude: —
Number of service

facilities providing Type 3 v v v
service, i.e. nginclude: —
Number of service

facilities providing Type 4 v v v v
service, i.e. nyinclude: —
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In order to determine the number of Type 4 service facilities (i.e. k = 4), the number
of service facilities providing Type 3 service is subtracted from the number of service

facilities providing Type 4 service:

Number of Type 4 facilities = ns — na.

Where, nz is the sum of the numbers of Type 1, Type 2 and Type 3 service facilities.

Reverting back to the example of the distribution network providing four types of
services in a successively inclusive hierarchical system, the total demand can be
considered as/ = fi(4) + f2(4) + f3(A) + fa(%). Wherefi(A), f2(2), f3(%) and fa(7) represent
demand for Type 1, Type 2, Type 3 and Type 4 services respectively, such that
fi+fo+fa+f4=1. Considering the above classification of service facilities, Table A3-3

showsthe expressionsfor the demand served by the different types of servicefacilities.

252



Appendix 3 —Model formulation considering more than two service time options under the

hierarchical setup
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The demand served by Type 1 service facilities is equal to the sum of entire demand

for Type 1 service and the part of demand for the services stricter than the Type 1

service.
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Total demand served by Type 1 service facilities = {le—tfi/l (A3.1)

Wherei = 1, 2 ... mand misthe total number of service and service facility types.

Total demand served by one Type 1 service facility = Zm nlfl

Total demand served by one Type 1 service facility = Y, fl /1 (A3.2)

Similarly, the total demand that is served by Type k service facilities is equal to the
sum of the fractional demand for Type k and the stricter services that are facilitated by

Type k service facilities.

Total demand served by Type k service facilities =

T fi (A33)

Wherei = 1, 2 ... mand misthe total number of service and service facility types.

Total demand served by one Type k service facility =

1 n n
Zm k— klfl

(Mg—ng-1) n;

Total demand served by one Type k service facility = Y1, fl (A3.4)

Cyclic inventory cost in multilevel (>2) hierarchical organization

We know that the total cyclic inventory cost in a decentralized system assuming the
EOQ model equalsto Y™ ,./2C,C,4;, Where Ji is the demand served by stocking
location i (i=1, 2 ... n) and n is the total number of locations. Considering the total

demand served by one Type 1 facility (A3.2), the total demand served by one Type k
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facility (A3.4), the number of Type 1 facilities ny, and the number of Type k facilities

Nk — Nk-1, We obtain

Total cyclic inventory cost = <n1\/ZChC i fi A) Yres ((nk —

Nk 1)\/26}16 Yitk fl/l) \/ZChCoAnl( ym. nlf! +ym, ("k nk 1) ym )

m"1f1
=17,

Multiplication factor (cyclic inventoy cost) = ( ¥

m  (Mk—Ng-—1) )
k=2 \/— Z

Transportation cost in multilevel (>2) hierarchical organization

Considering the average distance inside a hexagonal areaas 0.60799(s) from its centre

point, where ‘s’ isthe length of edges of the hexagon,
Total transportation cost = C;(0.60799) X1, fils; = C:A(0.60799)s; (f1

m ¢ Si
n,fi2)

Multiplication factor (transportation cost) = (f1 + X%, ﬁ\/%)
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Appendix 4 — Distances between war ehouses (Company B)
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Appendix 5— Computation of the average distancein a

Voronoi diagram

Consider aright angled triangle laid out in a Cartesian system with one of its vertex at the
origin (0, 0). The adjacent side to the vertex on origin overlapswith the X axisand has alength
‘o, whereas the opposite side is parallel to Y axis and has a length ‘B’ (Figure A5-1).
The average distance in this right angled triangle from its vertex at the origin can be

determined through the following formula (Stone, 1991):

5 @) /1 + (g)2 + sinh™ (£) (A5-1)

(o, B)

(0,0 0. )

Figure A5-1

The average distance in aVVoronoi diagram representing the service areas is computed
based on the above formula (A5-1). For the computation, each Voronoi cell is taken
inturn. Each cell isbroken into triangles (Figure A5-2) and, depending on the form of
the triangle, each triangle is further divided or extended into right angled triangles to
compute the average distance (Figures A5-3 and A5-4). Weighted average distances
of triangles (according to the percentage of triangle’ ssizein the cell) are then summed

up to determine the overall average distance in the cell. Finally the weighted average
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distances of cells (according to the percentage of cell’s size in the overall area) are
summed to determine the overall average distance in the Voronoi diagram (average

distance to reach a point in the overall areafrom the nearest facility point).

Adapting geometrical data structures and a divide-and-conquer algorithm to determine
Voronoi cells from Laszlo (1996), the following procedure is programmed in C++ to

compute the average distance in a VVoronoi diagram:

Decompose each Cell in the Rectangle (overall ared) into triangles as shown in Figure

A5-2. The number of trianglesis equal to the number of vertexes of the Cell.

Let i be the number of Voronoi Cellsin the Rectangle and j be the number of vertexes
(corner points) of a Cell. Let A be the facility point, B be the current vertex of the

current Cell and C be the clockwise neighbour vertex of B.

Pseudocode:
RArea = Total area
For i
{
Cell = current Voronoi cell
CArea = area of Cell
For j
{
Triangle T = A4 ABC
TArea= areaof T
AvgDinT = average distancein T

If («Band £ C=0) (i.e. facility on the boundary of overall area, and the
edge defined by current vertex and is clockwise neighbour overlaps the boundary)

{
Average distancein T = 0
}
Elseif (£ ABC or £ ACB = 90°)
{
AvgDinT = average distance in right angled triangle A ABC from A.
}
Elseif (< ABC or ~ ACB < 90°
{
Break A ABC into two right angled triangles A ADB and A ADC (as in
Figure A5-3).
AvgDinT = weighted average of average distance in right angled triangles
AADB and AADC.
}

Elseif (< ABC or « ACB > 90°
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{

Extend AABC into two right angled triangles AADB and AADC (as in
Figure A5-4).

AvgDinT = weighted average distance in right angled AADB — weighted
average

distance in right angled AADC
}

Sum of weighted average distance in Triangles + = TArea/CArea x (AvgDinT)

Advance current vertex of Cell clockwise

}

Sum of weighted average distance in Cells + = CArea/BArea x (Sum of weighted average
distancein

Triangles)

Advance to next Cell

}

Average distance in Voronoi diagram Box = Sum of weighted average distance in Cells

Figure A5-2: Decomposition of VVoronoi cell into triangles for average distance
calculation; where P is the facility point (from Sone, 1991).
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B D C

Figure A5-3: Decomposition of triangle (ABC) for average distance calculation
when both base angles (at B and C) are less than 90°; where A the is facility point.

Figure A5-4: Extension of triangle (ABC) for average distance calculation when one
of the base angles (at B or C) is more than 90° where A is the facility point.
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Appendix 6 — Simulation procedurefor one-for-one (S-1, S

inventory policy

Below isapseudocodefor (S-1, S) inventory policy simulation, considering a Poisson

demand process, to determine the fill-rate at a facility, given the demand rate,

replenishment lead-time, and base stock level.

Table A6-1: (S1, §) inventory policy simulation variables

Label Description

MeanRegIntrArviTm Mean ‘part request’ inter arrival time — Stochastic element according to
the exponential distribution

ReplenishmentTm Replenishment time — mean time required for part to arrive after
placing order

S Base stock level in the inventory policy

i Request number (i=1,2,3...)

RegArviTm Discrete event in the simulation

CSs Current stock level

PartArviTm Part arrival time —based on ReplenishmentTm

ServDeny Counter for backorders

OrderLst List of arrival times for partsin the pipeline for replenishments

SimTmLength Simulation Time length

PWarmUpPrd Warm-up period in simulation — certain percentage of SimTmLength

WarmUpCntr Counter for requests within warm-up period

FillRt Fill-rate: Percentage of demand fulfilled from stock on hand (for one
simulation run)

Reps Number of simulation runs

AvgFillRt Average of fill-ratesin all simulation runs

For number of Reps

{

i=1
WarmUpCntr =0
Cs=S
While RegArviTm < SmTmLength
{
If (i=1)
{
RegArviTm = Random MeanReqIntr ArviTm
If (RegArvITm <= (PWarmUpPrd x SmTmLength)
{ WarmUpCntr =1}
CsS-=1
PartArviITm = RegArviTm + ReplenishmentTm
Initialize OrderLst with PartArviTm

RegArviTm += Random MeanReqIntr ArviTm
If (RegArvITm <= (PWarmUpPrd x SmTmLength)
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{ WarmUpCntr +=1}
Check OrderLst from the start. Delete every node with PartArviTm <
RegArviTmand add 1 to CSfor every node deleted

If (CS< 1, and, RegArviTm > (PWarmUpPrd x SmTmLength))
{

}

CS-=1

PartArviITm = RegArviTm + ReplenishmentTm
Add PartArviTm at end of OrderLst

ServDeny += 1

}
FillRt = 1 — ((ServDeny) / (i —WarmUpCntr))
i+=1

} // end of While

Empty Orderlst

AvgFillRt = (AvgFillRt + FillRt) / Reps
} // End of For
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Notations
F#:

A

1-f:

Fr:

Frns

Frus

Fres

AD:

ADn.s

ADy.s:

ADE.s

Appendix 7 — Simulation output

Facility number.
Local demand over lead time at afacility.
fraction of demand for relaxed service

Base stock level (computed through the procedure in Section
5.3).

Fill-rate (availability level) (computed through the formulain
Section 5.3) considering no inventory sharing

Fill-rate determined through simulation considering non-

sharing mechanism (Configuration 1).

Fill-rate determined through simulation considering sharing
with hierarchical restriction (Configuration 2).

Fill-rate determined through simulation considering full

sharing (Configuration 3).

Average distance to reach a demand location for service
(computed numerically through the procedure explained in

Section 6.5) considering no inventory sharing.

Average distance to reach a demand location for service
determined through simulation without considering sharing

mechanism (Configuration 1).

Average distance to reach a demand location for service
determined through simulation considering sharing with
hierarchical restriction (Configuration 2).

Average distance to reach a demand location for service
determined through simulation considering full sharing
(Configuration 3).
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A7-1- Case 1: Hierarchicd

Fill-rates

Table A7-1: Fill-rates with confi

urations 1, 2 and 3 under hierarchical setup with (1-f) = 0.2 -Case 1

F# A S Fr Frn-s +* Fru-s +* Fres +*
1 0.56 3 098105 | 098180 0.00081 | 0.988244 0.000664 | 0.992277 0.00049
2 036 3 099425 | 0.99410 0.00099 | 0.996787 0.000781 | 0.996697 0.00064
3 056 3 098105 | 098122 0.00128 | 0.987508 0.000973 | 0.991902 0.00079
4 0.36 3 099425 | 0.99427 0.00141 0.99678 0.001053 | 0.996664 0.00089
5 0.36 3 099425 | 099412 0.00151 | 0.997632 0.001104 | 0.997567  0.00095
6 0.36 3 099425 | 0.99444 0.00158 | 0.997133 0.001147 | 0.996977 0.00101
7 056 3 098105 | 098129 0.00175| 0.988416 0.001269 | 0.992193 0.0011
8 036 3 099425 | 0.99420 0.00183 | 0.996871 0.001313 0.99678 0.00116
9 056 3 098105 | 098073 0.00199 | 0.987507 0.001415 | 0.991634 0.00126

* Approximate 90 % confidence interval. (tog,o.5)

Table A7-2: Fill-rates with configurations 1, 2 and 3 under hierarchical setup with (1-f) = 0.4—Case 1

F# A S Fr Frns +* Fru-s +* Fres +*
1 0.67 3 096979 | 0.97051 0.00990 | 0.981559 0.00069 0.99203 0.00041
2 027 2 097018 | 097083 0.00164 | 0.983235 0.001192 | 0.982189 0.00106
3 0.67 3 096979 | 0.96983 0.00192 | 0.980959 0.001373 | 0.992045 0.00114
4 0.27 2 097018 | 097007 0.00239 0.98277 0.001783 | 0.981606 0.00166
5 027 2 097018 | 0.97015 0.00272 | 0.986766 0.001942 0.98618 0.00183
6 027 2 097018 | 097074 0.00300 | 0.983664 0.00223 | 0.982486 0.00214
7 0.67 3 096979 | 0.96971 0.00310 | 0.981564 0.002311 | 0.991845 0.00218
8 027 2 097018 | 097045 0.00340 | 0.982559 0.002511 0.98129 0.0024
9 0.67 3 096979 | 0.96938 0.00353 | 0.980996 0.002592 | 0.991767 0.00243

* Approximate 90 % confidence interval. (tog,o.5)

Table A7-3: Fill-rates with configurations 1, 2 and 3 under hierarchical setup with (1-f) = 0.6 — Case 1

F# A S Fr Frn-s +* Fru-s +* Fres +*
1 078 3 095572 | 095616 0.00113 | 0.973747 0.0008 0.99361  0.00033
2 018 2 098595 | 0.98577 0.00166 | 0.991528 0.001165 | 0.989527 0.00094
3 0.78 3 095572 | 0.95573 0.00197 | 0.973289 0.0014 0.99344 0.001
4 018 2 098595 | 0.98581 0.00226 | 0.991465 0.001646 | 0.989113 0.0014
5 018 2 098595 | 098586 0.00248 | 0.993437 0.001772 | 0.992435 0.00157
6 0.18 2 098595 | 0.98682 0.00269 | 0.992249 0.001989 | 0.989841 0.00185
7 078 3 095572 | 095517 0.00289 | 0.973634 0.002103 | 0.993383 0.00189
8 0.18 2 098595 | 0.98666 0.00308 | 0.992135 0.002268 | 0.989922  0.00209
9 0.78 3 095572 | 095525 0.00324 | 0.973257 0.002391 | 0.993316 0.00212

* Approximate 90 % confidence interval. (tgg,0.5)
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Table A7-4: Fill-rates with configurations 1, 2 and 3 under hierarchical setup with (1-f) = 0.8 —Case 1

F# A S Fr Frns +* Fru-s +* Fres +*
1 0.89 4 098708 | 0.98733 0.00063 | 0.992966 0.000416 0.9991 0.00011
2 0.09 2 099628 | 099643 0.00100 | 0.997974 0.000695 | 0.997187  0.00065
3 0.89 4 098708 | 098704 0.00110 | 0.992715 0.000785 0.99901 0.00066
4 0.09 2 099628 | 099616 0.00134 | 0.997986 0.000945 0.99764  0.00088
5 0.09 2 099628 | 0.99645 0.00151 0.9984 0.001063 | 0.998104 0.00103
6 0.09 2 099628 | 099728 0.00164 | 0.998237 0.001168 0.99761 0.00118
7 0.89 4 098708 | 098709 0.00173 | 0.992773 0.001219 | 0.999187 0.00118
8 0.09 2 099628 | 099614 0.00191 | 0.997676 0.001376 | 0.997218 0.00137
9 0.89 4 098708 | 098709 0.00200 | 0.992687 0.001442 | 0.999005 0.00137

* Approximate 90 % confidence interval. (tog,o.5)

Average distances

Table A7-5: Average distance to reach a demand location for service with configurations 1, 2 and 3
under the hierarchical setup— Case 1

(1-f) AD ADn-s +* ADH.-s +* ADkfrs +*
0.2 0.145110 0.145113 0.000125 0.145436 0.000124902 0.145231 0.000125487
04 0162687 0162655 (0.000145 0.163526 0.000146058 0.162886 0.000148333
0.6 0.180265 0.180338 0.000167 0.181691  0.00017009 0.180218 0.000169252
08 0197842 0197973 0.000187 0.19846  0.000191143  0.19785  0.000180155
* Approximate 90 % confidence interval. (tgg,0.5)
A7-2—Case 1. Non-Hierarchical
Fill-rates
Table A7-6: Fill-rates with configurations 1 and 3 under non-hierarchical
setup with (1-f) = 0.2—-Case 1
F# A S Fr Frn-s +* Fres +*
1 044 3 098948 | 0.98974 0.00068 | 0.994432  0.00048
2 044 3 098948 | 0.98946 0.00098 | 0.995478  0.00064
3 044 3 098948 | 0.98950 0.00120 | 0.993955 0.00078
4 044 3 098948 | 0.98930 0.00140 | 0.995191 0.0009
5 044 3 098948 | 0.98915 0.00152 | 0.996654  0.00097
6 044 3 098948 | 0.98921 0.00163 | 0.995542  0.00103
7 044 3 098948 | 0.98964 0.00175 | 0.994332 0.00112
8 044 3 098948 | 0.98905 0.00184 | 0.995398 0.00117
9 044 3 098948 | 0.98929 0.00196 | 0.994081 0.00127

* Approximate 90 % confidence interval. (tgg,0.5)
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Table A7-7: Fill-rates with configurations 1 and 3 under non-hierarchical

setup with (1-f) = 0.4 —Case 1

F# A Fr Frnes +* Fres +*
1 04 3 098948 | 0.98974 0.00068 | 0.995764 0.00038
2 044 3 098948 | 0.98946 0.00098 0.99673  0.00052
3 04 3 098948 | 0.98950 0.00120 | 0.995653 0.00063
4 044 3 098948 | 0.98930 0.00140 | 0.996277 0.00072
5 04 3 098948 | 0.98915 0.00150 | 0.997621 0.00078
6 044 3 098948 | 0.98921 0.00163 0.99667  0.00031
7 044 3 098948 | 0.98964 0.00180 | 0.995668 0.00092
8 044 3 098948 | 0.98905 0.00180 | 0.996666  0.00097
9 04 3 098948 | 0.98929 0.00196 0.99565 0.00106

* Approximate 90 % confidence interval. (tgg,0.5)

Table A7-8: Fill-rates with configurations 1 and 3 under non-hierarchical

setup with (1-f) = 0.6 —Case 1

F# A Fr Frn-s +* Fres +*
1 044 3 098948 | 0.98974 0.00068 | 0.997179 0.00032
2 04 3 098948 | 0.98946 0.00098 | 0.997831 0.00042
3 044 3 098948 | 0.98950 0.00120 | 0.997021  0.00052
4 044 3 098948 | 0.98930 0.00140 0.99747  0.00061
5 044 3 098948 | 0.98915 0.00150 | 0.998321 0.00066
6 04 3 098948 | 0.98921 0.00163 | 0.997909 0.0007
7 044 3 098948 | 0.98964 0.00180 | 0.997204 0.00076
8 04 3 098948 | 0.98905 0.00180 | 0.997973 0.0008
9 044 3 098948 | 0.98929 0.00196 | 0.996877 0.00087

* Approximate 90 % confidence interval. (teo,05)

Table 87-9: Fill-rates with configurations 1 and 3 under non-hierarchical setup

with (1-f) = 0.8 — Case 1
F# A Fr Frnes +* Fres +*

1 044 3 098948 | 0.98974 0.00068 | 0.998566 0.00023
2 04 3 098948 | 0.98946 0.00098 | 0.999027 0.00031
3 044 3 098948 | 0.98950 0.00120 | 0.998216 0.00039
4 044 3 098948 | 0.98930 0.00140 | 0.998726 0.00044
5 044 3 098948 | 0.98915 0.00150 | 0.999277  0.00047
6 04 3 098948 | 0.98921 0.00163 | 0.998994 0.0005
7 044 3 098948 | 0.98964 0.00180 | 0.998624 0.00054
8 04 3 098948 | 0.98905 0.00180 | 0.998913 0.00057
9 044 3 098948 | 0.98929 0.00196 | 0.998339 0.00062

* Approximate 90 % confidence interval. (teo,05)
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Table A7-10: Fill-rates with configurations 1 and 3 under non-hierarchical
setup with (1-f) = 0.2 - Case 1, (0.25 and 0.5 as distance constraints for Strict

and Relaxed services respectively)
F# A Fr Frn-s +* Fres +*
1 044 3 098948 | 0.98974 0.00068 | 0.99512 0.00043
2 044 3 098948 | 0.98946 0.00098 | 0.99626 0.00057
3 04 3 098948 | 0.98950 0.00120 | 0.99479 0.00071
4 044 3 098948 | 0.98930 0.00140 | 0.99609 0.00081
5 044 3 098948 | 098915 0.00152 | 0.99788 0.00084
6 044 3 098948 | 0.98921 0.00163 | 0.99662 0.00090
7 044 3 098948 | 098964 0.00175| 0.99521 0.00099
8 044 3 098948 | 0.98905 0.00184 | 0.99619 0.00100
9 04 3 098948 | 0.98929 0.00196 | 0.99486 0.00110

* Approximate 90 % confidence interval. (tgg,0.5)

Table A7-11: Fill-rates with configurations 1 and 3 under non-hierarchical
setup with (1-f) = 0.4 - Case 1, (0.25 and 0.5 as distance constraints for Srict

and Relaxed services respectively)
F# A Fr Frn-s +* Fres +*
1 044 3 0.98948 | 0.98974 0.00068 | 0.99633 0.00036
2 044 3 0.98948 | 0.98946 0.00098 | 0.99730 0.00047
3 044 3 0.98948 | 0.98950 0.00120 | 0.99619 0.00058
4 044 3 0.98948 | 0.98930 0.00140 | 0.99691 0.00066
5 044 3 0.98948 | 0.98915 0.00150 | 0.99853 0.00070
6 044 3 098948 | 0.98921 0.00163 | 0.99747 0.00074
7 044 3 0.98948 | 0.98964 0.00180 | 0.99637 0.00083
8 044 3 0.98948 | 0.98905 0.00180 | 0.99723 0.00088
9 044 3 0.98948 | 0.98929 0.00196 | 0.99623 0.00095

* Approximate 90 % confidence interval. (tgg,0.5)

Table A7-12: Fill-rates with configurations 1 and 3 under non-hierarchical
setup with (1-f) = 0.6 - Case 1, (0.25 and 0.5 as distance constraints for Srict

and Relaxed services respectively)
F# A Fr Frn-s +* Fres +*
1 044 3 0.98948 | 0.98974 0.00068 | 0.99760 0.00028
2 044 3 0.98948 | 0.98946 0.00098 | 0.99824  0.00037
3 044 3 0.98948 | 0.98950 0.00120 | 0.99745 0.00048
4 044 3 0.98948 | 0.98930 0.00140 | 0.99791 0.00054
5 044 3 0.98948 | 0.98915 0.00150 | 0.99898 0.00057
6 044 3 098948 | 0.98921 0.00163 | 0.99843 0.00060
7 044 3 0.98948 | 0.98964 0.00180 | 0.99768 0.00066
8 044 3 0.98948 | 0.98905 0.00180 | 0.99834 0.00070
9 044 3 0.98948 | 0.98929 0.00196 | 0.99732 0.00076

* Approximate 90 % confidence interval. (tog,o.5)
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Table A7-13: Fill-rates with configurations 1 and 3 under non-hierarchical
setup with (1-f) = 0.8 - Case 1, (0.25 and 0.5 as distance constraints for Strict

and Relaxed services respectively)
F# A S Fr Frn-s +* Fres +*
1 044 3 098948 | 0.98974 0.00068 | 0.99887 0.00021
2 044 3 098948 | 0.98946 0.00098 | 0.99922 0.00028
3 04 3 098948 | 0.98950 0.00120 | 0.99851 0.00035
4 044 3 098948 | 0.98930 0.00140 | 0.99900 0.00040
5 044 3 098948 | 0.98915 0.00150 | 0.99959 0.00041
6 044 3 098948 | 0.98921 0.00163 | 0.99921 0.00043
7 044 3 098948 | 0.98964 0.00180 | 0.99901 0.00047
8 044 3 098948 | 0.98905 0.00180 | 0.99914 0.00048
9 04 3 098948 | 0.98929 0.00196 | 0.99872 0.00053

* Approximate 90 % confidence interval. (tgg,0.5)

Average distances

Table A7-14: Average distance to reach a demand location for service with
configurations 1 and 3 under the non-hierarchical setup — Case 1

(1—f) AD ADn.s +* ADkfrs +*

0.2 0.127533 0.127548 0.000087 | 0.128003 0.0000877739
04 0.127533 0.127548  0.000087 | 0.128236 0.0000881775
0.6 0.127533 0.127548 0.000087 | 0.128459 0.0000898959
0.8 0.127533 0.127548 0.000087 | 0.128722 0.0000913686

* Approximate 90 % confidence interval. (togo.5)

Table A7-15: Average distance to reach a demand location for service with
configurations 1 and 3 under the non-hierarchical setup - Case 1, (0.25
and 0.5 as distance constraints for Strict and Relaxed services respectively)

(1—f) AD ADn.s +* ADk.s +*

0.2 0.127533 | 0.127548 0.000087 | 0.128097  0.000089
0.4 0.127533 | 0.127548 0.000087 | 0.128307 0.000089
0.6 0.127533 | 0.127548 0.000087 | (0.128515 0.000090
0.8 0.127533 | 0.127548 0.000087 | (.128722 0.000091

* Approximate 90 % confidence interval. (togo.5)
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A7-3 - Case 2: Hierarchicd

Fill-rates

Table A7-16: Fill-rates with configurations 1, 2 and 3 under hierarchical setup with (1-f) = 0.2 —

Case 2
F# A Fr Frn-s +* Fru-s +* Fres +*
1 0.20 2 098248 | 0.98222 0.0012 | 0.987912 0.0007 | 0.992214 0.0006
2 013 2 099247 | 0.99157 0.0014 | 0.995707 0.0009 | 0.995597 0.0008
3 022 2 097836 | 0.97860 0.0018 | 0.988433 0.0012 | 0.993018 0.0010
4 013 2 0.99247 | 0.99303 0.0020 | 0.995975 0.0012 | 0.995975 0.0011
5 020 2 098248 | 0.98398 0.0023 | 0.989313 0.0016 | 0.992965 0.0014
6 0.13 2 0.99247 | 0.99165 0.0025 | 0.995546 0.0017 | 0.995337 0.0015
7 013 2 099247 | 0.99219 0.0027 | 0.996788 0.0016 | 0.996715 0.0015
8 013 2 0.99247 | 0.99173 0.0029 | 0.99639 0.0017 | 0.996287 0.0016
9 013 2 099247 | 0.99165 0.0028 | 0.996419 0.0018 | 0.996419 0.0017
10 0.13 2 0.99247 | 0.99207 0.0029 | 0.995479 0.0019 | 0.995403 0.0018
11 022 2 097836 | 0.97832 0.0028 | 0.988442 0.0021 | 0.99308 0.0017
12 0.13 2 0.99247 | 0.99215 0.0027 | 0.996806 0.0017 | 0.996806 0.0020
13 026 2 097232 | 0.97159 0.0028 | 0.98842 0.0019 | 0.994412 0.0021
14 0.13 2 0.99247 | 0.99173 0.0029 | 0.996561 0.0018 | 0.996426 0.0015
15 022 2 097836 | 0.97655 0.0036 | 0.987631 0.0017 | 0.993215 0.0018
16 0.13 2 0.99247 | 0.99242 0.0039 | 0.995329 0.0016 | 0.995293 0.0019
17 013 2 099247 | 0.99197 0.0037 | 0.99619 0.0021 | 0.996154 0.0023
18 0.13 2 0.99247 | 0.99366 0.0037 | 0.997268 0.0019 | 0.997231 0.0020
19 013 2 099247 | 0.99231 0.0038 | 0.997005 0.0023 | 0.997005 0.0020
20 013 2 0.99247 | 0.99203 0.0034 | 0.995108 0.0015 | 0.995073 0.0020
21 0.20 2 098248 | 0.98206 0.0037 | 0.988072 0.0022 | 0.991982 0.0016
22 013 2 0.99247 | 0.99249 0.0038 | 0.995644 0.0018 | 0.995682 0.0019
23 0.22 2 097836 | 0.97749 0.0040 | 0.987951 0.0026 | 0.993264 0.0024
24 013 2 0.99247 | 0.99265 0.0046 | 0.995894 0.0025 | 0.995823 0.0022
25 0.20 2 098248 | 0.98343 0.0046 | 0.98904 0.0031 0.9931 0.0028

* Approximate 90 % confidence interval. (tgg,0.5)
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Table A7-17: Fill-rates with configurations 1, 2 and 3 under hierarchical setup with (1-f) = 0.4—Case 2

F# A S Fr Frn-s +* Fru-s +* Fres +*
1 024 2 097542 | 0.97567 0.0012 | 0.983807 0.0009 | 0.993027 0.0005
2 010 2 099568 | 0.99604 0.0015 | 0.997901 0.0011 | 0.997675 0.0007
3 029 2 0.96569 | 0.96625 0.0019 | 0.982678 0.0012 | 0.993938 0.0008
4 010 2 099568 | 0.99599 0.0020 | 0.997702 0.0013 | 0.997656 0.0008
5 024 2 097542 | 0.97603 0.0025 | 0.985016 0.0022 | 0.993832 0.0009
6 010 2 099568 | 0.99512 0.0026 | 0.997319 0.0018 | 0.996998 0.0007
7 0.10 2 0.99568 | 0.99550 0.0027 | 0.998248 0.0019 | 0.998205 0.0009
8 010 2 099568 | 0.99530 0.0028 | 0.997968 0.0019 | 0.997925 0.0015
9 0.10 2 0.99568 | 0.99598 0.0029 | 0.998238 0.0017 | 0.99814 0.0015
10 0.10 2 099568 | 0.99518 0.0028 0.99683 0.0016 | 0.996645 0.0007
11 0.29 2 0.96569 | 0.96585 0.0021 | 0.982368 0.0019 | 0.993928 0.0007
12 0.10 2 099568 | 0.99485 0.0024 | 0.997688 0.0018 | 0.99746 0.0011
13 0.35 2 0.95083 | 0.95044 0.0023 | 0.979203 0.0018 | 0.994814 0.0012
14 0.10 2 099568 | 0.99547 0.0022 | 0.997976 0.0017 | 0.997848 0.0014
15 0.29 2 096569 | 0.96423 0.0037 | 0.981222 0.0015 | 0.994361 0.0013
16 0.10 2 099568 | 0.99630 0.0031 | 0.997674 0.0017 | 0.997629 0.0019
17 0.10 2 0.99568 | 0.99539 0.0032 | 0.997705 0.0014 | 0.997655 0.0017
18 0.10 2 099568 | 0.99638 0.0031 | 0.998365 0.0018 | 0.998213 0.0019
19 0.10 2 0.99568 | 0.99576 0.0034 | 0.998503 0.0028 | 0.998503 0.0021
20 010 2 099568 | 0.99489 0.0032 | 0.997084 0.0028 | 0.996889 0.0019
21 024 2 097542 | 0.97526 0.0033 | 0.998414 0.0027 | 0.993131 0.0020
22 010 2 099568 | 0.99553 0.0033 0.99734 0.0026 | 0.997151 0.0021
23 029 2 096569 | 0.96491 0.0034 | 0.981176 0.0030 | 0.993683 0.0022
24 0.0 2 099568 | 0.99588 0.0031 | 0.997568 0.0031 | 0.997427 0.0019
25 024 2 097542 | 0.97619 0.0041 | 0.984851 0.0029 | 0.993674 0.0021

* Approximate 90 % confidence interval. (togo.5)
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Table A7-18: Fill-rateswith configurations 1, 2 and 3 under hierarchical setup with (1-f) = 0.6-Case 2

F# A S Fr Frns +* Fru-s +* Fres +*
1 0.28 2 096740 | 0.96783 0.0013 | 0.979425 0.0009 | 0.994864 0.0003
2 0.06 2 0.99804 | 0.99846 0.0014 | 0.999432 0.0010 | 0.998949 0.0005
3 035 2 095083 | 0.95146 0.0020 | 0.975793 0.0013 | 0.995342 0.0006
4 0.06 2 0.99804 | 0.99816 0.0021 | 0.999131 0.0013 | 0.998985 0.0007
5 028 2 096740 | 0.96836 0.0026 | 0.980519 0.0017 | 0.995068 0.0008
6 0.06 2 0.99804 | 0.99810 0.0027 | 0.999075 0.0017 | 0.998661 0.0011
7 0.06 2 099804 | 0.99776 0.0027 0.99906 0.0018 | 0.99906 0.0009
8 0.06 2 0.99804 | 0.99769 0.0028 | 0.998755 0.0018 | 0.99869 0.0011
9 0.06 2 099804 | 0.99850 0.0029 | 0.999354 0.0011 | 0.999137 0.0011
10 0.06 2 0.99804 | 0.99747 0.0030 | 0.998301 0.0019 | 0.997758 0.0012
11 0.35 2 095083 | 0.95100 0.0033 | 0.976152 0.0018 | 0.995372 0.0011
12 0.06 2 0.99804 | 0.99751 0.0034 | 0.998793 0.0021 | 0.99864 0.0008
13 045 3 098925 | 0.98887 0.0035 | 0.995248 0.0023 | 0.999475 0.0012
14 0.06 2 0.99804 | 0.99848 0.0035 0.99904 0.0024 | 0.998786 0.0015
15 035 2 095083 | 0.94989 0.0038 0.97493 0.0019 | 0.995753 0.0013
16 0.06 2 0.99804 | 0.99803 0.0038 | 0.998722 0.0019 | 0.99838 0.0014
17 0.06 2 099804 | 0.99820 0.0039 | 0.999162 0.0019 | 0.999162 0.0012
18 0.06 2 0.99804 | 0.99885 0.0039 | 0.999297 0.0019 | 0.999223 0.0016
19 0.06 2 099804 | 0.99776 0.0039 | 0.999451 0.0025 | 0.999382 0.0010
20 0.06 2 0.99804 | 0.99767 0.0038 0.99898 0.0021 | 0.998692 0.0014
21 0.28 2 096740 | 0.96724 0.0043 | 0.979551 0.0022 | 0.994871 0.0019
22 0.06 2 0.99804 | 0.99832 0.0043 0.998 0.0021 | 0.998498 0.0012
23 035 2 095083 | 0.95130 0.0045 | 0.975481 0.0019 | 0.995514 0.0017
24 0.06 2 0.99804 | 0.99863 0.0046 | 0.999109 0.0024 | 0.99898 0.0019
25 0.28 2 096740 | 0.96812 0.0048 | 0.979415 0.0026 | 0.995011 0.0018

* Approximate 90 % confidence interval. (tgg,0.5)
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Table A7-19: Fill-rates with configurations 1, 2 and 3 under hierarchical setup with (1-f) = 0.8-Case 2

F# A S Fr Frns +* Fru-s +* Fres +*
1 032 2 095852 | 0.95899 0.0013 | 0.976336 0.0009 | 0.996604 0.0003
2 0.03 1 0.96851 | 0.96983 0.0039 | 0.982292 0.0027 | 0.979213 0.0027
3 042 3 099119 | 0.99122 0.0040 | 0.995414 0.0028 | 0.999587 0.0027
4 0.03 1 0.96851 | 0.97326 0.0052 | 0.985874 0.0033 | 0.98246 0.0036
5 032 2 095852 | 0.95891 0.0054 | 0.976953 0.0035 | 0.996718 0.0036
6 0.03 1 0.96851 | 0.96840 0.0064 | 0.981572 0.0042 | 0.97809 0.0044
7 003 1 096851 | 0.96830 0.0074 | 0.985167 0.0048 | 0.983893 0.0049
8 0.03 1 0.96851 | 0.96807 0.0080 | 0.986789 0.0050 | 0.985832 0.0052
9 0.03 1 096851 | 0.96710 0.0088 | 0.984292 0.0053 | 0.983018 0.0056
10 0.03 1 0.96851 | 0.96660 0.0090 | 0.979714 0.0060 | 0.975737 0.0058
11 042 3 099119 | 0.99135 0.0087 | 0.995404 0.0061 | 0.999518 0.0055
12 0.03 1 0.96851 | 0.96708 0.0091 | 0.988519 0.0063 | 0.986995 0.0058
13 054 3 098206 | 0.98119 0.0087 | 0.992138 0.0060 | 0.999584 0.0056
14 0.03 1 0.96851 | 0.96970 0.0099 | 0.989051 0.0060 | 0.988064 0.0059
15 042 3 099119 | 0.99097 0.0085 | 0.995602 0.0066 | 0.999641 0.0057
16 0.03 1 0.96851| 0.97319 0.0101 | 0.984607 0.0070 | 0.981471 0.0064
17 0.03 1 096851 | 0.97034 0.0094 | 0.987292 0.0070 0.9865 0.0067
18 0.03 1 0.96851 | 0.96924 0.0119 | 0.986729 0.0070 | 0.985897 0.0062
19 0.03 1 096851 | 0.96673 0.0117 | 0.985168 0.0070 | 0.984082 0.0079
20 0.03 1 0.96851 | 0.96876 0.0121 | 0.981044 0.0080 0.9779 0.0077
21 032 2 095852 | 0.95781 0.0126 | 0.975262 0.0080 | 0.996828 0.0080
22 0.03 1 0.96851 | 0.96843 0.0129 | 0.980443 0.0080 | 0.976258 0.0087
23 042 3 099119 | 0.99084 0.0123 0.99549 0.0086 | 0.999607 0.0088
24 0.03 1 0.96851 | 0.96973 0.0128 | 0.982215 0.0089 | 0.977947 0.0090
25 0.32 2 095852 | 0.95842 0.0135 | 0.985296 0.009 | 0.996512 0.0086

* Approximate 90 % confidence interval. (tgg,0.5)

Average distances

Table A7-20: Average distance to reach a demand location for service with configurations 1, 2
and 3 under the hierarchical setup — Case 2

(1—f) AD ADn.s +* ADH.s +* ADkEs

0.2 0.089010 | 0.089032 0.000084 | 0.0893029 0.000086 | 0.0890355 0.000087
0.4 0.101501 | 0.101430 0.000088 0.101954 0.000090 | 0.101096 0.000086
0.6 0.113992 | 0.113939 0.000101 0.114678 0.000107 | 0.113392 0.000097
0.8 0.126482 | 0.126483 0.000097 0.127082 0.000098 0.12629  0.000099

* Approximate 90 % confidence interval. (teg,0.5)
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A7-4 — Case 2: Non-Hierarchical

Fill-rates

Table A7-21: Fill-rates with configurations 1 and 3 under non-hierarchical
setup with (1-f) = 0.2 — Case 2

F# A Fr Frn-s +* Fres +*
1 0.16 2 0098849 | 0.98786 0.00101 | 0.993197 0.00067
2 0.16 2 098849 | 0.98749 0.00146 | 0.994702 0.00093
3 016 2 098849 | 0.98822 0.00175 | 0.994435 0.00011
4 0.16 2 0.98849 | 0.98896 0.00204 | 0.994817 0.00125
5 016 2 0098849 | 0.98983 0.00224 | 0.994119 0.00144
6 0.16 2 098849 | 0.98799 0.00250 | 0.995149 0.00156
7 0.16 2 098849 | 0.98833 0.00268 | 0.996082 0.00163
8 0.16 2 0.98849 | 0.98863 0.00284 | 0.995848 0.00171
9 016 2 0098849 | 0.98718 0.00299 | 0.995675 0.00178
10 0.16 2 0.98849 | 0.98867 0.00318 | 0.994802 0.00188
11 0.16 2 098849 | 0.98789 0.00336 | 0.994496 0.00197
12 0.16 2 0.98849 | 0.98805 0.00347 | 0.995864 0.00202
13 0.16 2 098849 | 0.98832 0.00362 | 0.995472 0.00210
14 0.16 2 0.98849 | 0.98700 0.00376 | 0.996008 0.00213
15 0.16 2 0098849 | 098771 0.00392 | 0.994762 0.00223
16 0.16 2 0.98849 | 0.98886 0.00403 | 0.994777 0.00231
17 0.16 2 098849 | 0.98843 0.00415 | 0.995501 0.00237
18 0.16 2 0.98849 | 0.99055 0.00426 | 0.996969 0.00240
19 0.16 2 098849 | 0.98809 0.00439 | 0.996142 0.00245
20 0.16 2 0.98849 | 0.98833 0.00452 | 0.994465 0.00253
21 0.16 2 0098849 | 0.98817 0.00464 | 0.993561 0.00263
22 0.16 2 0.98849 | 0.98867 0.00475 | 0.99502 0.00268
23 016 2 098849 | 0.98733 0.00486 | 0.994873 0.00274
24 0.16 2 0.98849 | 0.98897 0.00494 | 0.995086 0.00280
25 0.16 2 098849 | 0.98937 0.00503 | 0.994377 0.00286

* Approximate 90 % confidence interval. (teo,05)
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Table A7-22: Fill-rates with configurations 1 and 3 under non-hierarchical

setup with (1-f) = 0.4 — Case 2

F# A S Fr Frns +* Frrs +*
1 0.16 2 0098849 | 098786 0.00101 | 0.994547 0.00059
2 0.16 2 098849 | 0.98749 0.00146 | 0.995967 0.00079
3 016 2 0098849 | 098822 0.00175| 0.995977 0.00092
4 0.16 2 098849 | 0.98896 0.00204 | 0.996317 0.00107
5 016 2 098849 | 098983 0.00224 | 0.995945 0.00119
6 0.16 2 098849 | 0.98799 0.00250 | 0.996436 0.00130
7 0.16 2 0098849 | 098833 0.00268 | 0.997214 0.00136
8 0.16 2 0.98849 | 0.98863 0.00284 | 0.997083 0.00141
9 016 2 098849 | 098718 0.00299 | 0.996773 0.00147
10 0.16 2 098849 | 0.98867 0.00318 | 0.996006 0.00155
11 0.16 2 098849 | 098789 0.00336 | 0.995931 0.00163
12 0.16 2 098849 | 0.98805 0.00347 | 0.996907 0.00167
13 0.16 2 098849 | 098832 0.00362 | 0.996465 0.00173
14 0.16 2 098849 | 098700 0.00376 | 0.996892 0.00177
15 0.16 2 098849 | 0.98771 0.00392 0.99609 0.00185
16 0.16 2 098849 | 098886 0.00403 | 0.996348 0.00192
17 0.16 2 098849 | 098843 0.00415| 0.996694 0.00196
18 0.16 2 098849 | 0.99055 0.00426 | 0.997685 0.00199
19 0.16 2 098849 | 0.98809 0.00439 | 0.996903 0.00204
20 0.16 2 098849 | 0.98833 0.00452 | 0.995626 0.00211
21 0.16 2 098849 | 098817 0.00464 | 0.995116 0.00220
22 0.16 2 098849 | 0.98867 0.00475 | 0.996059 0.00226
23 0.16 2 098849 | 0.98733 0.00486 | 0.996366 0.00231
24 0.16 2 098849 | 0.98897 0.00494 0.99634 0.00236
25 0.16 2 098849 | 0.98937 0.00503 | 0.995569 0.00241

* Approximate 90 % confidence interval. (teo,05)
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Table A7-23: Fill-rates with configurations 1 and 3 under non-hierarchical
setup with (1-f) = 0.6 — Case 2

F# A S Fr Frnes +* Fres +*
1 016 2 098849 | 0.98786 0.00101 | 0.996141 0.00048
2 016 2 0098849 | 0.98749 0.00146 | 0.997292 0.00063
3 0.16 2 0.98849 | 0.98822 0.00175 | 0.997059 0.00077
4 0.16 2 0098849 | 098896 0.00204 | 0.997718 0.00087
5 0.16 2 0.98849 | 0.98983 0.00224 | 0.997185 0.00097
6 0.16 2 098849 | 0.98799 0.00250 | 0.997593 0.00105
7 0.16 2 0.98849 | 0.98833 0.00268 | 0.998151 0.00109
8 016 2 0098849 | 0.98863 0.00284 | 0.997742 0.00115
9 0.16 2 098849 | 0.98718 0.00299 | 0.997758 0.00120
10 0.16 2 0098849 | 0.98867 0.00318 | 0.997461 0.00127
11 0.16 2 098849 | 0.98789 0.00336 | 0.997231 0.00135
12 0.16 2 0098849 | 0.98805 0.00347 | 0.997696 0.00138
13 0.16 2 0.98849 | 0.98832 0.00362 | 0.997668 0.00143
14 0.16 2 098849 | 098700 0.00376 | 0.997581 0.00148
15 0.16 2 098849 | 0.98771 0.00392 | 0.997423 0.00154
16 0.16 2 098849 | 0.98886 0.00403 | 0.997514 0.00159
17 0.16 2 0.98849 | 0.98843 0.00415 | 0.997887 0.00162
18 0.16 2 098849 | 0.99055 0.00426 | 0.998625 0.00164
19 0.16 2 0.98849 | 0.98809 0.00439 | 0.997886 0.00168
20 0.16 2 0098849 | 0.98833 0.00452 | 0.997141 0.00174
21 0.16 2 0.98849 | 0.98817 0.00464 | 0.996382 0.00183
22 016 2 0098849 | 0.98867 0.00475| 0.99769 0.00188
23 0.16 2 0.98849 | 0.98733 0.00486 | 0.997641 0.00192
24 0.16 2 098849 | 0.98897 0.00494 | 0.997816  0.00197
25 0.16 2 0.98849 | 0.98937 0.00503 | 0.996887 0.00202

* Approximate 90 % confidence interval. (teg,0.5)
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Table A7-24: Fill-rates with configurations 1 and 3 under non-hierarchical
setup with (1-f) = 0.8 — Case 2

F# A S Fr Frn-s +* Fres +*
1 0.16 2 098849 | 098786 0.00101 | 0.997812 0.00038
2 0.16 2 098849 | 0.98749 0.00146 | 0.99871 0.00048
3 016 2 0098849 | 0.98822 0.00175 | 0.998455 0.00056
4 0.16 2 0.98849 | 0.98896 0.00204 | 0.999041 0.00061
5 016 2 0098849 | 0.98983 0.00224 | 0.998622 0.00068
6 0.16 2 098849 | 0.98799 0.00250 | 0.998731 0.00076
7 0.16 2 098849 | 0.98833 0.00268 | 0.999061 0.00079
8 0.16 2 0.98849 | 0.98863 0.00284 | 0.998984 0.00082
9 016 2 0098849 | 0.98718 0.00299 | 0.998971  0.00085
10 0.16 2 098849 | 0.98867 0.00318 | 0.998616  0.00090
11 0.16 2 098849 | 0.98789 0.00336 | 0.998729 0.00096
12 0.16 2 098849 | 0.98805 0.00347 | 0.998775 0.00098
13 0.16 2 098849 | 0.98832 0.00362 | 0.998818 0.00102
14 0.16 2 098849 | 0.98700 0.00376 | 0.999037 0.00105
15 0.16 2 098849 | 0.98771 0.00392 | 0.998684 0.00109
16 0.16 2 0098849 | 098886 0.00403 | 0.998731 0.00113
17 0.16 2 098849 | 0.98843 0.00415 | 0.998931 0.00116
18 0.16 2 098849 | 0.99055 0.00426 | 0.999372 0.00118
19 0.16 2 098849 | 0.983809 0.00439 | 0.998798 0.00121
20 0.16 2 098849 | 098833 0.00452 | 0.99843 0.00126
21 0.16 2 098849 | 0.98817 0.00464 | 0.998309 0.00131
22 0.16 2 098849 | 0.98867 0.00475 | 0.998641 0.00135
23 0.16 2 098849 | 0.98733 0.00486 | 0.998932 0.00138
24 0.16 2 098849 | 0.98897 0.00494 | 0.998895 0.00140
25 0.16 2 098849 | 0.98937 0.00503 | 0.998231 0.00144

* Approximate 90 % confidence interval. (teo,05)

Average distances

Table A7-25: Average distance to reach a demand location for service
with configurations 1 and 3 under the non-hierarchical setup — Case 2

(1-f) AD ADn.s ADkes +*

0.2 0.076520  0.076549 0.000054 0.0768567  0.000055
0.4 0.076520 0.076549 0.000054 0.0769916 0.000056
0.6 0.076520  0.076549 0.000054 0,0771209  0.000057
0.8 0.076520 (0.076549 0.000054 (772555 0.000058

* Approximate 90 % confidence interval. (togo.5)
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Appendix 8 — MINL P computation times

Notations

a: cost constant (higher when the inventory cost is high compared to the
transportation cost)

f: fraction of demand for the strict service

L: length of line segment

dmaxs:  Service distance constraint for the strict service
dmaxr:  Service distance constraint for the relaxed service
Ns: total number of facilities

ne: number of higher level facilities

Table A8-1: Experimental settings

Setting 1 Setting 2 Setting 3
Omexs 0.24 0.12 0.06
Omaxr 0.48 0.24 0.12
Ns 3 5 9
Ny 2 3 5
L=1
200
180
__ 160
S 140
3 120
(0]
< 100
(]
£ 80
é 60
40
20
0
0 0.2 0.4 0.6 0.8 1
f (fraction of demand for the strict service)
—@— Setting 1: o = 0.05 —@—Setting 1: a =8 Setting 2: a = 0.02
—@— Setting 2: o =2 Setting 3: o= 0.02 Setting 3: a =2

Figure A8-1: Solution runtime (values from Table A8-2)
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Iterations
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Setting 3: a =2

Figure A8-2: Solution iterations (values from Table A8-2)

Table A-8.2: Computation iterations (runtime)

a a
0.05 8 0.02 | 2 002 | 2
f
0.2 68831 59008 257179 166649 358057
(4 sec) (4 sec.) (19sec.) | (11sec) (35 sec))
0.4 195517 127219 481385 351307 1069590
(13sec.) | (7 sec) (36sec.) | (23=ec) (I min. 16
SEC.)
0.6 354326 271788 1310069 | 901667 2332817
(23 =) (16sec.) | (I min. 34 | (53 c) (3mins))
Sec.)
0.8 1015063 | 833892 * 2340901 *
(I min. 18 | (52 sec.) (2min. 24
sec.) sec.)
* Global optimum not established within 30 minutes runtime (Processor: Intel Corei3
@ 2.4 GH2).
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