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Abstract 

This thesis is concerned with the experimental investigation of robust speed control strategies 

for the industrial motor drive systems. The first objective of the thesis is to implement a high 

performance programmable dynamometer which can provide desired linear and non-linear 

mechanical loads for the experimental validation of the robust control methods. The discrete 

time implementation of the conventional dynamometer control strategy (the inverse model 

approach) is analysed and it is shown that this method suffers from the stability and noise 

problems. A new dynamometer control strategy, based on speed tracking and torque feed­

forward compensation, is developed and successfully implemented in the experimental system. 

The emulation is placed in a closed loop speed control system and the experimental results are 

compared with the corresponding ideal simulated results for the validation of the dynamometer 

control strategy. The comparisons show excellent agreement for a variety of linear and non­

linear mechanical load models and such a high performance experimental load emulation 

results are reported for the first time in research literature. 

The second objective of the project is to investigate the Fuzzy Logic Control (FLC) and the 

Sliding Mode Control (SMC) approaches in order to develop a simple,· algorithmic and 

practical robust control design procedure for industrial speed drive control systems. The 

Reaching Law Control (RLC) method, which is an approach to SMC design, and the FLC are 

used together in order to develop a practical robust speed control strategy. The robustness of 

the proposed control approach is tested for a variety of linear and non-linear mechanical loads 

provided by the dynamometer. Using the new robust control method, good output responses are 

obtained for large parameter variations and external disturbances. 



Chapter 1 

Introduction 

1.1 Robust Control of Motor Drives and Project Motivations 

Electrical drives, especially induction motor drives, are widely used in today's industries. In 

many applications, speed control is required, either to hold a speed under unknown 

disturbances (speed regulation) or to change the speed according to a reference profile (speed 

servos). The output of a speed controller is a torque demand and electric drives are called upon 

to have good torque control performance. In the past, separately excited DC machines were 

used in most high performance speed control applications because torque and motor flux could 

be controlled easily and independently. With the development of the vector control theory [1-

3], often called Field Oriented Control (FOC), decoupled torque and flux control of induction 

motors is now possible and induction machine drives are beginning to replace DC machine 

drives for speed control applications (due to their robust, cheap construction and lack of sliding 

contacts). Fast torque control for permanent magnet and (switched) reluctance machines have -

also been developed. This thesis concerns the area of speed control and is thus applicable to all 

machine drive types having good torque and flux control properties. Vector controlled 

induction motors are used in the project of this thesis. 

In most speed drive control systems, conventional PI or PID controllers are used due to their 

simplicity of design and implementation. However, the speed control performance obtained 

using a PIIPID controller is sensitive to the frequently seen uncertainties such as plant 

parameter variations, external load disturbances and unmodelled and non-linear dynamics of 

the plant. Therefore, a robust controller would be attractive in most industrial applications. 

From the control point of view, robustness is the property that the dynamic response (including 

stability of course) is satisfactory not only for the nominal plant transfer function used for the 

design but also for the entire class of plants (including disturbances) that express all the 
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Chapter 1 Introduction 

uncertainties of the dynamic environment in which the real controller is expected to operate 

[4,5]. A controller is said to be robust if it gives satisfactory dynamic responses in the presence 

of parameter variations, external disturbances and un modelled or non-linear dynamics of the 

plant. The problem of designing robust controllers is thus called robust control. 

For the robust control of motor drives, a variety of approaches (e.g., sliding mode, fuzzy, two­

degree-of-freedom, torque feed-forward and adaptive control methods) have been investigated 

[6-19] and are still under investigation by many researchers. There are two interesting 

observations about many, if not most, published methods. Firstly, none of them seem to have 

been implemented in industrial drives currently on the market. Secondly, most robust methods 

are compared with conventional PI control for fixed loads; they are not compared over a range 

of load parameters that an industrial drive is likely to meet in practice. 

Considering the first observation, recent robust drive control methods [6-19] are either 

theoretically complex and difficult to implement (containing algorithmic parameters even more 

difficult to set than PI coefficients!), or simple but not very effective in the case of large 

parameter variations. Among the many control techniques used for the robust control of 

electrical drives, the most popular approaches are Sliding Mode Control (SMC) and Fuzzy 

Logic Control (FLC) methods due to their simplicity and supposed effectiveness. These 

methods will be briefly discussed in Section 1.3. In some recent researches [13-16], the SMC 

method (also called Variable Structure Control (VSC) has been supported by model following 

and adaptive control techniques to increase the effectiveness of the controller. However, these 

additional mechanisms increase the complexity of the controller (even more parameters to set) 

and make the practical implementation difficult. A simple, effective and practical robust motor 

drive control method is desirable in many industrial applications. It is one of the motivations of 

this thesis to investigate simple robust algorithms that are effective and can be transferred to 

industry. 

Considering the second observation, due to the lack of providing a variety of linear and non­

linear mechanical loads, the experimental validations of the robust control methods are usually 

not very satisfactory or convincing. This is simply because it is not easy to have different kinds 

of linear and non-linear mechanical loads in a laboratory. A desirable solution is to emulate 
• 

mechanical loads using a programmable dynamometer (load machine). This allows realistic 

testing of electrical drives and also provides desired linear and non-linear loads for the 

experimental validation of the control strategies. At the outset of the project, it was thought that 
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Chapter 1 Introduction 

implementing a programmable dynamometer would be straightforward. It was not. It turned out 

to be a very interesting problem and a substantial part of the project work addresses it. 

1.2 Electronic Emulation of Mechanical Loads 

The use of static dynamometers is very common in the testing of electrical machines [20-22]. In 

these applications, the electrical machines are tested in steady state or slowly changing 

conditions. Emulation of dynamic load models have been considered in some recent researches 

[23-27]. The general approach is to use the inverse mechanical dynamics, in which the shaft 

speed is measured and used to drive the reference torque for the dynamometer. In these papers, 

only simulation results of the continuous system are presented. However, in practice, the 

emulation strategy will be implemented on a microprocessor. We need therefore to consider 

sampling effects and noise problems. When such control is implemented in a real time control 

system, the output of the inverse model (i.e., the torque reference for the dynamometer) may be 

very noisy due to the derivative of measured noisy speed signal (note that inverse dynamics 

usually contains at least one first order derivative term). Furthermore, the emulation fails and 

becomes unstable if the emulated inertia is much larger than the actual drive inertia. This will be 

analysed and discussed in details in Chapter 3. 
\ 

In the previous studies [23-27], the control structures are not designed to achieve exact dynamic 

matching; rather, the purpose is to achieve an acceptable time response matching for open loop 

emulation (i.e., the emulation is not a part of a closed loop control system). Note that if filtering or 

other measures are introduced to counteract the stability problems, an acceptable open loop 

performance may be obtained. However, due to the violated pole-zero structure of the desired 

mechanical load (open loop system), such emulation can not· be used in a closed loop control . 

system. 

In [24,25] a model-reference approach is presented in which it is implied that the shaft speed or 

position could be used as a tracking variable and so avoid the inverse dynamics. However, this is 

not clear since the authors present results in which the shaft torque is the tracked variable; neither 

is the preservation of the mechanical dynamics (pole-zero structure) addressed in [24,25]. In [28], 

an integrator back-stepping design technique is presented which claims to emulate a dynamic load 

under closed loop conditions. However, the desired torque trajectory is still derived from an 
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inverse mechanical model and only simulation results are given. In fact, all the researchers in [23-

28] present only simulation results. This is also discussed in Chapter 3. 

Thus, a new dynamometer control strategy, which will preserve the dynamics of a desired load 

model when the emulation is placed in a closed loop speed control system, is required. The 

dynamometer should of course be able to emulate both linear and non-linear loads accurately. 

1.3 Fuzzy Logic and Sliding Mode Control 

Fuzzy set theory, introduced by Zadeh in 1965 [29], has found wide applications in many 

practical control systems as well as in the control of electrical drives. FLC has emerged as a 

practical alternative to the conventional control techniques since it provides a decision making 

mechanism which allows the control law to be conveniently changed in order to deal with 

parameter variations and external disturbances if the input variables (criteria for the decision 

making) to the Fuzzy Controller (FC) are chosen properly. 

The classical linear controllers (e.g., PI, PO, PI+lead, etc.,) are still the most widely used 

controllers in the industrial applications due to their simplicity of design and microprocessor 

implementations. Although the research in the field of FLC is growing rapidly, the exact 

equivalence between classical controllers and FCs has not been well established in order to 

provide an easy transition between the control methods. It may be thought that there is no point 

in implementing a linear control law by a FC; however, the equivalence can be used as a 

preliminary step for designing robust FCs, since it provides a method of designing different 

classical control laws at different operating conditions and then to use FC as an interpolator. In 

addition, although there are many successful fuzzy speed and position control applications, 

usually these controllers are designed by trial and error methods [17,30]. In most cases, no 

formal approach is used to choose the number and shape of the membership functions. The 

derivation of the fuzzy equivalence of a linear controller actually generates an automatic design 

procedure for the FCs. Finally, from another aspect, the equivalence principle may also help to 

obtain a fair comparison between fuzzy and linear controllers. There are many research papers 

presenting such performance comparisons between fuzzy and linear controllers [17,31-34]. 

Some of these papers result in a doubt about the fairness of the comparisons. It is reasonable to 

assume that in order to have a fair comparison, the controllers under evaluation should give 

exactly or very similar closed loop output responses to t.he same input references for same 
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nominal condition [31]. Hence, when the parameters of the plant are changed or an external 

disturbance is applied, one can easily see which method gives the more robust control 

performance. Using the equivalence principle, the FC under evaluation may be designed to 

satisfy this comparison criteria. 

In this thesis, the equivalence principle is investigated and shown to be a powerful technique 

for deterministic non-linear systems. For non-deterministic systems (e.g., a linear system with 

unknown parameters), this approach can not used directly since the decision making 

mechanism of the FC requires information about system non-linearity and/or parameter 

variations to chose an appropriate control action. For this reason, the robust investigations 

moved on to considering the SMC (with and without fuzzy implementation) and its variants. 

The SMC approach to the robust control of motor drives [9-16] is probably the most popular 

method since it is actually developed for the control of uncertain and non-linear systems [35]. 

The main disadvantage of the SMC method is the assumption that the control signal can be 

switched from one value to another at infinite rate. In practical systems, however, it is 

impossible to manage this since the microprocessor implementation of the control strategy 

requires a finite sampling time. Direct microprocessor application of the SMC method results in 

a high frequency oscillation (chattering) about the desired equilibrium point. This is generally 

undesirable since chattering excites the unmodelled high frequency dynamics of the systems. A 

significant research effort has been directed at eliminating or reducing the chattering [35]. 

A new SMC design technique called Reaching Law Control (RLC) has been introduced by Gao 

and Hung in [36]. This approach not only establishes a reaching condition to the sliding surface 

directly but also specifies the dynamic characteristics of the system during the reaching phase. 

Additional merits of the RLC approach include simplification of the solution for SMC and 

providing a measure for the reduction of chattering. Since the RLC approach is quite new and 

the classical SMC is a well known technique, there are only a few practical applications of the 

RLC approach to motor drive control systems [69,70]. Neither contains a mathematical 

description of their implementation or any comparative studies, and it is felt that more practical 

researches are needed in order to clarify the effectiveness of the RLC approach in the control of 

electrical drives. 

- The relation between SMC and FLC, and the use of both control methods in a single controller 

are also new and attractive research areas [16,37-44]. Obviously, the researchers combines 
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these methods to use the advantages of both methods and thus to improve the effectiveness of 

the controllers. However, the combinations of the methods usually introduce complexities in 

the design and results in difficulties in microprocessor implementations. As far as the industrial 

applications are concerned, the combination of the SMC and FLC methods will be more 

acceptable if the resultant control structure demands the absolute minimum (ideally none at all) 

of control parameters to be set for a given application. 

1.4 Objectives of the Thesis 

The first objective of the thesis is to develop and implement a high performance load emulation 

strategy using a dynamometer which will provide desired linear and non-linear mechanical 

loads for the experimental validations of the drive control strategies. The emulation should 

preserve the dynamics of the desired load model when it is placed in a closed loop control 

system because providing accurate load dynamics in a closed loop system is quite important for 

the experimental validations of the robust control strategies. 

The second objective of the thesis is to investigate the FLC and SMC (including the RLC 

method) approaches in order to develop a simple, algorithmic and practical robust control 

design procedure for industrial drive control systems. The target is to combine the FLC and 

SMC methods in a common framework by keeping the complexity of the control structure as 

small as possible. This is a requirement for many industrial applications. 

1.5 Thesis Overview 

The material covered in each chapter is briefly given below: 

Chapter 2 explains the experimental system implemented for the realisation of the project 

objectives. The experimental system consists of two O.55kW vector controlled induction 

machi.ne drives. The real time control is achieved by a parallel processor network composed of 

transputers and some interfaces. The chapter describes the task of each transputer. A brief 

description of the hardware interface circuits is also included in the chapter. 
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Chapter 3 is dedicated to the emulation of mechanical loads. The conventional inverse model 

approach is analysed and the problems of this approach are discussed. New approaches based 

on speed tracking and torque feed-forward compensation are developed and implemented in the 

experimental system. For the validation of the emulation strategy, the experimental results are 

compared with the corresponding ideal simulation results obtained using 

SIMULINKIMA TLAB software package. The linear and non-linear mechanical loads are 

accurately emulated when the emulation is placed in a closed loop speed control system. 

In Chapter 4, the equivalence of the fuzzy and classical controllers are initially derived for a 

second order controller which represents the most widely used classical controllers such as PI, 

PD, PID, PI+lead, etc. The equivalence is also derived for a general controller transfer function 

with m-zeros and n-poles. Hierarchical fuzzy control structures are employed in order to reduce 

the number of rules in the FC. This method is then used to design a robust FC for a class of 

deterministic non-linear systems. Chapter 4 argues that for non-deterministic systems (e.g., a 

speed control system with unknown inertia and friction), the equivalence design approach can 

not be used directly since the decision making mechanism of the FC requires information about 

the system parameter variations in order to calculate an appropriate control action. For speed 

control applications, the speed error and the change of error, which are the usual inputs to the 

FC, do not provide required information about the parameter variations to compensate the 

effects of the varying parameters. Thus, in order to calculate a proper control action in the case 

of the parameter variations, a method is required to provide the necessary information for the 

decision making mechanism of the FC. 

Chapter 5 describes a practical robust speed controller design procedure developed using the 

SMC (RLC) and FLC control approaches. The chapter discusses the discrete time 

implementation of the SMC strategy and the chattering problem. The RLC approach is applied 

for the design of the speed controller and also found more appropriate for the speed control 

applications in which the torque demand limitation is required to protect the drive power 

electronics and the machine. This is also discussed in Chapter 5. In order to get useful 

information about the system parameter variations and external disturbances, a reference 

switching function trajectory is derived using the reaching law designed for the nominal 

parameters of the system. This reference trajectory is then compared with the real switching 

trajectory and the error is interpreted by the decision making mechanism of the FC which 

«hanges the control actions appropriately in the case of parameter variations and disturbances. 

The proposed robust control design procedure is thus based on the RLC and FLC approaches. 
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Chapter 1 Introduction 

The noise problem (speed encoder resolutions) is taken into account in the design of the final 

controller in order to have a realistic controller for the practical systems. The new control 

strategy is implemented in the experimental system and validated against some linear and non­

linear loads and external disturbances provided by the programmable dynamometer. 

Finally, Chapter 6 gives an overview of what has been achieved and discusses further work 

which may be a base for future projects. 
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Chapter 2 

Experimental System 

2.1 Introduction 

This chapter describes the details of the experimental system used in this research project. The 

experimental system consists of two vector-controlled induction motor drives, a microprocessor 

system (composed of transputers, ND converters and an 110 module installed in a PC) and 

some interface circuits . Fig. 2.1 show a photograph of the experimental implementation and the 

block diagram of the experimental system is illustrated in Fig.2.2, where' l' and '2' refer to the 

drive machine (motor) and the load machine (dynamometer) respectively. The drive machine 

and its inverter provide the target system for research into motion control strategies. The load 

machine is controlled so that the mechanical rig dynamics, defined as the speed response to a 

given drive torque, is equivalent to that of a desired linear or non-linear mechanical load 

dynamics. The details of the load emulation strategy will be explained in Chapter 3. 

Figure 2.1 Experimental system 

[0 
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Interface I--_~ In, 
Board-l 

PWM PWM 
switching 

signals 
switching 

signals 
.-'-...1.-.1, r-'--.......... , 

Microprocessor System 

Figure 2.2 Block diagram of the experimental system 

The DC links of the inverters are connected to each other to circulate the energy so that a 

dynamic braking unit is not required for the dynamometer. In this case, the mains supplies only . 

the drive losses. The vector control is based on the Indirect Rotor Flux Orientation (IRFO) [1] 

which will be briefly summarised in Section 2.2. The individual components of the 

experimental system will be explained in the following sections in more detail. 

2.2 Control of Induction Machines using Indirect Rotor Flux 

Orientation 

The Field Oriented Control (FOC) or Vector Control is a standard control method for induction 

motors in adjustable speed drive applications. Vector control effectively "transforms" the AC 

machine into a "DC machine equivalent" in which a torque producing and field producing 

current may be defined. Torque and flux can thus be independently controlled as in a DC 

machine. In order to transform the machine into the "DC machine equivalent", the rotor flux 

angle (defining the position of the rotor flux vector in space) must be known at all times. This 

angle defines also the position of a rotating d-q axis frame. When d-axis of the frame is aligned 

with the rotor flux, the system is said to be Field Oriented. The dynamic equations of an 

induction machine are given in Appendix-A together with the derivation of the equations in 

field orientated form. There are a number of vector control strategies which are either termed 
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CQ,*----I 

+ 
.)1/. 9, 

Figure 2.3 Speed control of an induction machine using IRFO method 

direct or indirect and utilise either impressed voltages or impressed currents [45]. In the direct 

vector control, the rotor flux angle is either measured or derived via an observer at every 

sample instant. In the indirect vector control [1-3], the rotor flux angle 6e is not calculated 

explicitly, rather it is derived using (assuming constant motor flux) 

(2.1 a) 

(2.1b) 

where i;q and (d are the reference q and d axis currents in the d-q field oriented frame, 1:R is 

the rotor time constant equal to LR / RR (LR and RR are the rotor self inductance and the rotor 

~ resistance per phase) and 6r is the measured rotor position. The field orientation is achieved by 

imposing.a slip frequency COs) according to (2.1a). If the rotor time constant 1:R is accurately 

matched to the actual machine value, the d axis will be inherently aligned to the rotor flux axis. 

This type of vector control is called Indirect Rotor Flux Orientation (IRFO) and is illustrated in 

Fig.2.3. In the figure, Ls is the stator self inductance, 0' is the leakage coefficient and ej8
• and 
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e-j8
• denote the co-ordinate transformations (see Appendix-A). A more detailed description of 

the theory of this type vector control can be found in [1-3]. 

If the estimate of 'rR is incorrect (e.g., because of rotor heating), the calculated flux angle will 

be incorrect. From a control point of view, the effect of this is to reduce the real torque 

response in the machine (the response of isq is the same but of course isq is no-longer a pure 

torque producing current). However, even a degraded torque response (providing the error in 

the flux angle is not too large) is much faster than the response of the outer speed loop. In 

practice therefore, it has been found the errors in 'rR of 20-30% have a scarcely noticeable 

effect on speed transient and disturbance rejection capability. This can be seen in the figures of 

Chapter 3 comparing the experimental and simulated results and showing excellent agreements. 

Note that the simulated systems are the ideal or target systems that we want to implement on 

the experimental system. However, it was found that after about one hour continuous operation, 

due to the rotor heating, the effect of the incorrect 'rR became more noticeable in that the 

agreement of experimental and simulated results started to deteriorate. Therefore, all the 

experimental results presented in the thesis have been taken within the first hour of the 

operations. 

2.3 The Microprocessor System 

Transputers are specially developed processors for implementing parallel processing systems 

[46,47]. In the experimental system shown in Fig.2.1 and 2.2, the data acquisition of the input 

signals, processing and the generation of the control signals are achieved using a transputer 

network illustrated in Fig.2.4. Transputers are chosen for this project due to their availability in 

the department and the capability of implementing parallel processing systems. They also offer 

a good flexibility in implementing different types of algorithms [46-50]. 

The transputer network consists of five T805 floating point transputers, two NO converter 

trams (Sunnyside ADT102) and one digital IJO tram (Sunnyside IOT332). All the transputers 

and the trams are located on two TMB08 transputer mother boards (one is slaved to the other) 

which are installed in a Pc. A Pascal graphical interface program [48] running on the PC 

proyides the user interface with the transputer network, allowing for on-line data 

storage/display and on-line change of parameters and set points. 

13 
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TMB08 
~ Mother Board 

Encoder Pulses 
(from Encoder Board) 

............................ + .... 

PWM 
Stator Currents Board-! 

(from Filter Board-!) 

TMB08 
Slave Board 

...... 
Iv2 Iw2 

PWM Load Machine 
Board-2 Stator Currents 

(from Filter Board-2) 

Figure 2.4 Block diagram of the transputer network 

The transputers are programmed in a high level language called OCCAM which is specially 

developed to allow parallel programming. A program is written for each transputer and each 

program is separately compiled, linked and then loaded into the transputers on the network. 

Since the transputers have a parallel processing capability, when one process is waiting for a 

communication with another transputer or a peripheral, the second process is executed. This 

property has been used in the experimental implementation to establish the asynchronous 

communication between the PC and the transputer network. 

The processes allocated to the transputers implementing different tasks, are synchronised by a 

communication protocol. No processes is allowed to take longer than the basic sample period 

(Tbs) which is actually the current loop sampling period for the vector control implementations. 

It should be remembered that the main objectives of this project are to develop a dynamometer 

control strategy for the emulation of mechanical loads and to use the emulated loads for the 

experimental investigation of the robust control methods such as fuzzy and sliding mode 

~ control. Therefore, in order to avoid any unnecessary burden in the software development, a 

value of "" 500lls is found suitable for the basic sample period Tbs for this project. On the other 

hand, Tbs must be an integer multiple of the PWM switching period [49]. A value of 6kHz 

switching frequency is considered adequate for the purpose of this research. Hence, T bs has 

been set to 5041ls which is the integer multiple of the PWM switching period (168Ils). A value 
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of ::::: 5041ls is also felt to be a maximum time considering the fast current loop bandwidths 

required in a vector drive. Note that every 5041ls, the transputer labelled PWMI communicates 

with CONTI and PWM2 in order to establish the synchronisation between the main processes 

running on the transputers. This will be discussed later in this section in more detail. 

The main tasks assigned to the transputers shown in Fig.2.4 are as follows : 

(i) BUFF Transputer 

The transputer labelled BUFF communicates with the PC and the rest of the network. It 

basically provides the necessary buffering for data capture facilities, decodes the user command 

(e.g., set point, on-line change of parameters and monitored variables) and transfers the 

command to the transputers labelled CONTI and CONT2. The BUFF transputer also receives 

the electrical torque reference value of the drive machine (Te) and the rotor angle (9r) from the 

transputer CONTI and sends them to the CONT2 transputer in which the load emulation 

strategy is implemented. This is because they are required in the load machine control strategy 

which will be explained in Chapter 3. 

There are two main processes running in parallel on the transputer BUFF. A high priority 

process carries out the synchronous communication (every 5041ls) with the transputers CONTI 

and CONT2. When this process is idle, waiting for communication with CONTI and CONT2, a 

second lower priority process communicates with the host PC. Both processes have access to a 

common block of memory which is filled up with data by the high priority process while the 

other reads this data and transfers it to the host. In this way the transputer network can write to 

the buffer synchronously every 5041ls and the host can read from this memory asynchronously 

without disturbing the operation of the transputer network. 

(U) CONTI Transputer 

Vector control of the drive machine, reading the digital data from the encoder interface board, 

measurement of the drive machine line currents (lvlo Iw\) and the speed control strategy under 

evaluation 'such as fuzzy and sliding mode control techniques are implemented on the transputer 

labelled CONTI. The rotor angle is calculated using the digital data received from the encoder 

interface board though the I/O tram (lOT332). This angle is used to provide speed feedback for 

the vector controller and it is also transferred to the CONT2 transp~ter via the BUFF transputer. 
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The AID conversion of two line currents of the drive machine are carried out by the ADT102 

tram. The vector orientation algorithm and the current control loops are executed once every 

50411s. Since this project concerns the area of speed control, a high speed sampling frequency is 

considered in order to allow a high speed control bandwidth [5]. However, the inner current 

control loops and their delay effects should be taken into consideration in the selection of the 

speed sampling period. Therefore, a value of 2.5ms sampling time is found adequate for the 

speed control loops in this project. The electrical torque reference of the drive machine, which 

is directly proportional to the output of the speed controller, is also transferred to the CONT2 

transputer for use in the load emulation strategy. Once the vector control calculations are ready, 

the CONTI transputer waits for the synchronising pulse from the PWMI transputer to send the 

new calculated voltage vector in terms of Vd, Vq and ge to the PWMI transputer. 

(iii) PWM 1 Transputer 

The PWM 1 transputer generates the switching pattern required by the PWM Generation Board 

which drives the power MOSFET inverter via the Inverter Interface Board (see Fig.2.2). As 

stated before, a switching frequency of 6kHz is considered adequate for the purpose of this 

research. In order to obtain a switching frequency of 6kHz (corresponding to a switching period 

of 16811s) the same voltage reference is used for three consecutive switching cycles [49]. The 

voltage reference, at the desired electrical frequency, consists of two quadrature voltages Vd and 

Vq and the flux-angle, ge • The transputer calculates the timing signals using regular symmetric 

PWM. However, due to the PWM Generation Board which will be discussed in the following 

. section, two switching patterns must be calculated for each switching period. The PWMI 

transputer therefore calculates the adequate switching patterns every 8411s and sends them via 

two transputer links to the PWM Generation Board. Once every six calculations which 

corresponds to 50411s, the PWMI transputer is updated by the CONTI transputer and this 

communication is used to synchronise the processes on the whole network. Note that the 

PWMI transputer sends a synchronisation pulse to the PWM2 transputer to synchronise the 

processes on the PWM2 and CONT2 transputers as well. The synchronisation of the whole 

_ network is required in order to avoid any dead-lock due to communications between the 

transputers. 
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(iv) PWM2 Transputer 

The transputer labelled PWM2 generates the switching pattern for the load machine. It 

implements exactly same task that the PWMI transputer does. The only difference is that it 

receives the voltage reference from the CONT2 transputer to calculate the PWM timing values 

for the load machine. 

(v) CONT2 Transputer 

Vector control of the load machine, measurement of its currents (Iv2, Iw2) and the load emulation 

strategy are implemented in this transputer. An AID converter tram (ADT102) is used again to 

sample the filtered currents. The CONT2 transputer receives the rotor angle and the electrical 

torque reference of the drive machine from the BUFF transputer which transfers them from the 

CONTI transputer. These variables are used in the load emulation strategy. Similar to the 

control of drive machine, once the vector control calculations are ready, the CONT2 transputer 

waits for the communication with the PWM2 transputer to send the new calculated voltage 

vector in terms of Vd, Vq and 6e• This communication occurs every 5041ls synchronous with the 

rest of the processes running on the other transputers. Note that the software structures in the 

network are designed in such a way that any desired variable in CONTI and CONT2 can be 

recorded and monitored. 

2.4 The Interface Circuits 

The transputer network communicates with the outside world by using some interface circuits 

as shown in Fig.2.2. Each transputer has four serial bi-directionallinks which can be connected 

to another transputer or to a link adapter. The link adapters can convert the serial data from the 

link into parallel format suitable for use by the hardware. The PWM transputers generate 

SWitching times which should be converted to appropriate PWM patterns by some hardware 

.~ interfaces. The analogue signals should be measured and low pass filtered against noise and 

aliasing before the AID conversion stage. An encoder interface circuit is also required to 

convert the . encoder pulses to an appropriate information for the calculation of the rotor shaft 

angle and the speed. In addition, two inverter interface circuits are needed to use the generated 

PWM signals instead of the internal PWM signals of the commercial inverters. The circuit 

diagrams of all the interface boards are given in Appendix-B. 
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Most of the interface circuits used in this study have been employed in some previous projects 

[48-50] with some small differences and they have been described extensively. However, they 

are briefly discussed below as well: 

(i) PWM Generation (Counter) Circuits 

The PMW transputers generate the switching times of each inverter leg. However, these 

switching times need to be converted to the appropriate PWM patterns before they can be sent 

to the Inverter Interface Boards. Therefore, two PWM Generation (Counter) Circuits shown in 

Fig.B.l are built around a 8254 counter/timer. The 8254 provides three separate counters which 

is very convenient for generating the three phase PWM patterns on just one chip. The input to 

the timer is a 8-bit parallel bus, since the transputer links use serial communication, a CO 11 

link adapter has to be used in order to convert the serial data into parallel data. Two of these 

adapters have to be used, one to provide the address to access the different counters while the 

other, to carry the digital count for the appropriate timing signal. The 8254 is used in 

monos table mode, i.e. the output of each counter is normally high. When it is triggered, the 

output will become low for the duration of the count value. Three different counting values, one 

for each phase, are sent by the PWM transputer every 841ls. Normally the three counters will be 

triggered at the same time. Extra circuitry is needed in order to provide high to low pulses, as 

well as the low to high pulses required by the gate drivers. The extra circuitry consists of three 

XOR gates and three flip-flops, which work as programmable inverters. Typical waveforms for 

one phase are shown in Fig.2.5, where t), t2 and 13 correspond to the timing values calculated by 

the PWM transputer. The clock frequency used for the 8254 is 5MHz. The 5MHz oscillator is 

also used to provide an appropriate clock signal for the link adapters and the dead-lock 

protection circuit which will be explained next. 
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Figure 2.5 Typical waveforms of the PWM generation circuits 

(a) 8254 counter output (b) Trigger pulses 

(c) Inverting signals at XOR gate input (d) PWM output 

(ii) Dead-lock Protection Circuits 

These circuits are built on the PWM Generation Boards (thus, not shown in Fig.2.2) 

additionally to protect the inverters when a dead-lock occurs. If anyone of the transputers fails 

to send or receive a message to/from a channel (a link), then a dead-lock occurs. This failure 

can be caused either by a hardware problem or a software error. Hardware faults usually arise 

from electromagnetic interference on the transputer links. 

Deadlock leads to immediate loss of the PWM signal. When this happens, the power MOSFETs 

will remain in the last switching pattern received before dead-lock. This can cause the full DC 

link voltage to appear on the machine terminals which will cause a large increase in current due 

to the relatively small stator resistance. Although an overcurrent fault should turn all the 

MOSFETs off with no equipment damage, a dead-lock protection has been designed to ensure a 

higher degree of safety. 

This protection circuit (Fig.B.2) uses the transputer generated pulses that enables the timer on 

the PWM board together with an eight bit-binary counter. When the transputer network is 

operating under normal conditions, the timer counter enable signal will be sent to the PWM 
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board every 84/-1s. The binary counter (TTL 54590) uses a 2.5MHz external clock which is 

obtained by dividing the counter circuit clock by two. During normal operation the enable 

. signal will reset the counter before it reaches its final count (256 pulses equivalent to 102.4/-1s). 

If the reset signal is not received from the transputer, indicating that the synchronism has been 

lost due to a dead-lock, the counter will reach its final count and the RCO (see Fig.B.2) will 

generate a pulse. This pulse is latched with a flip-flop and a fault signal is generated with a 

maximum delay of 18.4/-1s after the synchronism is lost. 

(iii) Inverter Interface Circuits 

Two inverter interface circuits are built in order to use the PWM signals generated by the PWM 

Counter Boards. These circuits basically cancel the internal PWM signals in the inverters and 

connect the ones generated by the counter boards to the inverter gate drivers. Also, they provide 

an extra manual control to stop the inverters when it is required. The circuit diagram of the 

inverter interface board is illustrated in Fig.B.3. Note that these interface circuits are between 

the logic and the power boards of the inverters. Thus, in order to avoid any inconvenience in 

the operation of the inverters, the interface circuits are designed to allow all the signals to carry 

on between the logic and the power boards except the internal PWM signals. 

(iv) Current Measurement and Filter Circuits 

The circuit diagram of the current measurement and the filter boards are shown in Fig.B.4 and 

B.5 respectively. Hall effect current transducers are used in the current measurement circuits. 

The analogue signals from the current measurement boards are filtered to avoid aliasing and 

noise problems in the AID conversion stage. These signals, which are used for vector control, 

are sampled at 2kHz. The low pass filters used are second order Butterworth filters (see 

Fig.B .5) with a cut off frequency of 600Hz which provides sufficient attenuation of frequencies 

above 1kHz. 

(v) Encoder Interface Circuit 

The motor shaft position and the speed are derived using an encoder mounted directly on the 

common shaft of the induction motors. This encoder provides six channels (three 

complelnentary pair lines) A, Band C with 5V CMOS differential line driver outputs. A and B 
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are quadrature signals which provide information on the speed and direction of the shaft 

rotation. Z acts as a zero position reference. 

The interface circuit shown in Fig.B.6 employs the HCTL-2016 decoder chip which transforms 

the three signals A, Band C to absolute shaft position measurement. The encoder signals are 

fed to differential line receivers (DS88C20) which increase noise immunity. Twisting. the 

encoder cable around a ferrite core is also an effective technique to reduce the high frequency 

noise. The overall system resolution is 10000 pulses per revolution corresponding to 0.036° per 

bit. The 16 bit output data from the decoder is fed as two bytes directly to a parallel 

input/output TRAM (lOT332). In order to read the position every sample period (i.e. S04lls), 

the CONTI transputer sends two consecutive enable signals (OE) together with the appropriate 

select signal (SEL). The latter signal selects which byte (upper or lower) will be read first. 

2.5 The Induction Machines and the Inverters 

The AC machines used in the experimental system are Brook Hansen 3-phase induction 

machines rated at O.SSkW. The parameters of the machines are given in Table 2.1, where the 

nominal mechanical parameters In and Bn are the total rig inertia (including coupling) and the 

total average viscous friction of both machines. 

Table 2.1 The parameters of the induction machines (per phase) 

Frame reference: D80A4R Stator resistance (Rs) = 18.5 ohm 

Rated speed: 1400 rpm Stator self inductance (Ls) = 0.88 H 

Number of poles: 4 Rotor resistance (RR) = 12 ohm 

Number of stator slots: 36 Rotor self inductance (LR) = 0.883 H 

Rated isd = 0.864 A Mutual inductance (1.0) = 0.843 H 

Rated isq = 1.085 A Nominal rig inertia (In) = 3.5*10-3 kgm2 

Torque at rated isq = 4.534 Nm Nominal viscous friction (Bn) = 7*16~4Nms 

~ 

The AC drives are both identical and they are HEENAN (Model HSllO) power MOSFET 

voltage fed inverters rated at 1.1kW. The input supply is single phase and the output is three 

phase with maximum SA current (continuous) limit. 
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Since the DC links are connected together, the mains power- only supplies the system losses. 

The only energy which can not be circulated between the two inverter drives is the kinetic 

energy of the rig: this energy will be dissipated in the rig (mostly in the motor resistances and 

frictions) or else dumped in the- DC link capacitors. Measurements show that the DC link 

voltage increase is about 5-6V for a full speed to zero transient. This is negligible and no action 

was taken to limit this increase. 

2.6 Conclusions. 

In this chapter, the main hardware and software components of the experimental system have 

been described. The experimental system enables the user to control both induction machines 

separately and thus provides a practical test system for research into dynamometer and motor 

control strategies. Using the experimental system, a new dynamometer control strategy will be 

proposed in Chapter 3. The dynamometer will be used to provide linear and non-linear 

mechanical loads for the experimental validation of the robust speed control method developed 

in Chapter 5. However, any linear, non-linear, robust or adaptive control method can be 

experimentally tested using the rig described in this chapter. 

A transputer network has been employed for the real time control of the experimental system. 

Although a transputer implementation is not suitable for a commercial product, it is very 

attractive for a research implementation. This is simply because the transputer implementation 

is extremely flexible and imposes almost no constraint in processing power. Another transputer 

can always be added to the network if more processing power is required. However, a high 

performance DSP may be used to control the overall experimental system. 



Chapter 3 

Emulation of Mechanical Load Models 

3.1 Introduction 

The use of torque-controlled load dynamometers is common in engine test-beds or in the testing of 

electrical machines [20-22]. In these applications, the engine or electrical machine is normally 

tested under steady state or slowly changing conditions. Recent research, aimed at emulating loads 

having faster dynamics [23-27], has resulted in simulated load emulation under open-loop 

conditions i.e. the emulated load is not part of a closed loop speed or position control system. 

Dynamic load emulation under closed-loop conditions is desirable for evaluating motor drive 

controllers. Researchers reporting motor control methods generally validate results using either a 

load machine connected to a resistor bank (emulating viscous friction) or a torque-controlled load 

machine emulating gravitational loads or general torque disturbances. However, adaptive and 

robust control schemes are attracting considerable attention. To verify the effectiveness of these, it 

is desirable to provide a dynamometer load in which mechanical parameters (such as inertia and 

friction) can either be pre-programmed or else vary with speed or position (e.g. winding 

applications, robot arms). In such cases, it is very desirable that the emulation preserves the model 

mechanical dynamics. This chapter addresses this problem. 

In addition to machine/engine testing, another application of mechanical load emulation (either in 

open or closed loop) is to provide off-site testing of converter drives driving real industrial 

applications. Many of these provide challenges for the application or commissioning engineer. 

Examples include high-stiction loads (e.g. reciprocating pumps, escalators), period impact loads 

(large washing machines, compressors), the catching of spinning loads (after power interrupt) and 

many underhaulingloverhauling applications. If the parameters of such loads are even only 

approximately known, the ability to evaluate and test such applications off-site would be 

advantageous. 
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As described in Chapter 2, the experimental system used in this project consists of two vector 

controlled induction machines on a common shaft which are controlled using a microprocessor 

system. The drive machine and its inverter provide the target system for research into motion 

control strategies. The main objective of this chapter is to develop a control strategy for the load 

machine (dynamometer) so that the mechanical rig dynamics, defined as the speed response to a 

given drive torque, is equivalent to that of a desired linear or non-linear mechanical load 

dynamics. In this way, the emulation preserves the physical causality of a· mechanical system in 

which the motion variables are the output responses to a driving force or torque. In this chapter, 

we concentrate on the control of the load machine to achieve this objective. 

Previous dynamic emulation research [23-28] is based on the principle of inverse mechanical 

dynamics in which the shaft speed is measured and used to derive the desired torque for the 

dynamometer. In Section 3.2, we analyse and discuss this principle, showing that discretization 

effects can severely affect the emulation. In [24],[25] a model-reference approach is presented in 

which it is implied that the shaft speed or position could be used as a tracking variable and so 

avoid the inverse dynamics. However, this is not clear since the authors present results in which 

the shaft torque is the tracked variable; neither is the preservation of the mechanical dynamics 

(pole-zero structure) addressed in [24],[25]. In [28], an integrator back-stepping design technique 

is presented which claims to emulate a dynamic load under closed loop conditions. However, the 

desired torque trajectory is still derived from an inverse mechanical model and only simulation 

results are given. In fact, all the researchers in [23-28] present only simldation results. This is also 

discussed in Section 3.2. In this chapter, the results are experimental, simulation results being 

provided only for comparison. 

3.2 Dynamic Emulation of Mechanical Loads and Conventional 

Inverse Model Approach 

Consider a basic first order mechanical dynamics given by 

T dm e=J-+Bm 
dt 
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where Te is the electrical torque, J is the moment of inertia, B is the viscous-friction coefficient 

and co is the mechanical angular speed. This equation describes the dynamic behaviour of a 

mechanical drive load with constant inertia and friction during the transients and steady state 

condition. The Open Loop Transfer Function (OL TF) becomes 

ro(s) 1 --=---
T,,(s) Js + B 

(3.2) 

In load emulation, the objective is to produce an OLTF which may be any desired linear or non­

linear relation between input Te and output co. It is possibly best to start with the simplest load 

emulation which can be expressed by 

ro(s) 1 --=---- (3.3) 

where Jern and Bern are the emulated inertia and friction respectively. In other words, Jern and Bern 

will be defined or given by the user. Now, the aim is to produce a load machine control 

structure so that the relation between the shaft speed CO and the electrical driving machine 

(motor) torque Te is given by equation (3.3). 

In order to emulate the mechanical drive load of equation (3.3), perhaps the simplest method is 

to use the inverse model as shown in Fig.3.1. 

Tis) __ +~ 

T,,(s) 

Figure 3.1 The inverse model approach for load emulation 
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In Fig.3.l, G(s) = 11 (Js + B) is the total dynamics of the drive and load machine (including 

connecting shaft), G;;!(s) = Jems + Bem is the inverse of the emulated load transfer function, Te 

is the electrical load machine (dynamometer) torque, Te is the electrical drive machine (motor) 

torque. The speed is measured and the inverse dynamics G;;!(s) yields Tf. after compensation 

for the drive and load machine dynamics. Then it is easily shown that 

(3.4) 

as required. However, in practice, the inverse dynamics will be implemented on a J.LP and 

sampling effects need to be considered. Using a backward difference approximation [5] : 

roCk) = roCk) - ro(k -1) 
1', 

and 
(z -1) 

ro(z) = --ro(z) 
1',z 

where Ts is the sampling time, yields the sampled-data system of Fig.3.2. 

G(s) 

1 co(s) 

Js+B 

G1(z) r------------------, 
co(z) I (z -1)Jem + : 

T"z 

(z-I)J 

T"z 

+ 

+ 

Figure 3.2 The sampled-data system of the inverse model 

From Fig.3.2, where Gh(s) = (1- e-T..S) I s (zero-order-hold), ro(z) can be derived as 
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(3.6) 

Defining M = Jem - J , !:ill = Bem - B and A = exp(-B7; I J), then G1(z) and GhG(z) of (3.6) can 

be expressed as 

q(z) = (M +~!:ill)z-M 
~z 

and 
(1- A) 

GhG(z) = Z{Gh(s)G(s)} = . 
B(z - A) 

GhG(z) is the zero order hold equivalent [5] or the step invariance discretization [52] of G(s). 

Usually, Gh is dropped and it is denoted as G(z) for simplicity of notation. It should be noted that 

numerator is TeG(z), not TeCz)G(z), so that the zeros of (3.6) depend on Te. The characteristic 

equation 1 + GhG(Z)G1(z) = 0 of (3.6) can be derived as: 

where A = (AI + ~!:ill)(l- A) - A 
BY; 

and ~= 
M(l-A) 

BY; 

In general, B will be small so that A == 1- (B7; I J) and ~h ~2 become 

A = Jem - 2J + Bem~ 
J 

and 
M 

~=--. 
J 

(3.7) 

If Bern is zero or small (corresponding to the emulation of an inertial load) then the roots are Zl = 1 

and Z2 = -t:J/J which means the system is unstable if t:J/J > 1 or Jern > 2*J. Alternatively, if t:J = 0 

and Bern is not zero or small then the roots can be shown to be Zl = 0 and Z2 = 1 - (BernTJJ). This 

means the system is unstable when (BernTJJ) > 2. However, the system can be stabilised using a 

digital filter of the form z(l-a)/(z-a) such that the second order system exhibits a dominant root 

cl,:se to exp(-TsBen/Jem>; this ensures a degree of matching for the dominant pole (Le. the 

emulation has a dominant pole close to the actual mechanical pole). Such a filter pole can be 

provided by the filter normally included to smooth the noise on T i since differentiating the shaft 

speed is noisy. Near-matching of the dominant pole may yield acceptable open-loop emulation 

providing that unstable or ringing poles [5] are kept in check. However, the overall pole-zero 
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structure of the desired mechanical load is not preserved and the emulation gives totally erroneous 

results if used in a closed loop control system. 

The above analysis can also be applied to the particular torque control schemes of [23-27]. In 

these papers, the signal Tis) at the output summer of Fig.3.1 becomes a shaft torque demand for a 

shaft torque control loop; the shaft torque being either measured or derived from the drive (or 

load) machine torque and the drive (or load) machine dynamics (it is noted however, that o-l(S) is 

not used as the compensating factor in these papers). The error is processed by a shaft torque 

controller to derive Te. The shaft torque controller can in fact fulfil the function of stabilising the 

system in a similar manner to the filter above. In the algorithms of [23-27], the structures are not 

designed to achieve exact dynamic matching as represented by (3.4); rather, the emphasis is on 

retaining stability [28] and achieving an acceptable time response matching for open loop 

emulation. Again, the overall pole-zero structure of the desired mechanical load is violated and the 

emulation cannot be used in a closed loop control system. 

It is noted that simulations of inverse-dynamic structures such as Fig.3.1 are often successful. This 

is because G;~(s) is usually made proper by adjacent elements or filtering. Numerical solution in 

packages such as SIMULINKIMA TLAB then proceeds by predictor-corrector methods with small 

time steps to yield near continuous or "analogue" simulations. However, in practice, noise 

considerations prohibit the use of small time steps for the computation of the inverse dynamics 

and discretization effects lead to the problems outlined above. In conclusion, we feel that inverse 

dynamics (and the need to compute accelerations) should be avoided. Further, it may not always 

be possible to derive the inverse dynamics of some non-linear loads . 

. 3.3 Proposed New Emulation Strategies 

In this section, two new load emulation strategies are developed to overcome the problems 

mentioned in the previous section. In these methods, basically, the real shaft speed is for~~_<!J:.9. 

. ~ollow a modeLreference speed (the desired shaft speed) which is obtained by applying the 

o drive machine torque to the desired emulated load dynamics. The details are given in the 

following subsections. 
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3.3.1 Emulation using Model Reference Speed Tracking 

In this approach, the load to be emulated is used to derive an ideal speed demand as shown in 

Fig.3.3. 0) is the real shaft speed and compared with IDem which is the ideal speed demand or the 

desired speed at which we wish to go if Te is applied to the load being emulated. The error is 

fed through a controller Gt(s) to derive the load torque Te for the load machine. 

Gem(s) 
COem(S) 

+ 
Te(s) + ro(s) -

G(s) 

+ 
Te (s) 

Gt(s) 

Figure 3.3 Load emulation using the model reference speed tracking approach 

From Fig.3.3, the relation between the real speed ro(s) and the motor torque TeCs) can be 
--"-' ----''---

derived as follows: 

(3.8) 

where 

G () = (11 G(s)) + G,(s) 
comps ( ) 1/ Gem(s) + G,(s) 

(3.9) 

If the term Gcomp(s) is added to the system in series as shown in Fig.3.4a, the required relation 

is obtaineo and thus the load's pole zero structure isretained. 
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Te(s) 

(a) 

Te(s) 

Figure 3.4 Compensated systems 

(a) Series compensation 

(b) Parallel compensation 

(b) 

Another way of the compensation is to employ a parallel compensation term as shown in 

Fig.3.4b from which the transfer function between ro(s) and Te<s) can be derived as 

roes) G(s)(l + Gt(s)Gem(s») - Gem(s)(l + G1(s)G(s») G (s)G(s) --= G (s) + + I G (s) 
7;(s) em 1 + Gt(s)G(s) 1 + G1(s)G(s) comp 

(3.10) 

which implies that if Gcomp(s) is chosen as 

G (s) = Gem(s)(l + Gt(s)G(s») - G(s)(l + Gt(s)Gem(s») 
comp Gt(s)G(s) 

(3.11) 

then the require relation between ro(s) and Te(s) is obtained. However, both methods suffer 

from the fact that the compensation term Gcomp(s) includes emulated load parameters. This may 

be acceptable for linear emulated loads but it is undesirable for non-linear loads. The emulated 

load parameters should not be involved in the compensation term. A solution is given in the 

following section. 
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3.3.2 Emulation using Model Reference Speed Tracking with Feed-forward 

Torque Compensation 

In Fig.3.3, a load machine speed controller is used to ensure that the shaft speed tracks an ideal 

speed <Oem. The control can be implemented by adding a feed-forward term obtained by using 

the inverse dynamics, not operating on the real speed as in Fig.3.l, but on the ideal emulated 

speed <Oem. This new structure is shown in Fig.3.5. 

+ T.(s) __ t>t 

Tc(s) 

G(s) 

+ 
ro(s) 

Figure 3.5 Load emulation using model reference speed tracking 

with feed-forward torque compensation 

As seen in Fig.3.5, The feed-forward torque Tf becomes Te via the inverse dynamics of the 

emulated load. Thus, the load machine cancels the motor torque Te on the shaft and the net 

motor-generator torque is just enough to produce the required speed. Note that the path 
-

transmittance between Tr and Te is unity so that the inverse load dynamics are not explicitly 

required. The system shown in Fig.3.5 reduces to the system shown in Fig.3.6. As seen in 

Fig.3.6, the driving machine torque, Te, is inserted into a load model to derive <Oem. This speed 

is then forced onto the system via the load machine feedback loop as shown. Note that in 

practice, the negative of the driving machine torque is applied to the load machine. The load 

and.driving machine torque are forced to cancel each other and thus T t is the net residual torque 

on the shaft. From Fig.3.6, the transfer function becomes 

CO(s) = G (s) G(s)Gt(s) = G (s)G-t (s) 
T,,(s) em 1 + G(s)Gt(s) em comp 

(3.12) 
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Figure 3.6 Reduced system 

From (3.12), Gcomp(s) can be written as 

G (s) = 1 + G(s)q(s) 
comp G(s)Gt(s) 

(3.13) 

which should be added to the system in series to obtain the required relation between co and Te 

as indicated in Fig.3.7. The compensation term is no longer a function of Gem(s) as required. It is 

assumed here that Gem(s) must take into account the drive motor's rotor inertia; thi.s allows the use 

of the electrical drive torque as the input forcing variable. The minimum inertia that can be 

emulated is thus equal to the drive motor's rotor inertia which accords with reality. 

Figure 3.7 The compensated load emulation system 

satisfying the required relation between Te and co 

Thus, as required, the resultant transfer function becomes 

(3.14) 

However,_since the speed tracking loop controller Gt(s) is nominally a PI, Gcomp(s) becomes 

improper (i.e. the degree of numerator is higher than the degree of denominator). This can be 
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solved by considering the sampled-data representation for a microprocessor implementation 

which will be discussed in the following section. 

3.4 Digital Implementation of the Emulation Strategy with 

Feed-forward Torque Compensation 

The sampled-data system block diagram of the emulation strategy with feed-forward torque 

compensation is shown in Fig.3.8. 

------------------------------------------------, 
Te{z) : 

ro(z) 
1 
1 Ts 

1_ ~.9~I?~t~~ ~~~~~~ _________________________________ : 

Figure 3.8 Open loop sampled-data system of the emulation strategy 

with feed-forward torque compensation 

The reason why it is called 'open loop' system is that the transfer function ID'Te is the open loop 

system to be controlled. Once the load emulation is achieved (which means the required open 

loop poles and zeros of the emulated load are obtained), then the loop can be closed for the 

speed control. The system in Fig.3.8 reduces to the system shown in Fig.3.9. 

ro(z) 

Figure 3.9 Reduced digital open loop load emulation system 
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Obviously, the function of Gcomp(z) is to cancel all parts of the open loop except the emulated 

load transfer function, so that the open loop z transfer function, (OLZTF) ro(z)ffe(z), becomes 

equal to some discretized equivalent of Gem(s). Therefore, Gcomp(z) should be 

G () = 1 + GrCz)G(z) 
camp Z Gt(z)G(z) 

(3.15) 

where G(z) = Z{ Gh(s)G(s)} (the zero order hold equivalen/t of G(s» and the speed tracking loop 

controller Gt(z) is nominally a discrete PI controller. However, Gcomp(z) of equation (3.15) is 

improper (i.e. the degree of the numerator is higher than the degree of the denominator). It can 

be made proper by introducing a single delay: 

G (z) = 1 + Gt(z)G(z) 1 
camp Gt(z)G(z) Z 

(3.16) 

This delay can itself be compensated by setting Gem(z) as: 

(3.17) 

For a linear Gem(s), (3.17) corresponds to discretization by pole-zero matching in which the zero 

at infinity (s plane) is mapped onto z = 0 [51]. This is quite elegant since the z-transfer function 

ro(z)ffeCz) reduces to: 

co(z) _ G (z)G (z) Gt(z)G(z) - Z{G (s)G (s)} 
~(z) - em camp 1 + Gt(z)G(z) - h em 

(3.18) 

so that the emulation is equivalent to the step invariance discretization [52] (or the zero order hold 

equivalent) of Gem(s). For a non-linear load, the advance operator z in (3.17) corresponds to using 

the latest value ofTe in the non-linear difference equations (see Section 3.6). 

Since the desired open loop (<.tYTe) load emulation is obtained, the speed loop of the driving 

machine can be closed to control the speed of the emulated load. Fig.3.10 shows the sampled­

data closed loop speed control of the emulated load. The system shown in Fig.3.10 actually 

corresponds to the experimental implementation of the motor-dynamometer system. 
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r----------------------~-----------------------------I 
Te(z) I 

ro(Z) 
I 
I _~~~y~~~~~~~g!~ ______________________________________ J T. 

Figure 3.10 Sampled-data closed loop speed control 

of the emulated load 

The controller Gc(z) shown in Fig.3.10 is the speed controller of the emulated load. In other 

words, it is the controller under evaluation and robust, adaptive, linear or non-linear control 

methods will be implemented in this controller for the experimental investigation and 

validation. However, the main objective of this chapter is to develop a dynamometer control 

strategy, not the experimental investigation of the control methods. Therefore, Gc(z) is chosen 

as a simple PI controller for the test of the developed dynamometer control strategy. In Chapter 

5, a new robust speed controller design procedure will be described and it will be implemented 

in the controller Gc(z) to evaluate its robustness against some linear and non-linear loads which 

are provided by the dynamometer described in this chapter. 

If the speed tracking loop controller Gt(z) is chosen as a PI given by 

then, Gcomp(z) (the delayed inverse of the speed tracking closed loop transfer function) given by 

(3.16) can be expressed as 

(3.19) 

where the coefficients are given in Table 3.1. 

35 



Chapter 3 Emulation of Mechanical Load Models 

Table 3.1 The coefficients in the Equation (3.19) 

JP bo =0 
ao=---A, 

Kl's 

a
l
=_(J(P+l) 1) 

bl =-A, 

K,T. 

J b2 = 1 
a2=--

K,T. 

In Table 3.1, P = e-(T,BIJ) == 1- (BT.l J), Ts is "the sampling time, J and B are the total inertia 

and friction of the drive and load machines including coupling. 

Gern(z) is the discretized emulated load dynamics and can be any linear or non-linear relation 

between ro and Te (non-linear relations will be illustrated in Section 3.6). As stated before, in 

order to cancel the delay term in Gcomp(z), Gern(z) should contain a unit advance term. If the . 

emulated load is Gem(s) = 11 (Jems + Bern) then 

(3.20) 

where Cern and Pern are constants. In fact (3.20) is the discretization of Gern(s) using pole-zero 

matching [51] in which the zero at infinity (s plane) is mapped onto z = O. This zero will cancel 

the Gcomp(z) delay pole to yield the system in Fig.3.11 which is equivalent to the system shown 

in Fig.3.lD. 

oo(z) 

Figure 3.11 Reduced closed loop speed control system 

Fig.3.11 actually shows the ideal system that we want to implement in the experimental rig. 

Thus, the _system shown in Fig.3.11 will be simulated and the experimental results will be 

compared with the simulation results for the validation of the emulation strategy. The 
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simulation assumes that the vector controlled motor provides ideal torque control, and this is 

simplified to a unity gain within the simulation. 

3.5 Experimental Validation of the Emulation Strategy 

The experimental implementation of the emulation strategy on the vector controlled induction 

motor-dynamometer set is shown in Fig.3.12. The vector control is based on the IRFO which is 

briefly described in Appendix-A. PI speed controller-1 and controller-2 correspond to Gc(z) and 

Gt(z) respectively. KT is the torque constant (e.g., Te = KT·isq\*) and the q-axis current demand 

of the load machine (isq2*) corresponds to the load machine electrical torque de~and Te (i.e., Te 

= KT·isq2*). The load to be emulated is implemented in the block Gem of Fig.3.12 and the 

compensation block Gcomp is given by (3.19). Note that Gem may be a set of linear or non-linear 

difference equations. The design of the speed and current controllers shown in Fig.3.12 are 

discussed in the following subsection. 

3.5.1 Design of the Controllers 

The PI current controllers (d and q axis) of both machines are designed to yield a bandwidth of 

about 200Hz and kept constant. An attempt at a faster response results in undesirable closed 

loop response due to the ringing pole [71]. This limits the emulated mechanical dynamics to 

frequencies up to ::::50Hz. Note that high frequency vibrational modes (including backlash at 

modest to high speeds) will always remain beyond dynamometer emulation. Current loop 

delays can be included in the speed tracking loop in series with Gt(z) and thus will appear in 

Gcomp(z). They are difficult to model accurately due to converter delays (although a model fit 

can be obtained from frequency response tests). However, if the frequencies of emulated 

mechanical dynamics are kept within reasonable limits mentioned above, the neglect of the 

current loops has little effect on the quality of emulation as shown in Section 3.5.2 and 3.6. 

The'pI speed controller-2 (the speed tracking loop controller) is designed to give a closed loop 

natural frequency for the speed tnlcking of 20rad/s and it is kept constant for all of the emulated 

loads in the the~is. The modest response of this loop I is of no concern since the closed loop 

dynamics are compensated for by Gcomp(z) as explained. However, it is vital that PI speed 

controller-2 does not saturate otherwise the compensation will not be valid. 
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Figure 3.12 Experimental system 
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As mentioned in Section 3.4, Gc(z) (corresponds to PI speed controller":1 of Fig.3.I2) is the 

controller under evaluation. However, the main objective of this chapter is to validate the 

proposed emulation strategy, not to evaluate the controller. Hence, it is chosen as a PI 

controller and designed to give a closed loop natural frequency (Olo) of 70rad/s and a da111pi~g 

ratio (~) of 0.7 for Jern = J, Bern = B (J = 0.0035kgm2 and B = 0.0007Nrrts are the nominal inertia 

and friction of the rig, see Table 2.1). 

3.5.2 Emulation of Linear Loads 

In this section, the experimental results will be shown for the emulation of the linear load 

Gem(s) = 1/ (Jems + Bern) in a closed loop control system. The results will be compared with the 

simulation (using the SIMULINK / MATLAB package) of the closed loop system shown in 

Fig.3.II. In practice, the torque demand of the drive machine (iSql*) should be limited to protect 

the inverter. Therefore, an anti-wind-up mechanism [1] is included in the PI speed controller-I. 

The anti-wind-up mechanism is also implemented in the controller of the simulation in order 

that an equivalence with the experimental system is obtained. 

The experimental closed loop speed responses for three different loads of Jern = J, Jern = 4J, Jern = 
IOJ (Bern is kept constant and equal to B) and the corresponding simulation responses are shown in 

Fig.3.13a. Gc(z) is the same in all three cases. The reference input is a step demand (lOOrad/s). 

Also shown is the experimental torque measure k-isdl·isql (where k is a constant equal to KT/isdl* 

and isqI. isdl are the measured stator currents of the drive machine) in. comparison with the 

simulated Te of Fig.3.ll. Fig.3.l3b shows the shaded area of Fig.3.I3a in order to have a better 

view of the experimental and simulated speed responses. The experimental and simulated 

responses for Jern = 0.5J and Jern = J (Bern = B) are illustrated in Fig.3.l3c. In order to avoid 

excessive overshoot and the effects of the fast current control loop poles in the experimental 

system, the gain of the speed controller Gc(z) is halved for the case of Jern = 0.5J (note that the 

plant gain is doubled when Jern is set to 0.5J). 
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Speed (radls) 

108 

106 

104 

102 

100 

98 

96 

94 

Simulations 

92 L..l.---,,"--I---'---:"---i--'-:---'--:-,:,"""---:",":-, 
0.2 0.4 0.6 0.8 1.2 1.4 

Time(s) 

(a) 

Speed (radls) 

100 

80 

60 

40 

20 

o 

0.05 0.1 
Time(s) 

(c) 

Figure 3.13 
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(a) The experimental and simulated speed and electrical torque responses 

for Jern = J, Jern = 4J, Jern = toJ (Bern is kept constant and equal to B) 

(b) Shaded area of Fig.3.13a 

(c) Responses for Jern = 0.5J and Jern = J 

The comparison is felt to be very good and shows that the load dynamics are preserved in the 

emulation. The small differences between the experimental and simulated responses are thought to 

be due to the current control loops that are ignored in the simulation model. As mentioned before, 

it is difficult to model the exact current control dynamics for the closed loop. An approximate - . 
model could be included, however because of the good agreement between the experimental 

and simulated responses of Fig.3.13, it is felt that including the current loop delays in the 

simulation is unnecessary; 
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Fig.3.14a and b shows the experimental and simulated speed and electrical torque responses to an 

emulated load disturbance Text (50% of the rated torque) added before Gem in Fig.3.12 (Jem = 21, 

Bern = lOB). Emulation of external torque disturbances present no problem. 

Speed Eloc.Torque (Nm) Speed (radls) 

100 106 

See Fig.3.14b (zoomed) 
104 

80 

torque 102 

60 6 
100 

40 4 
98 

20 2 96 
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o~ __ ~~ __ ~ ____ ~ ____ ~ __ -Wo 
0.4 0.6 0.8 

94 

Time(s) 

(a) 

Figure 3.14 

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
Time(s) 

(b) 

(a) The experimental and simulated speed and electrical torque responses 

for a step external load torque (50% of the rated torque) 

(b) Shaded area of Fig.3.14a 
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3.6 Emulation of Non-linear Loads 

In this section, experimental results will be shown for the emulation of some non-linear load 
. . , . 

models in comparison with the corresponding simulation results. For the non-linear loads, 

Gem(z) becomes a set of non-linear difference equation with Te as the input and co as the output. 

3.6.1 Aerodynamic Friction 

~'v69P· 
The fans introduce a non-linear aerodynamic friction which can be included in the torque-speed 

equation as 

(3.21) 

where Ba is the aerodynamic friction (or windage) coefficient in Nms2. Equation (3.21) can be 

rewritten in the form of 

ill = 7; BemOJ + sgn(OJ)BaOJ2 

'em 'em 
(3.22) 

where sgn(co) function is required to incorporate the direction of the speed; if co becomes 

negative, Baco2 term will lose the sign and this term will cause a wrong effect. A discretization 

method is needed to implement (3.22) On a ~. One of the simplest methods is the backward 

difference method (Euler method) which can be expressed as 

x = f(x,t) (3.23) 

Thus, (3.22) can be discretized as 

OJ(k) - OJ(k -1) _ 7;(k) BemOJ(k -1) + sgn(OJ(k -1))BaOJ2(k -1) 

T, - 'em - 'em' 
(3.24) 

and ro(k) can be derived as 
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(3.25) 

Note that in (3.25), instead of Te(k-l), Te(k) is used to introduce a unit advance term in order to 

cancel the delay term in Gcornp(z). In the experimental system, (3.25) is implemented in the Gem 

block of Fig.3.12. In the simulated system, the original non-linear differential equation (3.22) is 

implemented in the Gem block of Fig.3.11. 

Fig.3.15a shows the experimental and simulated closed loop speed and electrical torque 

responses of the non-linear load model given by (3.21). The reference input is a step (100 rad/s) 

function. The figure shows the responses for Ba = 0 (corresponding to a linear load with Jem and 

Bern only) and Ba = 3.33*10-4 (chosen so that the steady state value of the driving machine 

electrical torque, Te, becomes 75% of the rated torque) in order to illustrate the effect of the 

aerodynamic friction. The emulated inertia and friction are chosen as Jem = 2J, Bern = B. Note 

that the PI speed controller-l of Fig.3.12 (and Gc(z) of Fig.3.11) is the same controller designed 

in Section 3.5.1 and kept constant for both values of Ba. Fig.3.l5b shows the shaded area of 

Fig.3.l5a to give a clearer view. 

Speed (rad/s) Elec. Torque (Nm) Speed (rad/s) 

100 

See Fig.3.15b (zoomed) 104 

80 

102 

60 6 
100 

40 4 
98 

Exp. speeds 

96 
B,=O 

0 
94 

0.1 0.2 0.3 0.4 0.5 0.15 0.3 0.35 0.4 0.45 0.5 
Time(s) Time(s) 

(a) (b) 

Figure 3.15 

(a) The experimental and simulated speed and electrical torque responses 
" 

of the aerodynamic frictional load 

(b) Shaded area of Fig.3.l5a 
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3.6.2 Speed Dependent Inertial Load 

As a further simplistic test of the performance of the load emulation, an extra inertial non­

linearity is introduced in the torque speed equation as 

(3.26) 

where 

(3.27) 

so that the effective inertia is a function of the speed. Note that such a speed-dependent inertia 

may not be mechanically realistic. The inertial function is included here for assessment 

purposes; a realistic mechanical system involving a speed-dependent inertia is considered in 

Section 3.6.5. Equation (3.26) can be rewritten in the form of 

(3.28) 

which is discretized using the backward difference method (as shown in Section 3.6.1) to use in 

the experimental implementation. In the simulated system shown in Fig.3.11, (3.28) is directly 

implemented in the Gem block. 

Fig.3 .16a shows the experimental and simulated closed loop speed and electrical torque 

responses of the non-linear load model represented by (3.26). The reference speed is a step (100 

radls) demand. In order to illustrate the effect of Kj , the speed and electrical torque responses 

are shown for Kj = 0 and Kj = 2*10-6 (chosen so that the total effective inertia, Jem + Kjco2
, 

becomes approximately 8J when the speed reaches the steady state value of 100 radls). The 

emulated inertia, friction and the speed controller (Gc(z) and The PI speed controller-I) are the 

same with the ones used in Section 3.6.1. Note tharthe speed controller is kept constant for 

both values of Kj ., Fig.3.16b shows the shaded area of Fig.3.16a to have a better view of the 

experimental and simulated speeds. 
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Figure 3.16 

(a) The experimental and simulated speed and electrical torque responses 

of the speed dependent inertial load 

(b) Shaded area of Fig.3.16a 

3.6.3 Speed Dependent Inertial and Frictional Load 

The third non-linear load characteristic to be emulated is 

T" = (Jern + J p sin aro) dro + (Bern + Bp cos {3ro)ro 
dt 

(3.29) 

where Jp, Bp, a and ~ are constants. Note that the non-linearity introduced in (3.29) is for the 

assessment of the emulation strategy, they may not be mechanically realistic. For the simulated 

system shown in Fig.3.11, (3.29) is directly implemented in the Gem block and it is discretized 

using the backward differences for the experimental implementation. Fig.3.17a shows the 

closed loop experimental and simulated speed and electrical torque responses of the non-linear 

load given by (3.29). The reference speed is 100 radls and the parameters are Jem = 4J, Bern = 

lOB, Jp = 3J, Bp = 5B, a = ~ = 0.15. Fig.3.17b is the shaded area of Fig.3.17a. The PI speed 

controller-l of the experimental system (and Gc(z) of the simulated system) is the same 

controller designed in Section 3.5.1 
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(a) The experimental and simulated speed and electrical torque responses 

of the speed dependent inertial and frictional load 

(b) Shaded area of Fig.3.l7a 

~6.4 Inertial and Frictional Load with Stiction 

Stiction is a well known problem in the motion control systems. Mathematically, it is difficult 

to model an exact physical stiction because the stiction torque-speed characteristic tends 

towards a delta function at zero speed. However, an approximate model can be implemented for 

stiction emulation. Fig.3.18 shows a possible model function for combined viscous friction and 

stiction. 

-;~----~------~----------------~ro o 

Figure 3.18 Torque-speed characteristic of an approximate stiction model 
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The graph is given only for positive speed; it is completely symmetrical for the negative speed 

with respect to the origin. The torque-speed equation can be written as 

(3.30) . 

where 

(3.31) 
otherwise 

which physically means that when the motor shaft starts to move, an extra torque (stiction 

torque) becomes active until the shaft speed reaches a certain value (oost). In other words, if the 

shaft speed is less than 00s" there is a stiction torque additional to the friction torque. OOst should 

be as small as possible to obtain a good stiction model. In the experimental implementation, the 

minimum value of OOst is determined by the resolution of the shaft encoder which is 2.4rpm 

(0.2Srad/s). Equation (3.30) can be discretized using backward differences to the difference 

equation: 

{

(1- BemT. )OJ(k - 1) + 1',. 7;(k) - T.tT. sin( ~ OJ(k - 1» 
OJ(k) = Jem Jem Jem OJst 

(1- BemT. )OJ(k -1) + T. 7;(k) 
Jem Jem 

(3.32) 

The digital implementation will impose further restriction on Tst and OOst. Numerical instability 

can occur for large slopes of Tfs-oo characteristic. The stability analysis of the stiction model is 

given below. 

Stability analysis of the stiction model 

In order to determine the stability limit, we should consider the maximum friction which occurs 

at the maximum slope of T fs( (0) at 00 = 0 as seen in Fig.3 .19. 
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slope at 0) = 0 

~~----~----~~--------------~O) o 

Figure 3.19 The maximum slope which occurs at ro = 0 

The maximum slope of T fs( ro) at ro = 0 is 

dT,iOJ) I = B + ;a;t 
d ern 

OJ ro = 0 OJ.t 
(3.33) 

Thus we set Tfs(ro) as (Bern + ;a;t )OJ to consider the worst case in terms of stability. For the 
OJ.t . 

stiction region IcoI::; OJ.t ' (3.32) is rewritten according to this consideration: 

OJ(k) = (1- A)OJ(k -1) + 1'. T,,(k) 
Jern 

(3.34) 

where 

(3.35) 

Thus, the discrete domain transfer function becomes 

~ 

OJ(z) = (1'. I Jern)z 

T,,(z) z - (1- A) 
(3.36) 

Fig.3.20 sho,ws the open loop pole locations z = (I-A) for the increasing value of A. 
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1m 

A increasing 

A=O A=2 
----~--~--~--~--~--~--~----Re 

-I 

Figure 3.20 The open loop pole locations according to the value of A 

From Fig.3.20, it can be seen that if A> 2, the open loop pole (I-A) will be outside the unit 

circle and system will be unstable. Therefore, the system is locally unstable in the stiction 

region when 

(3.37) 

The ratio of Ts/cost is thus limited; COst can not be very low if Tst is chosen high (assuming Ts, Jem 

and Bern are kept constant). 

The open loop emulation of the stiction model 

For the initial investigation, no outer speed controller (PI speed controller-I) is placed around 

the load. The closed loop speed control of this load model will be considered later in this 

section. 

The stiction problem generally appears at or near zero speed. In order to see the stiction effects, 

the driving torque profile is chosen as indicated in Fig.3.21, where Te = 0 for t > 2Tp• 

49 



Chapter 3 Emulation of Mechanical Load Models 

-Temax .••••••.•••.•••••••••.••.. 

Figure 3.21 Applied electrical driving torque profile 

The block diagram of the open loop experimental implementation is shown in Fig.3.22. Note 

that the comparison system (simulation model) is directly implemented using (3.30) and (3.31) 

in1f8ULIN~ 

Stiction Model 
Equation (3.32) ro(z) 

Figure 3.22 The block diagram of the experimental implementation of the stiction model 

In order to see the stiction effect, all the parameters are kept constant except Tst which is 

increased gradually to monitor the increasing stiction effect upon the shaft speed. The 

parameters kept constant are given in Table 3.2. 

Table 3.2 Parameters for the, open loop stiction emulation 

Jern = 0.007kgmZ (2J) Tp = 0.5s co.t = 1 rad! S 

Bern = 0.01Nms (l4.3B) Temax= INm' Ts = 2.5ms 

Note that COst is set to 4 times the resolution of the speed encoder. If co.t is set to less than 2 

times the re~olution, the response is dominated by the resolution effects. The emulated friction 

is especially set to a large value (14.3B) to restrict the speed since the emulation is open loop. 
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Figure 3.23 Experimental and simulated speed and electrical torque 

responses for Ts, = 0.7Nm 

Fig.3.23, .3.24 and 3.25 shows the experimental and simulated open loop speed and electrical 

torque responses for Ts' = 0.7, 0.9375 and 0.95 respectively and all the experimental speed 

responses are given on the same scale in Fig.3.26. 

In Fig.3.25, due to the high stiction torque, the speed can not reach O)SI with this applied torque 

Te. Thus, it does not get rid of the stiction effect. Although the speed is around the speed 

resolution (2.4 rpm), the experimental speed is still tracking the simulation result as seen in 

Fig.3.25. 

In region "a" of Fig.3.26, the shaft initially speeds up slowly because Te must exceed the 

stiction torque. This region of slow acceleration gets larger with increasing Ts,. When the speed 

becomes higher than O)SI, the effect of the stiction disappears and the shaft speeds up more 

quickly. But this is not valid for the response of Ts' = 0.95 because the speed never reaches IDsI 

due to the high stiction torque, so that the speed stays around zero for the all regions. The 

applied torque Te reverses as shown in Fig.3.21. Ther~fore, for Ts' = 0.7 and 0.9375, the speeds 

reach a maximum value and then start to decrease. 
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Figure 3.24 Experimental and simulated speed and electrical torque 

responses for Tst = 0.9375 Nm 
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Figure 3.25 Experimental and simulated speed and electrical torque 

responses for Tst = 0.95 Nm 
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Figure 3.26 Experimental speed responses for Tst = 0.7, 0.9375 and 0.95 Nm 

In region "b" of Fig.3.26, when the speed falls below COsh stiction becomes effective again. For 

Tst = 0.7 and 0.9375, the system enters this zone qcoj::;; OJ",) with a negative acceleration. The 

stiction seems not to affect the speed response for Tst = 0.7 due to the high acceleration. The 

acceleration for Tst = 0.9375 is not high enough to prevent stiction effect becoming apparent; 

the speed deceleration is very slow because of the high stiction torque. Te becomes zero for t > 

ls. After the speeds reach their negative maximum value, they start to fall freely towards zero. 

In region "c" of Fig.3.26, the speeds enter the stiction zone qcoj::;; OJs,) again. Since this time Te 

= 0, the stiction torque quickly stops the shaft's movement. 

Finally, Fig.3.27 shows the effect of local instability when the stiction parameters are set to COst = 

0.5rad/s, Tst = 2Nm, Temax = 1.3Nm so violating the stability condition of (3.37) since A = 4.4915. 

The local instability is clearly seen as the speed attempts to settle about zero. In practice, the local 

instability appears as shaft vibrations. 
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Figure 3.27 Experimental and simulated speed responses for local instability case 

The stiction emulation in a closed loop system 

As discussed in Section 3.1, it is important that the emulation should preserve the model 

mechanical dynamics when the emulated load is a part of a closed loop control system. Thus, 

the load model (3.32) is implemented in the Gem block of the experimental closed loop speed 

control system shown in Fig.3.12. Similarly, for the comparison system, (3.30) and (3.31) are 

implemented in the load block of the simulated system shown in Fig.3.1l. In order to see the 

effect of the stiction clearly, a triangular reference speed (peak-to-peak ±50rpm) is applied. 

Fig.3.28a and 3.28c show the speed and the electrical torque responses of the experimental and 

simulated systems for the parameters Jem = 2J, Bern = B, COst = 0.7rad/s and Tst = 0.7Nm. In the 

stiction region (1m!::;; ~'t) , the stiction torque prevents the output speed to follow the reference 

speed and thus results in a speed error. The error is integrated by the PI speed controller. When 

the speed reaches the boundary of the stiction region (note that the stiction region is very 

narrow, just 2.5 times of the encoder resolution), the stiction torque suddenly disappears and Te 

becorYles much higher than a required value due to the integrated error during the time in the 

stiction region. This results in a sudden change on the output speed as seen in Fig.3.28. Again, 

very good agreement between simulated and experimental responses is achieved. 
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Figure 3.28 The closed loop experimental and simulated responses of the load with stiction 

for an triangular speed refere·nce (peak-to-peak ±50rpm) 

(a) The speed responses (b) Shaded area of Fig.3.28a 

(c) The electrical torque responses 

3.6.5 Watt Governor ~;t ~ ~> tD 
TR 1( ~ ~ ID . lt~ 

The Watt governor is a good example of a non-linear device having an effective inertia (and 

friction) variation during motion. The physical structure of the governor is shown in Fig.3.29. It 

consists of two pendulums fixed at 0; when the shaft rotates, the balls fly outwards due to the 

centrifugal force. The original governor contains further mechanics for the regulation of the 

shaft speed (e.g. the balls are connected by a link to a sleeve sliding parallel on the shaft). The 

extra linkages are of little or no interest if the aim is only to emulate a realistic variable inertial 

load_ 
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o 

Figure 3.29 The physical structure of a Watt governor 

The moment about the fixed point ° of all the forces acting on the mass m is equal to the time 

rate of change of angular momentum of the mass about ° [53] : 

. . 
L M () = H 0 = e x me OJ(} (3.38) 

• 
where L M 0 is the total moment about 0, H () is the time rate of change of angular momentum 

• 
of the mass m about 0, e is the position vector and OJ(} is the time rate of change of the 

angular velocity of m about 0. Equation (3.38) can be written for the system shown in Fig.3.29 

as: 

2 2 2 .. me OJ sin e cose - mge sin e = me e (3.39) 

The angular momentum about the motor shaft axis can be written as [53] : 

(3.40) 

and the total moment or torque becomes 
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L Moment ~ 1'. - B .. @ ~ ~ + J,.w (3.41) 

where Jern and Bern are shaft inertia and friction as before. Thus we have 

(3.42) 

and 
. 2' . 

Be! = Bern + 2mfl. 0 sm(20) 

In order to include some damping, friction against motion in e can be introduced at the junction 

O. Equation (3.39) becomes 

1 2 2 • 2 .. 
-mfl. OJ sin 20 - mgfl. sin 0 - BoO = mfl. 0 
2 

where Bo is the viscous friction constant at the junction O. 

(3.43) 

Defining the states as ! = [OJ,ii,of , the state equations can be derived from (3.42) and (3.43) as 

. Bo 1 2 • (2 ) g. ( ) x2 = ---2 X2 +-X1 sm X3 --sm X3 
mfl. 2 fl. 

(3.44) 

Using the backward discretization, the difference equations become 

(3.45) 
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Note that due to non-zero radius of the balls, an initial and minimum a value (ainil) should be 

introduced to obtain a more realistic model. The equations (3.44) and (3.45) are thus 

supplemented with the condition 

The open loop emulation of the Watt governor 

No outer speed controller (PI speed controller-I) is placed around the load for the initial 

investigation. The closed loop speed control of this load model will be considered later. 

The block diagram of the experimental implementation is shown in Fig.3.30. Note that the 

simulated system is directly implemented using the state equations (3.44) in SIMULINK. 

Te(z) 

The Watt Governor 
Model 

Equation (3.45) 
ro(Z) 

Figure 3.30 The block diagram of the experimental implementation 

of the Watt governor model (the open loop emulation) 

Fig.3.3Ia and b show the experimental speed and electrical torque responses in comparison with 

SIMULINK simulation when the system is driven by a INm step torque input (the parameters are 

m = O.1kg, f = 0.15m, Bo = O.INms, Jern = 0.007kgm2 (2J), Bern = O.OlNms (14.3B». A glitch 

occurs at about 0.5s; this is due to the sudden increase in a caused by the centrifugal force lifting 

the balls. As the balls fly outwards, the effective friction, Bef, rapidly increases and slows down 

the increase in shaft speed. Again, excellent agrctement between the simulated and the 

experimental responses is achieved. Fig.3.31c shows the variations of the angle a, Jef and Bef 

during the shaft acceleration. These values are of course taken from the governor model 

implementation of the emulated load block, Gern(z), of Fig.3.30 since they do not exist as real 

mechanical parameters/variables in the experimental rig. 
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(a) Experimental and simulated speed and electrical torque responses to a step torque demand 

(b) Expanded time of Fig.3.31a 

(c) The variations of e, Jef and Bef 

The steady state value of e can be calculated from (3.43) as 

e - -I( g ) ss - cos --2-
f. ross 

(3.46) 

where COss is the steady state value roo Similarly, COss can be derived from (3.42) as 

59 



Chapter 3 Emulation of Mechanical Load Models 

T OJ =_e_ 
ss B 

em 

(3.47) 

If the parameters used in the emulation are substituted in (3.46) and (3.47) then COss and ess 

become lOOrad/s (955rpm) and 89.63° respectively. These calculated values validate the results 

shown in Fig.3.31. 

The emulation of the Watt governor in a closed loop speed control system 

The emulation of the Watt governor is placed in the experimental closed loop speed control 

system. Fig.3.32 and 3.33 show the experimental and simulated speed and electrical torque 

responses to a step reference input (300rpm) for m = O.lkg and m = O.3kg respectively. The 

other parameters are kept constant for both cases (f = 0.15m, Bo = O.07Nms, Jern = 2J, Bern = B). 

The PI speed controller-l designed in Section 3.5.1 is also kept constant for both values of m. 

Fig.3.34 illustrates the variation of the angle e (see Fig.3.29), the effective inertia Jef and the 

effective viscous friction Bef during the motion for both values of m. These values are taken from 

the governor model implementation of the emulated load block of Fig.3.12 (i.e., they are the 

calculated variables in the experimental software). Note that these variables do not exist as real 

mechanical variables in the experimental rig. 

Fig.3.32 and 3.33 shows that increasing the mass m extensively affect the speed and electrical 

torque responses. This is because, when m = O.3kg, the effective inertia and friction increases 

more comparing to the case of m = O.lkg as clearly seen in Fig.3.34. 
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Figure 3.32 Experimental and simulated speed and electrical torque responses for m = O.lkg 
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Figure 3.33 Experimental and simulated speed and, electrical torque responses for m = O.3kg 
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3.7 Conclusions 

In this chapter, a new dynamometer control strategy has been developed for the emulation of both 

linear and non-linear mechanical load dynamics such that these dynamics (or pole-zero structure 

for a linear load) are preserved during the emulation. The emulation can thus be used for the 

testing of motor drive control strategies. The emulation strategy is based on a speed tracking 

control with implicit feed-forward of the inverse dynamics and compepsation for closed loop 

tracking control dynamics. The inverse dynamics do not need to be implemented in practice; no 

derivative computations are necessary and the scheme does not suffer from noise. 
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Experimental validation is based on the principle of output speed equivalence to a given input 

drive torque. Experimental results on a vector-controlled induction motor-dynamometer rig have 

shown excellent equivalence with simulation. The equivalence achieved when the emulated 

dynamics are placed in a closed speed control loop are impressive and indicate that the 

mechanical dynamics are preserved for frequencies within the control loop bandwidth. 

The validation has not been done on a real mechanical rig. However, it is noted that any electronic 

emulation can only be an emulation of a load model. If the emulation is validated against the 

model (as this chapter has shown), then it follows that using a real load would serve only to 

validate the model and not the emulation. 

The emulation requires the drive motor torque reference signal. This is not a restriction given the 

aim of this work to provide a test-bed for motor drive control strategies. If a torque reference 

signal is not available, it is recommended, where possible, that the motor drive voltages and 

currents be measured and fed to an electrical torque observer based on the model equations of the 

drive machine. It is felt that errors in the estimated torque would be less problematic than the 

discretization and noise effects arising from the inverse dynamics. 

In Chapter 5, the emulations will be used to provide linear, non-linear and time varying loads 

for the experimental validation of a new robust control method developed using sliding mode 

and fuzzy control methods. 
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Chapter 4 

Equivalence of Fuzzy and Classical Controllers : 

An Approach to Fuzzy Control Design 

4.1 Introduction 

Fuzzy theory was first introduced by Zadeh in 1965 [29]. During the last two decades, Fuzzy 

Logic Control (FLC) has emerged as one of the most attractive and fruitful areas for research in 

the application of the fuzzy theory to the real engineering problems. FLC is actually a practical 

alternative to the conventional control methods for a variety of control applications since it 

provides a convenient method for implementing linear and non-linear controllers via the use of 

both heuristic and mathematical information. 

Fuzzy logic has found wide applications in the control of electrical drive systems. However, the 

classical linear controllers (e.g., PI, PO, PI+lead, etc.,) are still the most widely used controllers 

in the practical applications due to their simplicity of design and microprocessor 

implementations. This chapter addresses the fact that any linear controller can be exactly 

represented by a Fuzzy Controller (FC) for a given input universe of discourse. It may be 

thought that there is no point in implementing a linear control law by a FC; however, it should 

not be viewed as a goal itself but as a preliminary step in designing FCs for systems with 

known non-linearity (deterministic non-linear systems). It seems more reasonable to implement 

the desired non-linear global behaviour by piecewise linear approximation. In addition, 

although there are many successful fuzzy speed and position control applications, usually these - . 
controllers are designed by trial and error methods [17,30]. In most cases, no formal approach 

is used to chose the number and shape of the membership functions. The derivation of the fuzzy 

equivalence of a linear controller actually generates an automatic design procedure for the FCs. 

Finally, ffom another aspect, the equivalence principle may also help to obtain a fair 
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comparison between fuzzy and linear controllers: there are many research papers presenting 

such performance comparisons between fuzzy and linear controllers [17,31-34]. Some of these 

papers result in a doubt about the fairness of the comparisons. It is reasonable to assume that in 

order to have a fair comparison, the controllers under evaluation should give exactly or very 

similar closed loop output responses to the same input references for the nominal conditions 

[31]. Hence, when the parameters of the plant are changed or an external disturbance is applied, 

one can easily see which method gives the more robust control performance. Using the 

equivalence principle, the FC under evaluation may be designed to satisfy this comparison 

criteria. 

Section 4.2 gives a brief overview of the FLC theory. The fuzzy equivalence of a second order 

linear controller is discussed in Section 4.3. The fuzzy equivalence of a general linear controller 

is derived in Section 4.4. For a class of non-linear deterministic systems, a FC design is 

explained in Section 4.5 and finally the control of the non-deterministic systems is discussed in 

Section 4.6. 

4.2 Fuzzy Logic Control: A Brief Overview 

In the design of control systems, as a general principle, all the available information should be 

able to be used efficiently. In most practical systems, there are mainly three types of 

information: an approximate mathematical model of the system, sensory measurements and the 

experience of the human experts. Fuzzy logic basically provides a convenient transform 

technique to combine all this information in a common framework for implementing linear and 

non-linear controllers. 

In this section, the fuzzy logic and fuzzy set operations are briefly summarised and the basic 

structure of FC is given with details of its main components. 

4.2.1 Fuzzy Logic and Fuzzy Set Operations 

In Boolean logic. based set theory, a particular object is either a member of a given set (logic 

'1 ') or not a member of the given set (logic '0'). These kind of sets are called crisp sets. 

However, -in fuzzy set theory based on fuzzy logic, a particular object has a degree of 
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membership in a given set. This membership degree may take a value in the interval [0,1]. In 

other words, a particular object may partially be a member of a set. This property allows fuzzy 

logic to transform the human knowledge base into a mathematical expression more efficiently 

since it is more close to the human thinking compared to the TRUE-FALSE logic. For example, 

Fig.4.1 shows the crisp and fuzzy sets for the speed of an electrical motor. The speed is defined 

by the crisp and fuzzy sets characterised by the membership functions named LOW, MEDIUM 

and HIGH. 

Il (00) Il (00) 

LOW MEDIUM HIGH MEDIUM HIGH 

-1------'-------'----+ 00 (radls) 
o 

-l'------.,;~---~__+ 00 (radls) 
o 40 

(a) 

120 80 

Figure 4.1 Membership functions of 

(a) Crisp sets 

(b) Fuzzy sets 

160 

(b) 

As seen in Fig.4.1, for example, a speed value 35 radls completely belongs to the set LOW in 

crisp sets. However, in fuzzy sets, it belongs to the sets LOW and MEDIUM by 56.25% (degree 

of membership = 0.5625) and 43.75% (degree of membership = 0.4375) respectively. The 

membership functions shown in Fig.4.1b are called triangular shaped membership functions. 

Trapezoidal shaped and bell-shaped (Gaussian) membership functions are also widely used in 

literature [37,40,54,55]. 

In fuzzy set terminology, all the possible values of a variable are called the universe of 

discourse, and the fuzzy sets characterised by membership functions cover the whole universe 

of discourse. In other words, a universe of discourse for an input or output of a fuzzy system is 

simply the range of values the input and output can take on. For example, in Fig.4.1b, while the 

vertical axis represents certainty: the horizontal axis is the universe of discourse for the speed 

ro(t) since it provides the range of values of the speed. 
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Fuzzy Set Operations: 

Assume that A and B are two fuzzy sets with the universe of discourse X and they are . 

characterised by the membership functions J!A(X) and J!B(X) respectively, where x E X. The 

basic set operations for fuzzy sets are defined via the membership functions as follows : 

Union: The membership function J!AuB(X) of the union AuB is defined for all x E X by 

(4.1) 

Intersection: The membership function J!ArlB(X) of the intersection AnB is defined for all x E 

Xby 

(4.2) 

Complement: The membership function J!A.(X) of the complement of a fuzzy set A is defined 

for all x E X by 

(4.3) 

The fuzzy set operations union, intersection and complement correspond to Boolean OR, AND 

and NOT operators respectively. The other commonly used union and intersection operations 

are defined as follows: 

(4.4) 

(4.5) 

The details of fuzzy set theory is beyond the scope of this study and can be found in [37,40]. 
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4.2.2 Basic Structure of a Fuzzy Controller 

A Fuzzy Controller (FC) basically consists of four main components as shown in FigA.2. These 

are the fuzzifier, the rule-base, the inference mechanism (also called the inference engine) and 

the defuzzifier. 

Inputs FUZZIFIER DEFUZZIFIER Outputs 

! .. ~~.~!:¥. ~.?~~~~~~~ ................................................................. . 

Figure 4.2 Basic structure of a fuzzy controller 

In this section, these components are explained in details. The design of the FCs will be 

considered in Sections 4.3 - 4.5. 

FUZZ/FIER: 

The fuzzifier converts the crisp values of input variables into information which can be easily 

used in the inference mechanism. After the fuzzification process, each input value is 

represented by a membership degree for each fuzzy set defined for the corresponding input 

variable. For example, assume that the controller inputs are error e(k) and change-in-error 

oe(k), where oe(k) = e(k) - e(k-l). FigA.3 shows the fuzzy sets characterised by the membership 

functions for these inputs. It also shows the fuzzification of the input values e(k) = 30 rad/s and 

Oe(k) = -15 rad/s. In Table 4.1, the fuzzification results (i.e. the membership degrees of the 

input values e(k) = 30 and Be(k) = -15) are presented for the fuzzy sets which are named NL, 

NS, ZE, PS and PL where the letters P, N, L, Sand ZE refer to Positive, Negative, Large, Small 

and Zero respectively. The membership degrees shown in Table 4.1 are used in the inference 

mec~anism together with the rule-base to obtain a re~ultant output fuzzy set. 

The fuzzification method explained above is known as singleton fuzzification which is the most 

widely used fuzzification method in the control applications [40,57]. There are also other 

fuzzification methods (e.g., Gaussian and triangular fuzzification) which produce a fuzzy set 
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instead of a membership degree, but they are not preferred in control applications since they 

introduce an extra computational complexity in the fuzzificati~n and inference processes. 

Additionally, a very good functional capability can be achieved with the fuzzy systems when 

only singleton fuzzification is used [40,57]. 

NL PL NL NS PL 

---:::-!:::--~--+i:--:~~;;;;---+ e (rad/s) --~-i--:l!:--+----:~~:;;----+ Se (rad/s) 

e= 30 lie = -15 

(a) (b) 

Figure 4.3 Membership functions for the input variables 

(a) error 

(b) change-in-error 

Table 4.1 Fuzzification results for the input values e(k) = 30 and oe(k) = -15 

0.7 ZE 0.5 NS 

0.3 PS 0.5 NL 

o NL,NS,PL o ZE,PS,PL 

RULE-BASE: 

The rule base of a Fe consists of a set of fuzzy IF-THEN rules which are usually obtained from 

the expert's linguistic descriptions. However, the rules can also be derived from a mathematical 

relatIon. This will be discussed in Section 4.3 and 4.4. The rule base is the heart of the Fe since 

all the other components are used to implement these rules in a reasonable and efficient 

manner. Table 4.2 shows a rule-base consisting of 25 rules. The input variables are the error 

and the ch~ge-in-error whose membership functions are given in Fig.4.3. The output of the Fe 
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is u and Fig.4.4 shows its membership functions. A rule from Table 4.2, for example, can be 

written as 

IF (e is ZE AND oe is NS) THEN (u is NS) 

The general form of the linguistic rules shown in Table 4.2 is . 

IF premise THEN consequent 

The premises are associated with the controller inputs and the consequents are associated with 

the controller outputs. Each premise consists of two terms connected with the AND operator for 

this example. Note that the premise may contain more than two terms and they may be 

connected with the other fuzzy set operators such as OR and NOT. The consequent may also be 

composed of the conjunction of several terms if the number of output is more than 1. 

u 

Table 4.2 Rule-base 

oe 

NM NS ZE PS 

e NS ZE PS PM 

NS ZE PS PM PL 

ZE PS PM PL PL 

NL NM NS. PM PL 

+----7-~-~-""""':'--_+-_7_-+-~-_':__. u (Amp/s) 

Figure 4.4 The membership functions for the output variable u 
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INFERENCE MECHANISM: 

In the inference process, the outputs of the fuzzifier (i.e. the membership degrees of the input 

values for each fuzzy set of the corresponding input variable) and the rule-base are used to 

produce an output fuzzy set (or sets) which will be interpreted by the defuzzifier to calculate 

the output of the controller. There are two main approaches to the inference mechanism 

[37,40]. The first is composition based inference and the second is individual-rule based 

inference. In the composition based inference method, all rules in the rule-base are first 

combined into a single fuzzy relation. Then the inference is performed between the fuzzified 

inputs and the fuzzy relation representing the meaning of the overall set of rules. Finally, a 

fuzzy set describing the fuzzy value of the overall control output is obtained. However, in the 

individual-rule based inference method, each rule in the rule-base determines an individual 

output fuzzy set and the overall output of the fuzzy inference mechanism is obtained by 

aggregating the individual output fuzzy sets. Usually, the individual-rule based inference 

method is preferred because it is computationally more efficient and saves a lot of memory 

comparing to the composition based inference method. The individual-rule based inference 

mechanism will be considered in this section. 

In the inference mechanism, there are three main operation types which should be considered : 

the first type is the operations between the terms of the premises of the rules in the rule-base. 

The terms are usually connected by the operators such as AND, OR and NOT. However, in 

most of the control applications, only the AND operator is used to connect the terms in a 

premise [37,40]. Basically, these operators perform the operations between the membership 

degrees of the input values and thus a single result called certainty of the rule is obtained for 

each rule in the rule base. The second type operation is the implication which is the operation 

between the certainty of the rule and the output fuzzy set of the corresponding rule. After the 

implication process, each rule in the rule base results in an implied output fuzzy set. The third 

type operation is the aggregation which combines all the implied output fuzzy sets to obtain a 

resultant output fuzzy set. Some of the defuzzification methods directly use the implied output 

fuzzy sets produced after the implication process. Thus, in this case, the aggregation process 

may~not be required. This will be discussed later in this section under the DEFUZZIFIER title. 

The most widely used operators for the AND, OR, IMPLICATION and AGGREGATION 

operations are as follows [37,40,54,55] : 

71 



Chapter 4 Equivalence of Fuzzy and Classical Controllers: An Approach to Fuzzy Control Design 

AND: min, prod 

OR : max, probor 

IMPLICATION: min, prod 

AGGREGATION: max, sum 

where prod, probor and sum represent the algebraic product, probability or and algebraic 

summation respectively. 

Let us consider the rule-base given by Table 4.2 and the membership functions shown in 

Fig.4.3 and 4.4. Assume that prod, min and max are used for the AND, IMPLICATION and 

AGGREGATION operations respectively. In order to have a convenient notation for the 

formulations, the rules in the rule-base shown in Table 4.2 can be represented as 

IF e is Ei AND Be is OEj THEN u is Uij 

where i and j are the indexes referring to the rows and the columns of the rule-base 

respectively. The fuzzy sets Ej, OEj and Uij correspond to the fuzzy sets determined by the 

indexes i and j (i = 1 to 5 and j = 1 to 5). For example, if i = 2 and j = 3 then ~ == NS, OEj == ZE 

and Uij == NS as seen in Table 4.2. 

The implied output fuzzy set for each rule can be expressed as 

(4.6) 

where 

(4.7) 

which is the certainty of the rule specified by i and j. J1;E(-), /1JE(-) and J1;f (u) are the 

me~bership functions corresponding to the fuzzy sets Ej, OEj and Uij respectively. Note that e* 
~ 

and Be* are the numerical input values and thus J1;E(e*) and /1;E(8e*) are the membership 

degrees of e* and Be· in the fuzzy sets Ei and OEj respectively. 
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Using the aggregation method max, the resultant output fuzzy set can be expressed as 

(4.8) 

Let us again consider the numerical input values e = 30 and ~e = -15 (e* = 30 and &* = -15). 

The fuzzification results for these numerical input values are 

~(30) = 0.7 ; J.l:(30) = OJ and J.l;E(30) = 0 for i = 1,2,5. 

J.lJ8E(-I5)=05 ; J4E(-I5) =05 and J.lfE(-I5) =0 forj=3,4,5. 

If (4.7) is used then the certainty of the rules becomes 

~R = 035 ; ~R = 035 ; J.l~R = 0.15 ; J.lg = 0.15 

J.l;JR =0 if (i,j) * {(3,1); (3,2); (4,1); (4,2)}. 

Thus, the implied output fuzzy sets can be expressed as ~ 

I13t(U) = min{035,~(u)} ; 1132(u) = min{035,~(u)} 

J.l4t(U) = min{0.15,J.lft(u)} ; J.l42(U) = min{0.15,J.l!i(u)} 

J.l;j(u) =0 if (i,j) * {(3,1); (3,2); (4,1); (4,2)}. 

The implied output fuzzy setS and the aggregation of these sets (i.e. the resultant output fuzzy 

set) are shown in FigA.5. Note that the resultant output fuzzy set shown in FigA.5b is obtained 

using (4.8) as 

since J.l;j(u) = 0 for (i,j) * {(3, 1) ; (3,2) ; (4,1) ; (4,2)}. This implies that only the rules for {i = 

3,4 and j = 1, 2} are used to obtain the resultant output fuzzy set. The other 21 rules have no 

effect on the controller output for this numerical input values. The controller output is 

ca1culated~after the defuzzification of the resultant output fuzzy set. 
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-1l31(U) 

--Ildu) 
- -!l4I(U) 

-- - -!l42(U) 

',: ~: 

X X 
.. '" 
f--~! \! \ \ 

_f--f--f---l~-+' -.:;-\!-..:;\:,' ~\;--:7-' - u (Amp/s) 
-4 1 2 3 4 

--4~--!---";2-~-1"--+--~- u (Amp/s) 

(a) (b) 

Figure 4.5 

(a) The implied output fuzzy sets 

(b) The resultant output fuzzy set !lout(u) 

DEFUZZIFIER : 

In the defuzzification process, the resultant output fuzzy set is defuzzified to obtain a numerical 

(crisp) controller output. The most popular defuzzification method is the Center of Gravity 

(COG) method [37,40] which specifies the crisp controller output (u·) as the center of the area 

covered by the membership function !lout(u), that is 

u· = f uf.J.our(u)du 

f f.J.our(u)du 
(4.9) 

However, the integral calculations in the COG method are not computationally easy because 

!lout(u) is usually irregular. Since the resultant output fuzzy set is the union of the implied output 

fuzzy sets, a good approximation of (4.9) may be the weighted average of the centers of the 

implied output fuzzy sets where the weights equal the heights of the corresponding implied 

output fuzzy sets [40]. Let Un be the center of the nth implied output fuzzy set and Wn be its 

height; the center average defuzzifier determines u· as 

(4.10) 
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where M is the total number of the rules in the rule-base. The center average defuzzification 

method is one of the most widely used defuzzification method in practical fuzzy control 

applications because it is computationally very simple. In this method, the aggregation process 

is not required since the crisp output u· is calculated directly by using the implied output fuzzy 

sets, and the weight Wn in (4.10) is actually the certainty of the corresponding rule. It should be 

noted that if the center average defuzzifier is used, then the shape of the output fuzzy sets 

becomes unimportant because only the centers of the output fuzzy sets are used in the 

calculations. 

Let us again consider the above example (e = 30, Oe = -15). If the center average defuzzifier is 

used then the output of the controller is calculated as (see Fig.4.5a) 

u· = 035* (-2) + 035* (-1) +0.15 *(-1) +0.15*0 = -12 
035 + 035 + 0.15 + 0.15 

The FC introduced in this section.is called Mamdani type controller. Another commonly used 

FC type is the Sugeno type controller which differs from the Mamdani type controller in the 

format of the IF-THEN rules. For example, a Sugeno type controller has the rules in the form of 

where g(.) may be a linear or a non-linear function of the input variables. Defuzzifier does not 

exist in the Sugeno type controller because the THEN part is an algebraic equation. The overall 

output is usually calculated using the weighted average of the output of each rule. The Sugeno 

type controller is especially appropriate for interpolating between different control laws. 

In the following section, the equivalence between fuzzy and classical controllers will be 

considered for both Mamdani and Sugeno type fuzzy controllers. 

4.3- Fuzzy Equivalence of a Second Order Linear Discrete Controller 

The fuzzy equivalence of a linear discrete PI controller has been considered by Galichet and 

Foulloy i~ [56]. In this section, the fuzzy equivalence of a second order linear discrete 

controller which has a transfer function 

.. 
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G (z) = u(z) = Kc(z-a)(z-b) 
c ·e(z) (z-1)(z-c) 

(4.11) 

will be considered since (4.11) can be easily converted to a PI, PD or PID controller if the 

parameters band c are chosen properly. For example, if c is set to zero then (4.11) becomes a 

representation of a PID controller, if b and c are set to zero then it becomes a PI controller. If b 

is set to 1 and c is set to zero then (4.11) becomes a representation of a PD controller. Note that 

(4.11) is originally a PI+lead controller (if c < b) and it can also be converted to a lead or lag 

controller if the parameter a is set to 1, and band c are chosen according to the desired lead or 

lag compensation. The fuzzy equivalence of a general (n-poles and m-zeros) linear discrete 

controller will be derived in Section 4.5. 

In the discrete time domain, the output of the controller (4.11) can be written as 

u(k) = u(k -1) + 8u(k) 

where 

8u(k) = c8u(k -1) + a1e(k) + ~&(k) + ~&(k -1) 

The constants (Xl. ~ and (X3 are given as 

a 1 = Kc(1-(a+b)+ab) 

~ = Kc(a+b-ab) 

and the 0 operator is defined as 

&(k) = x(k) - x(k -1) 

(4.12) 

(4.13) 

(4.14) 

(4.15) 

In the following subsections, the fuzzy equivalence of the control law u(k) given by (4.12) will 

be considered; however, the output of the FC will be ou(k) rather than u(k) because, in many 

practical applications, the actuating signal u(k) should be limited (to protect the electronic 

circuits) with an anti-windup mechanism which stops the integration in the controller. The anti-
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windup mechanism can be easily implemented in (4.12) if ou(k) is chosen as the output of the 

Fe (addition ,or integration, is stopped when u(k) reaches the saturation limit, i.e., ou(k) is not 

added to the previous value u(k-l) during the saturation). Note that u(k) is the numerical 

integration of ou(k) as seen in (4.12) which can be easily implemented outside the controller to 

obtain the actuating signal u(k). 

4.3.1 Sugeno Type Fuzzy Equivalence 

In this section, the main purpose is to design a Sugeno type Fe which is precisely equivalent to 

the controller given by (4.11). As mentioned in Section 4.2, a Sugeno type Fe has a rule-base 

consisting of the rules in the form of 

IF XI is AI AND X2 is A2 AND ...... AND Xn is An THEN y = g(Xt.X2, .... ,xn). 

Since the output y is a function of the input variables, any control law can be directly 

implemented by choosing the output y as the desired control law if the membership functions of 

the input variables are chosen so that they provide a linear mapping between the inputs and the 

output of the controller. 

As mentioned in Section 4.3, the output of the Fe will be ou(k) and u(k) will be obtained by 

using (4.12). Thus from (4.13), the inputs to the Fe become ou(k-l), e(k), Oe(k) and Oe(k-l). In 

order to keep the Fe as simple as possible and to have a linear mapping, the membership 

functions for the input variables are chosen as shown in Fig 4.6, where Vi ,for i = 1 to 4, 

represents the input variables ou(k-l), e(k), Oe(k) and oe(k-l) respectively. It should be noted 

that the input variables are assumed to be bounded and Mi is the maximum value that the 

magnitude of the corresponding input variable can take on. In other words, Mi determines the 

limits of the universe of discourse for the corresponding input variable. 

The Sugeno type Fe will have 24 = 16 rules since there are 4 input variables and 2 membership 

functions for each input variable. The rules can be represented in a general form as 

IF ou(k-l) is AIm AND e(k) is A2n AND oe(k) is A3p AND oe(k-l) is A4q 

THEN ousu(k) = cou(k-l) + ule(k) + ~Oe(k) + u30e(k-l) 
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where the indices {m,n,p,q} = {1,2} and at, <X2 and a3 are given by (4.14). 

Ail 1 

+-----L-------+-------~----+Vi 

Figure 4.6 Membership functions for the input variables (i = 1, .. ,4) 

Example 4.1: Consider the system shown in Fig.4.7 : 

Yrer<z) I---r---+ Y( s) 

Controller zoh Plant 

y(z) 

Ts= 2.5ms 

Figure 4.7 The control system block diagram 

The transfer functions of the plant, zero-order-hold (zoh) and the controller are given as 

G (s) = 100 
p (s+5)(s+ 10) 

1- e-T,s 
Gh(s)=---­

s 

-
G (z) = 2(z - 0.9876)(z - 0.95) 

c (z - l)(z - 0.88) 

(4.16) 

(4.17) 

(4.18) 

Now the aim is to design a Sugeno type FC which will be precisely equivalent to Gc(z) and thus 

give exactly the same closed loop responses as the system shown in Fig.4.7. 
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The input variables are Bu(k-I), e(k), &(k) and &(k-I). Their membership functions are chosen 

as shown in Fig.4.6, where Mi is selected as 250 for i = 1 to 4 (i.e. for all the input variables). 

Note that the value of Mi can be chosen arbitrarily high because, as long as the magnitude of 

the input values do not exceed the corresponding Mj, the equivalence between Gc(z) and the Fe 

will be valid. However, in most of the practical applications, the reference input and the control 

signal u(k) are usually limited. Hence, all the input variables of the controller are bounded due 

to these limitations. For example, assume that Yref is a step demand and limited as IYrefl:::;; Ymax ' If 

the worst case is considered and ly(O)I:::;; Ymax , then for a non-minimum phase stable system the 

limit for e(k) becomes ( note that e(k) = Yref - y(k» 

and thus Be(k) and Be(k-I) are limited as 

If the controller output u(k) is limited by 

then Bu(k -1) is bounded as 

IDu(k -1)1:::;; 2U max 

thus, the bounds of the input variables are M, =2Umax, M2 = 2Y max, M3 = M4 = 4Y max' 

The number of rules are 24 = 16 (there are 4 input variables and 2 membership functions for 

each input variable) and the rules can be represented in a general form as 

IF Bu(k-I) is A,~ AND e(k) is A2n AND Be(k) is A3p AND BeCk-I) is A4q 

THEN Busu(k) = 0.88Bu(k-I) + 0.00I24e(k) + 1.99876Be(k) + 1.87644BeCk-I) 

where the indices {m,n,p,q} = {I ,2}. 
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Fig.4.8 shows the simulation results for both Gc(z) and the Sugeno type FC. The output 

response (y) and the control signal (u) are exactly same for both controllers as expected. The 

reference input (Yref) is a unit step function applied at t = 0.1 s. 

Outputs (y) 

0.8 

0.6 

0.4 

0.2 

Control signals (u) 

---t..------l2 

Thick dashed: FC 
Thin continuous: G,(z) 

u 

Time (s) 

1.6 

1.2 

0.8 

0.4 

Figure 4.8 Simulation results showing the equivalence between 

Gc(z) and the Sugeno type FC 

It should be noted that the use of Sugeno type FC becomes more reasonable and meaningful 

when several control laws are to be implemented in a single controller rather than implementing 

only one control law. However, in this section, the main purpose was to illustrate the 

equivalence between a linear controller and a Sugeno type FC as a preliminary step for the 

implementation of several control laws in a FC. The implementation of two linear control laws 

in a single FC will be considered in Section 4.5 to show how to use the FLC for the control of 

non-linear deterministic systems. 

4.3.2 Mamdani Type Fuzzy Equivalence 

Mamdani type fuzzy equivalence of the linear controller (4.11) will be considered in this 

section. As discussed in Section 4.2, Mamdani type FCs do not have algebraic equations in the 

THEN part of the rules; rather they have output membership functions and there is a 

def':!zzification process to produce a control outp~t value. Therefore, the control law of the 

linear controller can not be directly used in the Mamdani type FCs. Since a linear control law is 

to be implemented, the inference operators (AND, implication and aggregation) and the 

defuzzification method should be chosen properly in order to not to lead to a non-linearity in 

the FC. Ins possible to find different ways for implementing a linear control law in a FC, but 
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one of the simplest way is to chose the algebraic product for the AND and Implication 

operations and to use the center-average-defuzzification method. As discussed in Section 4.2, in 

the center-average-defuzzification method, the aggregation method is not required and the 

centers of the output membership functions are the quantity of interest, not the shapes of the 

membership functions. Therefore, the output membership functions can be simply chosen as 

singletons centred at the appropriate points as shown in FigA.9. It should be noted that the 

output membership functions do not have to be regularly distributed. 

dUI ................................. dUg dU9 ................................. dUI6 

~~M~dU-I~.-.. -.. ~ ... ~ .. -.~ .. ~ .. -... -.. ~ .. -.. -.. ~ .. -.-.. ~ .. --~M~dU-8;-~M~d-U9~ .. -.. -.. ~ ... -.. -.. ~ .. -.. -.. ~ .. -.. -.. ~ .. -.. -.. ~ .. ~~M~d-UI~6 8UMAM 

Figure 4.9 Output membership functions 

The input membership functions should also not introduce any non-linearity. For example, if 

the input membership functions are chosen as shown in FigA.6, they not only provide a linear 

mapping but also result in the smallest possible rule-base (i.e. the number of the rules becomes 

minimum since there are only two membership functions for each input variable). 

Using the input and output fuzzy sets shown in FigA.6 and FigA.9, the rule-base of the 

Mamdani type Fe can be given in a tabular form as shown in Table 4.3. The rule-base consists 

of 16 rules since there are 4 inputs and 2 membership functions for each input variable. 

In Table 4.3, the symbols e, oe, oul and oel represent the input variables e(k), reek), ou(k-l) 

and re(k-l) respectively. The output is represented by OUMAM and the symbols Ail, Ai2 (i = 

1, .. ,4) and dut, dU2, ...... ,duI6 refer to the input and output membership functions shown in 

Fig.4.6 and FigA.9 respectively. 
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Table 4.3 The rule-base of the Mamdani type FC 

OUMAM oul = All , e=A2l OUMAM oul = All , e=A22 

001 \ oe A3l A32 oel \ oe A3l A32 

Au dUI dU2 Au dus dU6 

At2 dU3 dU4 At2 du, dUg 

OUMAM oul = Al2 , e = A2l OUMAM oul = Al2 , e = A22 

oel \ oe A3l A32 oel \ oe A3l A32 

Atl du, dUIO Atl dU13 dUl4 

At2 dUll dUll At2 dUIS dUl6 

Thus, the equivalence problem has been reduced to the determination of the values of Mh .. ,M4 

and Mduh Mdu2, ..... MduI6 for the membership functions of the input and output variables 

respectively. The selection of M h .. ,M4 has been discussed for the Sugeno type FC in Section 

4.3.1 and this discussion is also valid for the Mamdani type FC since there is no difference 

between Mamdani and Sugeno type FCs in terms of the input fuzzification process. On the 

other hand, the output membership function parameters Mduh Mdu2, ..... MduI6 can be determined 

by using the desired linear control law, the rule-base and the extreme values of the input 

variables since the FC is expected to implement the desired linear control law between the 

extremes of the input variables using the rules in the rule-base. For example, from Table 4.3, 

consider the rule 

IF oul is All AND e is A22 AND 00 is A3l AND oel is At2 THEN OUMAM is dU7 

which implies that if the certainty of the rule is 1 (that means all the input values are full 

members of the corresponding fuzzy set, i.e. membership degree = 1, and thus the input values 

are the extremes), then the output fuzzy set dU7 should have a center at 

(4.19) 
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to satisfy the equivalence between the controllers at these extreme values of the input variables. 

In this manner, the parameters MduI. .... ,MduI6 can be calculated as shown in Table 4.4. 

Table 4.4 The centers of the output membership functions 

Mdul = -cM1 - <XIM2 - ~M3 - <X3M4 Mdu9 = -Mdu8 

Mdu2 = -cM1 - <XIM2 + <X2M3 - <X3M4 MdulO = -Mdu7 

Mdu3 = -cMI - <XIM2 - <X2M3 + <X3M4 Mdull = -Mdu6 

Mdu4 = -cMI - <XIM2 + <X2M3 + <X3M4 Mdul2 = -Mdu5 

Mdu5 = -cM1 + <XIM2 - <X2M3 - <X3M4 Mdu13 = -Mdu4 

Mdu6 = -cM1 + <XIM2 + <X2M3 - <X3M4 Mdul4 = -Mdu3 

Mdu7 = -cM1 + <XIM2 - <X2M3 + <X3M4 Mdul5 = -Mdu2 

Mdu8 = -cM1 + <XIM2 + <X2M3 + <X3M4 Mdul6 = -Mdul 

Thus, if the centers of the output membership functions are chosen as shown in Table 4.4, the 

FC will provide the desired linear control behaviour by implementing a linear interpolation 

between the output values corresponding to the extremes of the input variables. 

Example 4.2 : Let us again consider the system shown in Fig.4.7 with the plant and the linear 

controller given by (4.16) and (4.18) respectively. The aim is to design a Mamdani type 

controller which is precisely equivalent to the linear controller given by (4.18). 

The input membership functions are chosen as shown in Example 4.1 since there is no 

difference between Mamdani and Sugeno type controllers in terms of the fuzzification process. 

Therefore, the membership functions are as shown in Fig.4.6, where Mi = 250 (for i = 1 to 4) 

for all the input variables (the selection of Mi has been already discussed in Example 4.1). The 

. output membership functions are chosen as shown in Fig.4.9 and thus the rule base is as shown 

in Table 4.3. 

By comparing (4.11) and (4.18), the linear controller parameters become 

Kc = 2, a = 0.9876, b = 0.95 and c = 0.88. 

Using (4.14), the constants <XI. <X2 and <X3 are calculated as 
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<Xl = 0.00124, <X2 = 1.99876 and <X3::: -1.87644. 

The centers of the output membership functions are obtained by using Table 4.4 as shown in 

Table 4.5. 

Table 4.5 The centers of the output membership functions 

Mdul = -250.89 Mdu9 = 189.11 

Mdu2 = 748.49 MdulO = 1188.49 

Mdu3 = -1189.11 Mdull = -749.11 

Mdu4 = -189.73 Mdul2 = 250.27 

Mdu5 = -250.27 Mdul3 = 189.73 

Mdu6 = 749.11 Mdul4 = 1189.11 

Mdu7 = -1188.49 Mdul5 = -748.49 

Mdu8 = -189.11 Mdul6 = 250.89 

Fig.4.l0 shows the simulation results for the designed Mamdani type FC in comparison with 

the linear controller (4.18). The output response (y) and the control signal (u) are exactly same 

for both controllers as expected. The reference input (Yref) is a unit step function applied at t = 

O.ls. 

Outputs (y) 

0.8 

0.6 

0.4 

0.2 

Control signals (u) 

----...L ___ ---!2 

Thick dashed: FC 
Thin continuous: G.(z) 

u 

1.6 

1.2 

0.8 

0.4 

°0~~----~0.5--------~------~1.~ 

Time(s) 

Figure 4.10 Simulation results showing the equivalence between 

Gc(z) and the Mamdani type FC 
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4.4 Fuzzy Equivalence of a General Linear Discrete Controller and 

Its Implementation using Hierarchical Fuzzy Control 

In the previous section, the fuzzy equivalence of a second order linear controller has been 

considered. There were 4 inputs to the FC and 2 membership functions were defined for each 

input variable. Thus, the number of rules was 24 = 16 which implies that the number of rules 

increases exponentially with the number of inputs. 

Consider a general linear discrete controller with m zeros and n poles (m ,:5; n) : 

Gc(z) = u(z) = Kc(z - z,)(z - ZZ) .. • ...... (z - z",) 
e(z) (z - p,)(z - P2) ........ · (z - Pn) 

(4.20) 

which can be written as 

(4.21) 

where the coefficients ai and bi may be zero so that (4.21) can represent the general controller 

transfer function given by (4.20). From (4.21), the control law can be derived as 

n n 

u(k) = La;e(k -i)-Lbju(k - j) (4.22) 
;=0 j=' 

which can be rewritten in a more compact form as 

2n 

u(k) = LC;Xi (4.23) 
;=0 

where 

{

a. 
c. = 1 
,I 

-bi"'n 

for i = 0 to n 
(4.24) 

for i = n + 1 to 2n 
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and 

{ 

e(k -i) 

Xi = u(k _ (i -n» 

for i = 0 to n (4.25) 

for i = n + 1 to 2n 

Note that in the control law (4.23), Cj may be zero depending on the zeros and the poles of the 

controller given by (4.20). Suppose the control law (4.23) has N non-zero terms (i.e. Cj '* 0), 

then (4.23) can be rewritten as 

N 

u(k) = :L,ajvj (4.26) 
j=1 

where <Xj = Cj and Vj = Xj if Cj '* 0 for i = 0 to 2n and j = 1 to N. In other words, (4.26) is 

precisely equivalent to (4.23) but it contains only non-zero terms of (4.23). Hence, (4.26) is the 

linear control law which will be implemented in the FC. 

It is seen from (4.26) that there are N inputs to the FC. Suppose M membership functions are 

defined for each input variable, then the number of rules becomes MN. For a large N, MN is a 

huge number. For example, assume that a linear controller has 5 zeros and 5 poles, and Cj '* 0 

for i = 0 to 2n in the control law (4.23). Thus, the number of inputs to the FC becomes 11. This 

means, even if 2 (minimum) membership functions are defined for the input variables, the 

number of rules becomes 211 = 2048. It is impractical to implement a FC with thousands of 

rules. Therefore, a mechanism is required to reduce the number of the rules in the FC. The 

Hierarchical Fuzzy Control aims to reduce the number of rules in a FC by constructing the FC 

in a cascade form [40]. Fig.4.11 shows the implementation of the control law (4.26) using a 

. Hierarchical Fuzzy Controller (HFC) which contains N-l sub-FCs having only 2 inputs and 1 

output each. 

v, Input: Output' 
...----,----" U, UN.' ...--=----:,-" 

Output' ..................... Input~·' OutputN
., 

N.' N.' u(k) 
Input, Output 

Fe, Fe, FeN., 
v, Input: 

Figure 4.11 Hierarchical Fuzzy Controller (HFC) 
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Fig.4.11 implies that if M membership functions are defined for each input variable then the 

total number of rules in the HFC becomes 

(4.27) 

For example, let us consider again 11 inputs (N = 11) with 2 membership functions (M = 2) for 

each input variable. Thus, RHFC becomes 40 which is considerably less than 2048 that is the 

number of rules required for the normal FC implementation. 

In Fig.4.11, the sub-controllers denoted as FC" FC2, ... FCN_1 can be implemented as either in 

Sugeno or Mamdani type. Let us first consider the Sugeno type implementation : 

The input membership functions defined for the sub-FCs should provide a linear mapping 

between their inputs and the outputs since they will implement the linear control law (4.26) by 

piecewise linear construction. Hence, the input membership functions are chosen as shown in 

Fig.4.12, where q refers to a sub-FC shown in Fig.4.l1, p refers to one of the inputs of this FC 

and M; is the maximum value that the magnitude of the corresponding input variable can take 

on. 

+-----~------4_------~~--_+inpu~ 

Figure 4.12 Membership functions of the input variables for the HFC 

(p = 1,2 and q = 1, ... , N-l) 

Thus, the rules for the HFC can be written in a general form as 

IF input? is A~ ANDinputi is Aij THEN outputq = uq 
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where i =1,2;j = 1,2; q = 1, .... ,N-1 and the output functions are given as 

for q = 1 
(4.28) 

for 2~q ~ N-1 

Note that UN-! is the output of the HFC and corresponds to u(k). 

For the Mamdani type implementation, as discussed in Section 4.3, the desired linear control 

law can not be used in the rules of the FCs since the THEN part of the controller is not an 

algebraic equation. The rules can be represented in a general form as 

IF input? is Ail AND inputi, is Aij THEN outputq is UJ 

where i =1,2 ; j = 1,2; q = 1, .... ,N-1 and UJ represents the corresponding output membership 

function. As discussed in Section 4.3, if the center -average defuzzifier is used and the algebraic 

product is chosen for the AND and Implication operations, then the FC will result in a linear 

interpolation between the output values determined using the extremes of the input variables. 

Fig.4.13 shows the membership functions for the outputs of the sub-FCs in the Mamdani type 

implementation of the HFC, where Hi] is the center of the corresponding output membership 

function. 

q 
UII 1 

q 
+-_--L.::-q ---..L-::-q--+--.L..".q--.l~q:---+output 

HII H!2 H2! H22 

Figure 4.13 Membership functions for the outputs of the sub-FCs in the Mamdani type 

implementation of the HFC (q = 1, .... ,N-1) 
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The centers of the output membership functions are the crucial part of the Mamdani type 

design. In order to obtain the equivalence between the linear control law (4.26) and the HFC, 

all the FCs in the HFC should implement their own linear control law specified by (4.28). 

Hence, the centers Hj should be calculated by considering the rule-base of each FC, extremes 

of the corresponding input variables and the individual linear control laws given by (4.28). 

Table 4.6 shows the rule-base of the FCs in the HFC, where q refers to the related FC in the 

HFC. 

Table 4.6 Rule-base for the FCs in the HFC (q = 1, .... ,N-1) 

q 
output 

• q 
mputl 

q 
All 

q 

Al2 

• q 
mput2 

q q 

A21 A21 

q 
Ull 

q 
Ul2 

q 
U21 

q 
U22 

Thus, using (4.28), Table 4.6 and the extreme values of the input variables, the centers are 

calculated as 

H~ = {(-1i aqM( + (-I/aq+1Mi 
IJ 

(_1); Mq + (-I)ja Mq 
I . q+l 2 

where i = 1,2 andj = 1,2. 

for q = 1 
(4.29) 

for 2 ~q ~ N-l 

It should be noted that if the number of inputs is greater than 4 then it is reasonable to use the 

. HFC instead of the normal FC. This is simply because 4 inputs lead 12 rules in HFC whilst the 

normal FC requires 16 rules (assuming 2 membership functions defined for each input 

variable). However, if there are 5 inputs, the HFC has 16 rules and the normal FC has 32 rules. 

The difference obviously increases exponentially with the number of inputs. 
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Example 4.3 : Consider the linear controller given by 

G (z) = 0.2(z - O.1)(z + OJ)(z - 05)(z - 0.4 + 0.6j)(z - 0.4 - 0.6j) 
c (z - O.2)(z + 0.6)(z - 0.9)(z - 0.6 + 0.7 j)(z - 0.6 - 0.7 j) 

which can be written as 

G (z) = u(z) = 0.2 - 0.22z-1 + 0.1 26z-2 
- 0.0074z-3 

- 0.0159z-4 + 0.00 16z-s 

c e(z) 1-1.7z 1+ 0.97z-2 + 0.259z-3 
- 05376z-4 + 0.0918z-s 

Thus, the control law becomes 

11 

u(k) = I,ajvj 
j=1 

where 

Vj ={ e(k-(j-l» 

u(k - (j -6» 
for j = 1 to 6 

for j = 7 to 11 

and the coefficients of the control law (aj) are given in Table 4.7. 

Table 4.7 The coefficients of the control law (4.32) 

al =0.2 a7 = 1.7 

a2 = -0.22 ag = -0.97 

a3 = 0.126 <X9 = -0.259 

~=-0.0074 alO = 0.5376 

as = -0.0159 all = -0.0918 

<X6 = 0.0016 
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The HFC equivalence of the controller (4.30) is implemented as shown in FigA.ll, where N = 

11. As stated before, the sub-FCs in the HFC can be designed as Sugeno or Mamdani type. Let 

us first consider the Sugeno type implementation. 

a) Sugeno type implementation : The membership functions for the input variables are chosen 

as shown in FigA.12, where, for simplicity, M; is chosen as 10 for all the input variables of 

the HFC (p = 1,2 and q = 1'00.,10). As discussed in Section 4.3.1, the M; values can be chosen 

arbitrarily large. However, if the error e(k) and the controller output u(k) are bounded (usually 

this is the case for most of the practical applications), then the bounds of all the input variables 

can be estimated using (4.33) and (4.34) in a similar way illustrated in Section 4.3.1. 

The rules of the HFC are 

IF inputr is ~; AND input!J. is A!J.j THEN outputq = uq 

where i =1,2; j = 1,2; q = 1,00 00,10 and the output functions are given as 

for q = 1 
(4.34) 

for 2:5; q :5; 10 

Note that the a coefficients are given in Table 4.7 and input variables (Vq) are specified by 

(4.33). 

FigA.14a shows the simulated unit step responses of the designed HFC and the linear controller 

(4.30). The output responses are also shown for an sinusoidal input in FigA.l4b. As seen in the 

figures, the outputs of the controllers are identical as expected. 

b) Mamdani type implementation: The input membership functions are chosen exactly same 

with the ones used for the Sugeno type implementation above. The rules of the HFC based on 

the Mamdani type implementation are 

IF inputt
q is ~; AND input!J. is Ai,· THEN outputq is U'!. , Q 
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Amplitude 

Input 

"'" 
0.8 

0.6 ("" 
Outputs 

0.4 Thick dashed: HFC 
Thin continuous: Lin. Cont. 

0.2 

°0~---0~.1----~0.~2----0~.3~--~0.~4--~0.5 
Time(s) 

(a) (b) 

Figure 4.14 Controller output responses for 

(a) unit step input 

(b) a sinusoidal input (10Hz) 

(UHFC : output of the Sugeno type HFC, ULC: output of the linear controller (4.30» 

where i =1,2 ; j = 1,2 ; q = 1, .... ,N-l and UJ are the output membership functions shown in 

FigA.13. The centers of the output membership functions (Hn are calculated by using (4.29) 

and given in Table 4.8. 

ij\q 

11 

12 

21 

22 

1 

0.2 

-4.2 

4.2 

-0.2 

2 

-11.26 

-8.74 

8.74 

11.26 

Table 4.8 The numerical values of Hjj 

3 4 5 6 7 

-9.926 -9.841 -10.016 -27 -0.3 

-10.074 -10.159 -9.984 7 -19.7 

10.074 10.159 9.984 -7 19.7 

9.926 9.841 10.016 27 0.3 

8 9 10 

-7.41 -15.376 -9.082 

-12.59 -4.624 -10.918 

12.59 4.624 10.918 

7.41 15.376 9.082 

FigA.15a and b show the simulated unit step and sinusoidal input responses respectively for the 

controller given by (4.30) and the HFC based on the Mamdani type implementation. As 

exeected, the output responses are identical for bot? input functions as shown in FigA.15. 
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Amplitude 

Input 

'" 
0.8 

0.6 

0.4 

0.2 

0.1 0.2 0.3 0.4 0.5 
Time(s) 

(a) (b) 

Figure 4.15 Controller output responses for 

(a) unit step input 

(b) a sinusoidal input (10Hz) 

(UHFC : output of the Mamdani type HFC, ULC: output of the linear controller (4.30» 

4.5 Fuzzy Controller Design for a Class of Non-linear Deterministic 

Systems 

The FCs are generally preferred when the linear controllers are not able to control the system 

with a satisfactory performance. If the system is non-linear, the linear controllers usually do not 

show a good control performance. However, let us consider a non-linear system which can be 

satisfactorily controlled by different linear controllers at different operating points (Le., one 

controller is good for one operating point and another controller is good for another operating 

point). In this section, an example will be considered to show how to design a FC for this kind 

of non-linear systems. 

Example 4.4 : Consider the non-linear system represented by 

Xl = -(2+~)XI-xi + 100u 

(4.35) 

y=~ 
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where XI> X2 are the state variables, u is the control input and y is the output of the system. If the 

small signal linearization [58] is used, about the operating point ~o, the system can be 

represented as 

dy 100 
-=-----
du (s + 2)(s + yO) 

(4.36) 

where l is the output at the operating point. Obviously, (4.36) implies that the system has a 

pole changing with the operating point. FigA.16 shows the closed loop control of the non-linear 

system represented by (4.35). Note that Yref actually corresponds to l since Yref is the desired 

output operating point. 

Yref Y 

Figure 4.16 Closed loop control of the non-linear system represented by (4.35) 

Assume that the operating region is defined as 2 ~ Yref ~ 20. If a linear controller is designed for 

a certain operating point, it may not give an satisfactory output response for other operating 

points in the operating region because the system has a pole changing with the operating point. 

Therefore, a controller is required which will choose the right control action according to the 

operating point. 

The linearized transfer functions of the non-linear system (about the operating points) at the· 

extremes of the operating region are 

G (s) = 100 ( 2) 
pI (s + 2)(s + 2) Yref = 

G 2(S) = 100 ( 201\ 
p Yref = J 
• (s + 2)(s + 20) 

(4.37) 

Suppose we have two linear controllers given by 
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G l(Z) = 30(z - 0.9948)(z - 0.99745) 
c (z -1)(z - 025) 

(4.38) 

G 2(Z) = 4(z - 0.857)(z - 0.995) 
c (z -1)(z - 0.25) 

which are designed for the extremes of the operating region to have an output response without 

overshoot and a settling time (1%) less than 0.5s. However, Gc1(z) can control the system 

satisfactorily only if Yref is close to 2 and Gdz) can control the system properly only if Yref is 

close to the other extreme 20. 

Now, the purpose is to design a FC (or HFC) which can control the system with a satisfactory 

performance over the entire operating region. This can be managed by implementing the control 

laws of (4.38) in a FC which will calculate the control action by interpolating between these 

control laws according to the operating point. The control laws of the controllers given by 

(4.38) can be written as 

5 

ucr(k) = Iajvj 
j=l 

where the index r = 1,2 and it refers to Gc1(z) and Gdz) respectively, and 

Vj = {e(k - (j -1» 
u(k - (j - 3» 

for j = 1 to 3 

for j = 4 to 5 

The coefficients aj are given in Table 4.9. 

Table 4.9 The numerical values of a; 
r \j 

1 

2 

1 

30 

4-

2 

-59.7675 

-7.408 

3 4 5 

29.7679 1.25 -0.25 

3.41086 1.25 -0.25 
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The FC will calculate the controller output according to the output operating point which is 

actually the value of Yref. Therefore, Yref should also be one of the inputs to the FC. Thus, there 

are totally 6 inputs to the FC and it is reasonable to use a HFC in order to reduce the total 

number of the rules in the controller. Fig.4.17 show the structure of the HFC which has 4 sub­

FCs and each FC has 3 inputs. Note that the third input of each FC is Yref since it is required to 

decide on the control action of each FC. 

- Input: Output' 
u, 

Input; Output' 
u, 

Input: Output' 
u, 

Input: Output' 
u(k) 

v, - Input; v,_ Input: v._ Input: v,_ Input: - Input: Fe, Y",,- Input: Fe, Y",,- Input; Fe, Y",,- Input: Fe. 

Figure 4.17 The structure of the HFC 

As discussed in Section 4.4, the sub-FCs may be implemented either in Sugeno or Mamdani 

type. Let us first consider the Sugeno type implementation. 

a) Sugeno type implementation of the HFC : The membership functions of the inputs inputr 

and input:j (q = 1, .. ,4) are chosen as shown in Fig.4.12, where, for simplicity, M; is chosen as 

1000 for all the input variables (The selection of M; is discussed in the previous sections). 

Since the operating region is defined as 2 ::;; Yref ::;; 20, the membership functions of the input 

inputj are chosen as shown in Fig.4.18. 

7t--~~--------------~-----+Inpu~ o 2 20 

Figure 4.18 Membership functions of the input variable inputj (q = 1, .. ,4) 
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The rules of the Sugeno type implementation can be given in a general form as 

IF input? is Ail AND inputi is Aij AND inputj is Ajr THEN outputq = f; 

where {i, j, r} = {I ,2} ; q = 1, .. ,4 and the output functions are defined as 

for q = 1 
(4.41) 

for 2~q $;4 

The closed loop system shown in Fig.4.16 is simulated and the results are shown in Fig.4.19 

and 4.20 which illustrate the variation of the output (y) for different operating points (i.e., for 

different Yref values) by using the designed HFC, GC\(z) and Gdz). 

Output (y) 
3.5 

3 

2.5 

2 

1.5 

0.5 

00 0.5 

Thick dashed: HFC 

1 1.5 2 
Time(s) 

(a) 

Output (y) 
25 

20 

15 

10 

5 

0 
0 0.5 

Thick dashed: HFC 

1 
Time (s) 

(b) 

1.5 

Figure 4.19 The output responses to a step demand for 

(a) Yref = 2 (b) Yref = 20 

2 

As seen in Fig.4.l9a, the HFC gives identical response with Gc\(z) since, for Yref= 2, the HFC is 

identical with Gc\(z). However, Gdz) results in a oscillatory output response for Yref = 2. 

Similarly, the HFC gives identical response with Gdz) for Yref = 20 as seen in FigA.19b and 

GC\(z) gives an unsatisfactory response for Yref = 20 as expected. On the other hand, Fig.4.20 

shows variations of the output Y for some operating points between the extremes of the 

operating region. As seen in Fig.4.20, the HFC gives reasonable responses for all the operating 

points whilst Gc\(z) and Gdz) do not give satisfactory results. 

97 



Chapter 4 Equivalence of Fuzzy and Classical Controllers: An Approach to Fuzzy Control Design 

Output (y) 
9 

8 ,/G02(Z) 
10 

7 HFC 

6 
,/ 

8 

5 "" G,,(Z) 6 
4 

3 4 

2 
2 

00 0 
1 1.5 2 0.5 1 1.5 2 0 0.5 

Time (s) Time (s) 

(a) (b) 

14 

12 

10 

8 

6 

4 

2 

00 0.5 1 1.5 2 
Time (s) 

(c) 

Figure 4.20 The output responses to a step demand for 

(a) Yref = 6 (b) Yref = 10 (c) Yref = 14 

Thus, as seen in Fig.4.19 and 4.20, the designed HFC controls the system with a reasonable 

performance over the operating region. 

b) Mamdani type implementation of the HFC : The input membership functions are chosen as 

exactly same with the ones used in the Sugeno type implementation. The rules of the Mamdani 

type implementation can be expressed in a general form as 

IF inputi is Ail AND input! is Aij AND inputj is Aj, THEN outputq is U;/ 

where {i! j, r} = {1,2} ; q = 1,00,4. The output membership functions U? are shown in Fig.4.21. 
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Iq 
UII 

Iq 
UIZ 

Iq 
UZI 

Iq 
Uzz 

I I I I 

2q 2q 

1 UI1 U\2 

2q 2q 

2q 
UZI 

2q 

2q 
Uzz 

2q 

q 
output 

Figure 4.21 Membership functions of the output variables (q = 1, .. ,4) 

The centers of the output membership functions are given as 

for q = 1 

for 2~q ~4 

(4.42) 

where {i, j, r} = {1,2}. The numerical values of H(/ are calculated using (4.42) and given in 

Table 4.10. 

ijr \ q 

111 

121 

211 

221 

112 

122 

212 

222 

Table 4.10 The numerical values of H(/ 

1 2 3 

29767.5 -30767.9 -2250 

-89767.5 28767.9 250 

89767.5 -28767.9 -250 

-29767.5 30767.9 2250 

3408 -4410.86 -2250 

-11408 2410.86 250 

11408 -2410.86 -250 

-3408 4410.86 2250 

4 

-750 

-1250 

1250 

750 

-750 

-1250 

1250 

750 

The simulation results of the Mamdani type implementation are not presented since they are 

exactly same with the ones shown in Fig.4.19 and 4.20. This is simply because the Mamdani 

type implementation is precisely equivalent to the Sugeno type implementation. 
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4.6 Conclusions 

In this chapter, the fuzzy equivalence of the linear controllers has been investigated. It has been 

shown that any linear control law can be precisely implemented in a FC for a given input 

universe of discourse. The equivalence may be interpreted as a sort of bridge between the 

classical and fuzzy control approaches. This is an important point because the equivalence may 

be used to combine the classical and the fuzzy control approaches in a same framework and 

thus a controller using the advantages of both control methods may be designed. For example, 

in Section 4.5, a robust FC is designed for a deterministic non-linear system by using two linear 

control laws previously designed for the extremes of the operating region. 

In most practical applications however, the system (plant) is usually non-deterministic. In other 

words, the plant model or the parameters of the system are not known exactly and thus the 

direct information about the system's non-linearity and the variation of the parameters is not 

available. Hence, the method explained in Section 4.5 is not directly applicable for these sort of 

control problems. For example, consider the speed control of a motor drive system. Assume 

that the mechanical load is a simple inertia and friction and they may change within a range as 

Jrnin ~ J ~ Jmax and Brnin ~ B ~ Bmax. A satisfactory PI controller can be designed for any values of 

J and B if they are known. Suppose that four PI controllers are designed for the extreme values 

of J and B (Le., for the cases {Jrnin , Brnin} , {Jrnin , Bmax} , {Jmax , Bmin } and {Jmax , BmaxD. Now, 

we would like to design a FC which will interpolate between these PI control laws in order to 

give a satisfactory response for any value of J and B within their limits. Note that the FC needs 

information about the values of the inertia and friction in order to calculate an appropriate 

control action by interpolating between the PI control laws. The nominal inputs to the FC are 

the speed error and the change of error. Unfortunately, these input variables do not supply the 

necessary information about the values of the inertia and friction to use in the decision making 

mechanism of the FC. Thus, the FC can not choose the correct control action using these input 

variables. Therefore, a method is required to supply useful information about the parameter 

variations for the FC to calculate an appropriate control output. 

In -Chapter 5, a robust speed controller design based on the sliding mode and fuzzy control 

approaches will be considered.' In this design approach, a reference model will be used to get 

information about the values of the inertia and friction and thus this information will be used as 

an input _to the FC to choose a proper control action. 
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Chapter 5 

Robust Speed Controller Design using Sliding 

Mode and Fuzzy Logic Control 

5.1 Introduction 

Sliding Mode Control (SMC), often called Variable Structure Control (VSC), is a powerful 

technique to control the non-linear and unce.(t~il}(l}<?.n~detenninistic) systems [35,59,60]. It is a 

robust control method and can be applied in the presence of model uncertainties, parameter 

fluctuations and external disturbances provided that the bounds of these uncertainties and 

disturbances are known. The SMC approach is probably the most popular method for the robust 

control of electrical drives whose mechanical}oads are non-linear or change over avyide range 

[9-16]. The main disadvantage of the method is the assumption that the control signal can be 

switched from one value to another at infinite rate .. 1n practical systems, however, it is 

impossible to manage this since the microprocessor implementation of the control strategy 

requires a finite sampling time (an analogue implementation of an SMC is conceivable, but 

even here delay or hysteresis effects would result in finite switching times). Direct 

microprocessor application of the SMC method results in a high frequency oscillation 

(chattering) about the desired equilibrium point. Although there may exist some applications in 

which this chattering may be utilised (e.g. direct production of PWM signals), it is generally 

undesirable since chattering excites the unmodeled high frequency dynamics of the systems. A 

significant research effort has been directed at eliminating or reducing the chattering [35]. 

The SMC method has also attracted attention in order to design a robust Fuzzy Controller (FC) 

for the non-linear and uncertain systems [37-41]. For second order systems, this approach to FC 

. design divides the phase plane of error and change of error by a switching line and deteImines 

the magnitude of the control effort depending on the distance of the state vector from the . 
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switching line [37]. The principle is similar to the SMC technique in which the system 

trajectory is forced to stay on a predetermined switching line. The Sliding Mode Fuzzy 

Controllers (SMFCs) will be briefly discussed in Section 5.3.1. 

A new SMC technique called Reaching Law Control (RLC)jlas been introduced by Gao and 

Hung in [36]. This approach not only establishes a reaching condition to the sliding line (or 

surface) directly but also specifies the dynamic characteristiCs of the system during the reaching 

phase. Additional merits of the RLC approach include simplification of the solution for SMC 

and providing a measure for the reduction of chattering. Since the RLC approach is quite new 

and the classical SMC is a well known technique, there are only a few practical applications of 

the RLC approach to motor drive control systems [69,70]. 

The main objective of this chapter is to investigate the SMC approach for speed control systems 

and to develop a practical robust control design procedure using the SMC and the Fuzzy Logic 

Control (FLC) methods. Section 5.2 describes the basic idea of the SMC and discusses the 

chattering problem due the discrete time implementation of the SMC strategy. The SMC with 

Boundary Layer (BL), which is the most widely used chattering elimination method, is 

explained in Section 5.3. Section 5.4 summarises the SMC approaches to the speed control 

systems. The RLC technique is explained in Section 5.5 and used to develop a method to get 

information about the parameter variations and external disturbances. This information is then 

used as an input to the FC to take an appropriate control action in the case of parameter 

variations and external disturbances. The new robust control method based on the RLC and 

FLC approaches is described in Section 5.6. 

5.2 Sliding Mode Control (SMC) 

The basic idea of SMC was originally illustrated by a second order system as reported in [35]. 

Let us consider a single input second order linear uncertain system: 

:!~t) = A:!(t) + !zu(t) + 4f (t) 

= (A.t + M ),!(t) + (!zn + ~)u(t) + {4n + !l4)f (t) (5.1) 
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where ~(t) is the state vector, u(t) is the control input, An, hn and 40' are composed of nominal 

system parameters, M, ~Q and ~Q are the uncertainties introduced by unknown system 

parameters and f(t) is the external disturbance. M, ~Q, ~Q and f(t) are not known exactly but 

they are bounded. Equation (5.1) can also be written as 

J.(t) = ~:!(t) + en (u(t) + L<.:!,t») (5.2) 

L(!,t) is called lumped uncertainty given by L<.:!,t) = BiM:!(t) + ~u(t) + 4f (t») and bounded 

as 1L<.:!,t)1 $; 4nax' Note that Bp is the pseudo inverse of en and given as Bp = (e~en re~ . 
, . 

The control problem is to find a control input u such that the state vector X tracks a desired 

trajectory Xd in the presence of model uncertainties and external disturbance. The tracking error 

is defined as (the argument t is omitted in the following for simplicity of notation) 

d [ .]T !!:. =:! -:! = e,e (5.3) 

i 
J 

Note that (5.3) implies that the states are chosen as [x,if which is called the control canonical 

form [58]. All controllable systems can be converted to this form and there is no loss of 

generality in assuming the form (5.3). 

The switching function is 

(5.4) 

If the initial condition 

S(O) = 0 (5.5) 

is not satisfied then the tracking can only be achieyed after a transient (reaching mode or phase) 

[60]. The tracking problem requires the design of a control law such that the trajectory ~, 

starting from any initial condition, reaches the switching line S = 0 in a finite time and then 

. slides along it towards the origin ~(O) exponentially with a time constant 1IA.. In order to derive 

such a control law, a Lyapunov function is defined as 
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where YeO) = O. A,sufficient condition for this control requirement is [60] 

where 11>0. From (5.7), we obtain 

S sgn(S) ::;; -1} 

where sgn(S) = {+ 1 S > 0 
-1 S <0 

(5.6) 

(5.7) 

(5.8) \, 

Equation (5.8) is called reaching condition (or the existence condition of the sliding mode) and 
-

if satisfied, it drives the system into the sliding mode. Once the trajectory of ~ has reached the 

sliding line S = 0, the system trajectory remains on it while sliding into the origin ~ = Q, 

independently of parameter uncertainties and external disturbances. This phenomena is called 
v . 

the sliding mode. Reaching mode defines the trajectory of ~ prior to reaching the sliding line. 

Fig.5.1 shows the reaching and sliding modes for a second order system with ~(O) = [eo,of . 

S=o 

Slope =-J.. 

+-------------~~--------_r~~e 

Figure 5.1 Reaching and sliding modes for a second order system 
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Note that reaching mode occurs if the initial condition (5.5) does not hold. However, satisfying 

(5.8) guarantees that the trajectory ~ will reach S = 0 line in a finite time less than IS(O)I / 11 [60]. 

The dynamics in sliding mode can be expressed as S = 0 and by solving this equation for the-. 
" 

control input, an expression is obtained for u called the equivalent control, Ueq, which can be 

interpreted as the continuous control law that would maintain S = 0 if the dynamics were 

exactly known. Let us consider the system (5.2) and assume that there is no uncertainty and 

disturbance (i.e. the system is with nominal parameters). Equation (5.2) becomes 

(5.9) 

Setting S = 0 in (5.4) and substituting (5.3) and (5.9), Ueq can be derived as 

(5.10) 

The typical structure of a robust controller is composed of a nominal part (Ueq) and additional 
. 

terms aimed at dealing with the uncertainties and disturbances. In order to satisfy the reaching 

condition (5.8) under such uncertainties and disturbances, a term which is discontinuous across 

the line S = 0 is added to Ueq. The control input becomes 

u = ueq - U max sgn(S) (5.11) 

Now the problem is to find Umax which should satisfy the reaching condition (5.8) in the 

presence of model uncertainties and external disturbance. By substituting (5.11) in (5.2) and 

using (5.3) and (5.4), we obtain 

S = C!zn(- U max sgn(S) + L) (5.12) 

and if (5.12) is substituted in (5.8), then we have 

(5.13) 

which requires 
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U max ~ 4ru.x + ( C!zn t 17 if C!zn > 0 

Umax ~ -4.ax + (C!znt17 if C!zn < 0 

(5.14) 

since l.q ~ 4nax implies - 4nax ~ L ~ 4nax . If Umax is chosen according to (5.14) and the control 

law (5.11) is used, then the reaching condition is satisfied for the uncertain system given by 

(5.1). 

5.2.1 Discrete Time Implementation of the SMC Strategy and the Chattering 

Problem 

As shown in Section 5.2, the control input u contains a sgn(.) function (the ideal relay 

characteristic) to deal with the uncertainties and disturbances. In continuous time SMC 

systems, it is assumed that this function switches between + 1 and -1 at infinite rate about the S 

= 0 line. Because of this infinitely fast switching of the control input, an ideal sliding mode 

exists on the line S = 0, meaning there is no chattering [35]. However, in practical systems, it is 

impossible to achieve the ideal infinite switching of the control input due to the microprocessor 

implementation of the control law which requires a finite computation time. Since it is 

impossible to switch the control input at infinite rate, chattering always occurs in the sliding 

and steady state modes of a practical SMC system. A typical phase plane of a second order 

system which exhibits chattering problem as a result of imperfect control switching is shown in 

Fig.S.2. 

Change of Error 

Figure 5.2 Phase plane of a second order system as a result of imperfect control switching 
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Chattering appears as a high frequency oscillation about the desired equilibrium point in the 

steady state and can excite the unmodelled high frequency dynamics of the system. Since 

chattering is almost always undesirable for most practical applications, many researchers have 

directed their work to this problem as reported in [35]. 

There are several common methods which are used to eliminate or reduce the chattering : The 

most popular is to replace the discontinuous term sgn(S) by 

{
S/</J ISI~</J 

sat(S) = 
sgn(S) lSi> </J 

(5.15) 

where <I> is an positive constant and usually called boundary layer thickness since using (5.15) 

means that a boundary layer around the switching line (or surface) is introduced to eliminate 

the chattering. Another common continuation method is to replace sgn(S) by 

S 

ISI+o 

where a is a positive small constant. 

(5.16) 

A different approach for designing the sliding mode controllers is introduced by Gao and Hung 

in [36]. This approach is called the reaching law approach and will be considered in details in 

Section 5.5. The.reaching law is defined by 

S = -q sgn(S) - as ., (5.17) 

The extra term a. allows the dynamics of S to be fast for a small q which is desirable for 

reducing chattering. The reaching law approach has other advantages and these. will be 

discussed in Section 5.5. 

-
In the following section, the most popular chattering elimination method represented by (5.15) 

is discussed in more details. ·Sliding Mode Fuzzy Controllers (SMFCs) based on the idea of 

SMC with Boundary Layer (BL) are also briefly discusse~ in the following section. 
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5.3 Sliding Mode Control with Boundary Layer 

In the previous section, it has been shown that the switching of the control input at a finite rate 

(imperfect switching) results in a chattering problem. Introducing a Boundary Layer (BL) 

around the switching line is one of the most common method to eliminate the chattering. 

Fig5.3a shows a typical phase plane of a second order SMC system with a BL under no 

parameter variations and disturbances . 

............ u 

.......•........•...••... ~ 
......... . .... e 

+---------;;e:-:.-.. ,~..;;-----,...---+ e +---~----~----~----+s 

~'$' " . 

............•.......•.. 

(a) 

............ 
". 

S=<j> 

s=o 
S =-<j> 

Figure 5.3: 

(b) 

(a) A typical phase plane of a second order SMC system with BL 

(b) Transfer characteristic of the control input with BL (excluding ueq) 

The width of the BL is 2<1> and E is the guaranteed tracking precision [60] and given by 

e=¢IA (5.18) 

,!,he BL smoothes out the dynamics of the control input u and ensures that the system trajectory 

remains within the layer. Fig.5.3b shows the transfer characteristic of the control input 

(excluding u~) with the BL. The control input becomes 
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(5.19) 

where sat(S) is given by (5.15). 

The S = 0 line is the domain of attraction in the ideal SMC. However, in the SMC with BL, the 

boundary layer becomes the domain of attraction. This implies that the chattering is eliminated 

with the cost of a decrease in the tracking performance [59,60]: unless integral action is 

introduced elsewhere in the control, the effect of the BL is to increase the tracking error. 

Let us consider the system (5.2). In the BL, the behaviour of the system can be monitored by 

the dynamics of S since the variation of S with time is a compact descriptor of the closed loop 

behaviour.[60]. From (5.12) and using (5.19) instead of (5.11) gives the dynamics of S in the 

BLas 

s + CbnU max S = Cb L 
l/J -n 

(5.20) 

It can be seen from (5.20) that the switching function S can be viewed as the output of ~~ 

order filter whose input is the lumped uncertainty L(x,t) (perturbations). The dynamics of the } 
-. - _ .. 

equation (5.20) describes the trajectory ~ approaching the sliding line in the BL [38,60]. The 

structure of the closed loop error dynamics can be summarised by Fig.5.4: lumped uncertainty 

is filtered according to (5.20) to give S, and then e is obtained after another low pass filter 

which is actually the definition of S (p is the differential operator). If L = 0 then the system 

slides smoothly down S = 0 under the action of Ueq; in this case the trajectory ~ arises from the 

initial condition of the lI(P+A) filter. Also as <I> ~ 0, the gain of the first filter becomes zero to 

all finite frequencies of L; this corresponds to the perfect switching case which is completely 

robust. 

L ---+l~I,--P_+_~_::_~ nm_x--,Is ·IL-_P_: _A --'~ e 

Figure 5.4 The structure of the closed loop error dynamics 
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5.3.1 Sliding Mode Fuzzy Controllers 

For a large class of second order systems, Fuzzy Controllers (FCs) are designed by using the 

phase plane composed of error and change of error. The rule base of such a FC is shown in 

Fig.S.S. As seen in Fig.S.S, there is a virtual switching line on the rule base of the FC. The 

magnitude of the FC output depends on the distance of the error vector ~ =Je,ef .. from_J~ 

switching line S = O. The rules are conditioned in such a way that above the switching line a 

negative control output is generated and below it, a positive one is generated similar to the 

SMC with BL. The output of the FC can be expressed in the form of [37-39] 

e NB NM NS 

e 
~ · · i.E PS PM PB 

PB Z~. NS NS N~ NM NB NB ..... 
PM PS "'Z~ NS ~S NM NM NB 

'. . ..... : 

PS >Z~ NS NS NM NM PS PS .... : . . ... : 
( ..... 'ZE" ·PM···· PS' ... 'PS ... :~: ... NS' . " NS ... 'NM' ..... ~ e 

· '. · '. · '. 
NS PM PM PS ~S "Z~ NS NS 

'. · -0. 
NM PB PM PM ~S PS ····it... NS 

NB PB PB PM p~ PS PS ······ZE. 

Figure 5.5 Rule base of the FC 

..... .... 
s=o 

(S.21) 

Since the FC changes the magnitude of UFZ depending on the distance I~ between the error 

vector ~ and diagonal S = 0, (S.21) can also be written as [38] 

(S.22) 
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On the other hand, the output of the sliding mode controller with BL expressed by (5.19) can be 

rewritten as (note that S = I~ sgn(S) ) 

(5.23) 

It is easy to see the similarity between (5.22) and the second term of (5.23). Because of this 

similarity, the fuzzy controllers designed in the above manner are called Sliding Mode Fuzzy 

Controllers (SMFCs) [37-39]. 

The term Ueq can easily be included in the SMFC and (5.22) can be rewritten as 

(5.24) 

which implies that SMC with BL is a special case of SMFC. A SMC with BL provides a linear 

transfer characteristic with lower and upper bounds as seen in Fig.5.6a. 

USMC 

........ Uu 

+---~--~~~---+S +---'_4>--14"--~--+ S 

(a) 

UL ....... . 

(b) 

Figure 5.6 Controller transfer characteristics of 

(a) the SMC with BL 

(c) 

(b) the SMFC : Low steady state gain for improving noise performance whilst maintaining high 

transient dynamics 

(c) the SMFC : Large steady state gain for fast disturbance rejection 
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However, the transfer characteristic of an SMFC is not necessarily a straight line between these 

bounds, but a curve that can be adjusted by the tools of fuzzy logic (e.g. membership function) 

to reflect given performance requirements [38]. For example, the transfer characteristic of 

Fig.S.6b is preferred in order to have a little over-shoot and fast ~~nvergence whilst giving 

_ Jow.er gain in steady state to be within system noise limits [38]. The controller characterised by 

Fig.5.6c can be chosen if the system is to be sensitive with respect to disturbances for small 

errors b,ut fast transient responses are not so important. In fact, with S defined by (5.4), Fig.S.6b 

and c correspond to a low and high gain PD controller about e = .0. 

5.4 Sliding Mode Speed Control Systems 

In the control of electrical drive systems, SMC technique has been mostly applied in position 

control systems having second order dynamics [11,13,14,16,19,61,62]. This arises from a basic 

inertial and frictional load in which the states are defined as .:! = [8,ef where e is the shaft 

position. Speed control of the basic inertial and frictional load gives only a first order dynamics 

(electrical dynamics are neglected) and direct application of SMC is not applicable [9,10]. 

However, the system can be made second order by adding integral compensation which has the 

natural advantage of eliminating the speed error in dc steady state. There are two approaches to 

integral compensation: the first is called Sliding Mode Control with Integral Compensation 

(SMC-IC) [9] shown in Fig.5.7a and the second method, called Integral Sliding Mode Control 

(ISMC) or Integral Variable Structure Control (IVSC) [10,12], is shown in FigS.7b (note that 

the control structures shown in Fig S.7a and b are not exactly same with the ones used in [9] 

and [10,12] respectively, but the integral compensation techniques are same). ro and COref are the 

actual and reference speeds respectively. The whole closed loop speed control systems are not 

shown for clarity._ 

The main difference between two structures is in the choice of switching function. In Fig.5.7a, 

classical switching function S = Ae + e is implemented and then the control input u is 

integrated to obtain the torque input to the first order plant. On the other hand, in Fig.S.7b, a 

switching function 

t 

S = e+A J edr (5.2S) 
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is employed [10,12]. In this' approach, the acceleration (actually the derivative of the error), 

which has generally high bandwidth and is very noisy in practice, is not required. Although this 

seems to be an advantage over the previous structure shown in Fig.5.7a, both systems become 

equivalent in the BL. This is because, in the BL, the systems are linear and if the integral 

compensation term of Fig.5.7a is moved towards the left, it is easy to see that both systems 

become identical. 

COrer 

(a) 

(b) 

Torque 
Demand 

Figure 5.7 Implementation of SMC strategy for speed control systems using 

(a) SMC with Integral Compensation (SMC-IC) technique 

(b) Integral-SMC (ISMC) technique 

There may be some advantages and disadvantages of both structures to each other when the 

practical implementation is considered, but this is not our main concern. In the Model 

Reference Reaching Law Control (MRRLC) approach introduced in Section 5.5.2, the structure 

shown in Fig.5.7a is uSed. This is simply because it is found more suitable for the MRRLC 

strategy and it is easier to implement the ~ti-windup mechanism which is required in practice 

to limit the torque demand and to stop the integration during the saturation. However, the 

structure in Fig.5.7b may also be used in the MRRLC strategy with some small modifications. 
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In Fig.5.7a, due to the limited output of the integrator with an anti-windup mechanism, there is 

no point to have the Umax limit in the control law. Thus, the gain UmaJ<J> becomes the quantity of 

interest. This will be discussed in more details in the following section. 

5.5 Reaching Law Control (RLC) 

Gao and Hung have introduced a new method called Reaching Law Control (RLC) for the 

design of SMC systems [36]. In their approach, a reaching law which is a differentiaL.equation.... 

specifying the dynamics of the switching function S is first chosen. The control input is then - --
synthesised from the reaching law in conjunction with a known model of the plant and the 

i} known bounds of !ertur~ations. It should be noted that the differenti~!.-.:.quation of ~ 

asymptotically stableJS is actually a ~~~ching condition. In addition, the dynamic quality of the 

,SMC system in the reaching mode can be controlled by choosing the parameters in the 

differential equation. 

Let us consider the system (5.2). If an asymptotically stable reaching law [36] is chosen as 

S = -q sgn(S) - as . (5.26) 

where q and ex are positive constants, the control input u is derived by using (5.2)-(5.4) and 

(5.26) as' 

u = (C~t(-CA,,:!+ct - C~L-qsgn(S)-aS) (5.27) 

All the quantities above the right hand side of (5.27) are known except the lumped uncertainty 

L. If L in (5.27) is replaced by a conservative known quantity Le, then u becomes 

(5.28) 

The dynamics of S is obtained by using (5.2)-(5.4) and (5.28) as 

S = -qsgn(S)-aS +C~(L- Lc) (5.29) 
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By comparing (5.29) with (5.26), it can be easily seen that an additional term C!2.,.(L- Lc) 

appears in the reaching dynamics of the perturbed system. L~ will be so chosen that it­

dominates the .unknown lumped uncertainty L and thus ensures the reaching iaw (5.26). Since L 

is bounded as 1Le:!, t)1 ~ 4.ax and assuming CQn is a positive constant, a practical choice of Lc is 

Lc = 4.ax when S > 0 
(5.30) 

L = - T when S < 0 c '1nax 

If Chn is negative then the sign of Lmax will be opposite in (5.30) which implies that 

4: = 4.ax sgn(S) (5.31) 

and the dynamics of S becomes 

S = -Qsgn(S) - as + C!2.,.L (5.32) 

where Q = q + CQn4.ax. It should be remembered that the term as is added in the reaching law 

(5.26) to increase the reaching rate [36]. If 0: is set to zero, then (5.32) becomes equivalent to 

(5.12), which is the dynamics of S obtained by the classical SMC design approach. The control 

law (5.28) thus becomes equivalent to the control law (5.11). In (5.32), Q corresponds to 

ChnUmax in (5.12). In this manner, the reaching law design approach is a more conservative form 

of the classical approach since an additional term Lc is used to compensate the perturbations to 

ensure the reaching law (5.26). In other words, even though Lc and a are set to zero in (5.28), 

the system can still be forced so that the sign of S is opposite to the sign of S (reaching 

condition) by choosing q sufficiently high. This is actually the classical SMC design approach. 

The main difference between the classical and'the reaching law SMC design approaches is the 

starting point of the design procedure: __ !n the RLC approach, the design starts by defining th~ .. 

desired dynamics of S (the reach_ing law) and tnen the control law is easily derived using the 

reaching law and system equations. However, in the classical approach, a Lyapunov function is 

defined first and then the control law is chosen to satisfy the reaching condition derived from 

the Lyapunov function. Thus, the RLC method simplifies the derivation of the control law [36]. 
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In the following sections, a speed control structure shown in Fig.5.7a will be considered. As 

mentioned in Section 5.4, in practice, the output of the integrator is limited by an _anti-windup. 

mechanism. Due to the limited integrator, there is no point in employing another limit (the Umax 

limit introduced by the sat(.) function) in the control law of SMC with BL. Thus, the gain 

Umaxl<j>, which is multiplied by S, becomes the quantity of interest. The RLC method implies 

that a control law without the sat(.) function can be directly obtained by simply setting the 

parameter q equal to zero (see (5.28». Thus, the RLC method becomes more convenient for the 

practical application using the control structure shown in Fig.5.7a with a limited integrator. 

5.5.1 Discrete Time Speed Control using the RLC Approach 

In this section, the discrete time speed control system is considered since it is more convenient 

for experimental implementation. As seen in Section 5.2.1, direct implementation of sgn(.) 

function results in a chattering problem in the discrete time systems. In a speed control system, 

chattering of the torque demand is usually unacceptable since it may excite the un modelled 

mechanical dynamics [9,35]. As discussed in Section 5.5, the reaching law approach is found 

more appropriate for the practical implementation. Hence, let us consider a discrete time 

reaching law without the sgn(.) function: 

l::'s(k + 1) = -as(k) (5.33) 

where k is the sampling instant (Le. k = 0,1,2,,,.), a is a positive constant and ~ operator is 

defined as 

~g(k + 1) = g(k + 1) - g(k) 
T 
" 

(5.34) 

(Ts is the sampling time) which is supplem~nted with the condition {~g(O).= O} and the 

switching function is given by 

S(k) = k(k) + ~e(k) (5.35) 

where 
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e(k) = roref(k) - ro(k) (5.36) 

ffiref and CO are the reference and actual speeds respectively. The reaching law (5.33) basically 

implies that the switching function S exponentially reduces to zero with a desired dynamics 

defined by a. 

co(z) 

Discrete 
Integrator 

... 

(a) 

(b) 

Figure 5.S 

zoh 

Ts 

(a) Closed loop speed control system 

I---r---+ co( s) 

Plant 

(b) Pure discrete time representation of the speed control system 

Now let us consider the closed loop speed control system shown in Fig.5.8a, where 

Tz q(z) =_s_ 
z-l 

1 
'Gis) = -}s-+-B-

(5.37) 

(5.38) 
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and Iq is the q-axis current, KT is the torque constant, Te is the electrical torque demand (current 

control loop delay is ignored) and Gh(s) represents the zero order hold (zoh). Fig.5.8b shows the 

pure discrete time representation of the speed control system, where 

(5.39) 

and 

From Fig.5.8b and using (5.34)-(5.36), we obtain 

(5.40) 

Setting (5.40) equal to -as(k) from (5.33), and solving for u(k) gives the control law 

. An advance term dIDrert:k+1) is seen on the right hand side of (5.41), but this is not a problem 

since COrert:k) is a known reference input. For simplicity, let us assume that COref is a step demand 

(i.e. dIDrert:k+1) = dIDrert:k) = 0). The control law then becomes 

u(k) = KS(k) + Keqde(k) (5.42) 

where 

(5.43) 

(5.44) 
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The second term of (5.42), Keq~e(k), actually corresponds to Ueq which is mentioned in Section 

5.2. The speed control structure with the control law (5.42) is shown in Fig.5.9. 

Calculation of 
I---I-~ 

Lle using (5.34) 

ro(z) 

Figure 5.9 The control structure with the control law (5.42) 

By using (5.33) and (5.34), an expression for S can be obtained as 

S(k + 1) = (1- a7;)S(k) 

In order to have a stable system, a should satisfy 

O<a<2 
7; 

since a sufficient condition for the stability [63] is 

IS(k + 1)1 < IS(k)1 

which requires 

It should be noted that if 

then l:aTs becomes a negative number and S will have damped chattering. 
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S will exponentially reduce to zero if 

1 
O<a$;-

1; 

which requires 

where 

(5.50) 

(5.51) 

(5.52) 

The system shown in Fig.5.9 is simulated and Fig.5.10, 5.11 and 5.12 show the phase planes 

(e(k) & de(k», variations of S, and the speed and torque responses to a step input demand (100 

rad/s) for K = Km, 0.25Km and 1.75Km respectively. The controller is designed for the nominal 

system parameters which are given in Table 5.1. A. is chosen as 25s·1 and the sampling time Ts is 

2.5ms. 

Table 5.1 Nominal system parameters 

In Fig.5.lO, a perfect sliding occurs since K = Km and a = 11 Ts which means S becomes zero 

after one sampling period (i.e. S(k+ 1) = O*S(k». Fig.5.11 shows that S exponentially reduces to 

zero since K = 0.25Km and a = 0.25fTs (S(k+1) = 0.75*S(k». On the other hand, a damped 

chattering is seen in Fig 5.12 because S(k+1) = .-0.75*S(k) due to K = 1.75Km and a = 1.75/Ts• 

Note that for K> 2Km, the system becomes unstable. 

Finally, Fig.5.13 shows the experimental and simulation results for K = 0.05 (= 0.16K~ where 

the other parameters (e.g. A, 1'" J, etc.) are exactly same with the ones used in the simulations 

above. The value of K = 0.16Km arises from noise considerations since the encoder resolution 

. noise restricts the controller gain. This practical limitation is discussed in Section 5.5.3. As 
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seen in Fig.5.13c, the torque demand is limited (with an anti-windup mechanism) in order to 

protect the inverter and other practical circuits in the experimental implementation (the torque 

demand limitation is also implemented in the simulation). In the experimental results shown in 

Fig.5.13, because of the encoder resolution, the signals and the phase plane are not smooth as 

expected. 
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Figure S.10 Simulation results for K = Km 

(a) Phase plane (de(k) versus e(k» 

(b) Variation of S 

(c) Speed and torque responses 

121 

(b) 



Chapter 5 Robust Speed Controller Design using Sliding Mode and Fuzzy Logic Control 

S (rad/s2
) 

2500~-~~-~--~--~--~ 

-1000 

Lie (rad/s2
) 

-1500 

-2000 

2000 

-25oooL.----'2o---4 ...... o---6'-o--..... 8o--~100 

e (rad/s) 
0.04 0.06 

Time (5) 

(a) 

Speed (rad/s) Torque (Nm) 
100 

90 

80 

70 

6 

5 

4 

3 

2 

~-~~-=~=======-------~O 
~1 M M M M 

TlLne (5) 

(c) 

Figure 5.11 Simulation results for K = O.25Km 

(a) Phase plane (.::le(k) versus e(k)) 

(b) Variation of S 

(c) Speed and torque responses 
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Figure 5.13 Experimental and simulation results for K = 0.05 

(a) Phase planes (de(k) versus e(k» 

(b) Variations of S 

(c) Speed responses and electrical torque demands 

In this section, the RLC approach has been applied to the discrete time speed control system_ 

The plant was in the nominal conditions (i.e. no parameter variations and no external load 

torque). This design approach forms the basis of the MRRLC strategy which is explained in 

Section 5.5.2. 

It should be noted that the control law similar to (5.41) can be obtained for the SMC with BL 

design approach as 
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(5.53) 

In the BL, sat(S(k») = S(k) ,thus Umax directly corresponds to the gain K of the RLC design 
¢ ¢ 

approach if (5.41) and (5.53) are compared. The main difference between these two control law 

is the limitation due to the sat(.) function as seen in (5.53). Because of the limited integrator, as 

discussed in Section 5.5, the Umax limit becomes redundant and thus the gain Umaxlcl> becomes 

the quantity of interest. Therefore, the RLC approach has been found more appropriate for the 

practical implementation of the co~trol structure shown in Fig.5.7a. 

5.5.2 Model Reference Reaching Law Control (MRRLC) 

In Section 5.5.1, the speed controller is designed for the nominal conditions. The system will 

not obviously respond as it does in the nominal conditions in the presence of parameter 

variations and external disturbances. In this section, a new method is developed to get 

information about the parameter variations and external disturbances. This information will 

then be used to take an appropriate control action in the case of inertial-frictional variations and 

external load torque disturbances. 

Before starting to the new method, let us see how the perturbations affect the dynamics of the 

system. Consider the system shown in Fig.5.14, where Tds) is an external load torque and the 

plant may have different inertia and viscous friction than the nominal ones. 

roes) 

ro(z) 

T. 

Figure 5.14 Control system in the presence of perturbations 

Since the control law is designed for the nominal conditions, u can be written as (assuming that 

COref is a step demand) 
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(5.54) 

where 

(5.55) 

and In and Bn are the nominal iqertiaand viscous friction respectively. From Fig.5.14, the 

dynamic equation of S can be derived as 

which obviously means that the S trajectory of the system will be different than the designed 

one. Hence, the speed response will not be as good as that under nominal conditions. However, 

the robustness of the control performance can be improved by forcing the system to follow a 

reference S trajectory which is actually the desired trajectory designed for the nominal 

condition. Thus the dynamic equation of the reference S trajectory is . 

t1.Sref (k + 1) + aSref(k) = 0 (5.57) 

which can be solved for Sref as 

(5.58) 

where Sret<O) = S(O) and S(O) = Ae(O) since Lle(O) = O. 

-
Fig.5.l5 shows the block diagram of the proposed control approach which is called Model 

Reference Reaching Law Control (MRRLC) because the control strategy is based on the 

Reaching Law Control (RLC) approach with an additional Reference Model. As seen in 

Fig.5.l5, the error between Sand Sref (es) is multiplied with a gain Ke in order to produce an 
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additional control input which forces S to follow Sref. For example, assume that the inertia of 

the plant is higher than the nominal one. In this case, S will reduce to zero slower in 

comparison with Sref because increasing the inertia means reducing the plant's gain and 

therefore reducing the magnitude of the change of error. The error between Sand Sref is 

multiplied by Ke and added to the torque demand. This will increase the torque demand (See 

Fig.S.lS) which is required since the system needs more torque to compensate the error 

between S and Sref. 

S(O) Calculation of Srer<z) 
f' Sref using (5.58) 

: S(z) + 

u(z) 

Figure 5.15 MRRLC approach 

Ts 

It is easy to see that when Sref becomes zero, the gain Ke emerges as an additional gain to the 

gain K and thus uT(k) can be written as 

(S.S9) 

As far as the stability is concerned, the limits of the gain Ke can be determined by considering 

the worst case which occurs when the plant has its maximum gain (Corresponding to the 

minimum inertia and friction which are In and Bn respectively). Thus, the gain Ke should be 

chosen as 

(S.60) 

which is obtained by substituting a in (S.46), where a is derived using (S.43) in which K+Ke is 

substituted instead of K. Although (S.60) is true for the stability consideration, the condition 

K+Ke ~ Km should be satisfied if a damped chattering is not acceptable (see Equations (S.48)-. " 

(S.S2». However, in practice, the selections of K and Ke are restricted by the encoder resolution 
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noise which will be discussed in Section 5.5.3. The practical selections of K and Ke will be 

considered in the final controller design procedure based on the FLC and MRRLC approaches 

in Section 5.6. In this section, the values of K and Ke are selected only to illustrate the principle 

of the MRRLC approach. 

The MRRLC method shown in Fig.5.l5 is simulated and simulation results are shown in 

Fig.5.l6 in comparison with the RLC method for the nominal conditions (J = In, B = Bn and no 

load torque). It should be remembered that when any two control methods are compared, then 

to have a fair comparison, both control methods should result in exactly same or very similar 

responses to the same inputs for the nominal conditions. When the plant parameters are 

changed or an external load torque is applied, then we can see which control method is more 

robust. Fig 5.16 shows that both control method give identical results since there is no 

difference between the Sand Srertrajectories. However, in Fig.5.17, the inertia and the viscous 

friction of the plant are increased to five times of the nominal values and it is clear that the 

MRRLC method shows more robust control performance than the RLC method. The 

parameters used in the simulations are given in Table 5.2, where Km = 0.3154 determined by 

using (5.52) with the nominal parameters. The values of K and Ke in Table 5.2 are for the 

illustration of the MRRLC principle (their selection is considered in Section 5.6). The input is 

tOO radls step demand for both Figures. 

Table 5.2 Numerical values used in the simulations 

Fig.5.l8a and b show the speed and torque responses to a step input demand (tOO radls) for J = 

In, B = Bn and J = 5Jn, B = Bn respectively and a step external load torque (3Nm) is applied at t 

= 0.5s. for both systems. Once again, the MRRLC strategy shows better performance than the 

RLC method when an external disturbance is co~sidered as seen in Fig.5.l8. 

Changing the viscous friction has a very little effect on the transient responses. Thus, the inertia 

~ is the dominant parameter of the plant because~hanging the inertia means changing directly the 

plant gain with the same rate. 

Finally, Fig.5.l9, 5.20 and 5.21 show the experimental results for the nominal parameters, five 

times of the nominal parameters (J = 5Jn and B = 5BJ and an external step load torque (3 Nm) 
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consideration respectively. As seen in Fig.5.19, for the nominal conditions, both control 

methods result in the same control performances as required in order to have a fair comparison. 

However, the ripples in the torque demand of the MRRLC strategy have been increased due to 

the additional gain Ke. This will be discussed in Section 5.5.3. The robust performance of the 

MRRLC method comparing to the RLC method is clearly seen in Fig.5.20 and 5.21. Since the 

torque demand is limited with an anti-windup mechanism, there is no control when the torque 

demand saturates. Therefore, in the practical system, the MRRLC method is supplemented with 

the condition : 

if the torque demand is saturating or S is too large then Srejk) = S(k) until the torque demand 

becomes less than the torque limit. 

For Fig.5.19 - 5.21, the parameters used in the experimental implementations are shown in 

Table 5.3. 

Table 5.3 Parameters used in the experimental implementation 
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Figure 5.18 Speed and electrical torque responses to a step load torque (3 Nm) at t = 0.5s 

(a) 1 = In and B = Bn 
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Figure 5,19 Experimental results for J = In and B = Bn 

(a), (c) and (e) : RLC 

(b), (d) and (f) : MRRLC 
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Figure 5.20 Experimental results for J = 5Jn and B = 5Bn 
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134 



Chapter 5 Robust Speed Controller Design using Sliding Mode and Fuzzy Logic Control 

co (rad/s) T. (Nm) co (rad/s) 
120 

100 

80 

60 

40 

20 

0 

0 

MRRL~ 
120 

100 

""- RLC 

MRRL~ 
6 

4 

"" 
2 

RLC 0 

-20 
0.5 1.5 0 0.5 

Time(s) Time (s) 

(a) (b) 

Figure 5.21 Experimental speed responses and electrical torque demands 

(A step load torque, 3 Nm, is applied at t = ls) 

(a) 1 = In and B = Bn 

(b) 1 = 51n and B = Bn 

T. (Nm) 

0 

1.5 

In this section, a reference S trajectory (derived using the reaching law designed for the 

nominal system parameters) is compared with the real S trajectory in order to get information 

about the system parameter variations and external disturbances. The error between the real and 

reference S is simply multiplied by a gain (Ke) and added to the controller output to illustrate 

that this error can be used in the compensation of the parameter variations and external 

disturbances. It should be noted that the MRRLC approach provides only a relative robustness 

depending on the selection of the value of K: in Section 5.5.3, it will be shown that K+Ke is 

limited by the encoder resolution noise, i.e., K+Ke ~ Knlim. If K is set to Knlim, the MRRLC 

approach can not provide more robust performance than the RLC method since Ke will be zero 

due to the noise limitation. However, in Section 5.6, it will be shown that a controller designed 

using the MRRLC approach together with the FLC approach provides more robust performance 

than the RLC method in which K is set to the maximum possible value (Knlim> determined by 

the noise. It should be remembered that (me .of the main objectives of this chapter was to 

combine the SMC (RLC) and FLC approaches in a common framework in order to use the 

advantages of both methods for the robust control design. In the final robust controller design 

procedure presented in Section 5.6, the MRRLC approach is basically used to provide 

information about the parameter variations and external disturbances for the FC to take an 

appropriate control action by considering the noise limitation. 
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5.5.3 Noise Limitation 

In practical speed control systems, the ripples on the torque demand usually appear due to the 

speed encoder resolution. There are also other factors causing the noise such as drive torque 

harmonics, feed through onto the speed, NO resolution and the closed loop controllers. As it 

can be seen from Fig.5.19f, the ripples on the torque demand have been increased compared to 

Fig.5.lge because there is an additional gain Ke in the loop path and this gain directly increases 

the ripples. If the magnitude of these ripples is too large, the unmodelled high frequency 

mechanical dynamics may be excited [9,35] and this usually appears as mechanical vibration on 

the shaft of the rig. This type of vibrations is of course undesirable for most practical 

applications. Actually, the magnitude of the ripples can be estimated approximately by simply 

considering the speed encoder resolution in the steady state. if the speed is calculated by 

counting pulses over the sampling time Ts, then the speed encoder resolution is given by 

2n 
OJ =-­

res NT 
s 

(5.61) 

where N is the number of pulses in per revolution produced by the speed encoder. In the 

experimental system N = 10000 ppr and Ts = 2.5 ms, thus ffices = 0.25 rad/s (2.4 rpm). The 

encoder resolution physically means that the speed is measured by the encoder with ±O.25 rad/s 

error. The change in the torque demand can be written as 

8T:(k) = K T((M(k) + e(k) - e(k -1»)(K + K)+ e(k) - e(k -1) K J 
e Ts T e T eq 

s s 

(5.62) 

In the steady state, consider the worst case that e(k) = ffices. e(k -1) = -ffices' If the numerical values 

used in the experimental implementation for Fig.5.19 are substituted in (5.62) (A = 25 S·1 and 

Keq = 0.0195 which is calculated using (5.4~) fo.r the nominal parameters), then (5.62) becomes 

8I; = 2.1546(K + Ke) +0.0411 (5.63) 

Fig.5.22a and b show the ripples on the torque demand of Fig.5.1ge and f respectively. The 

experimental results shown in Fig.5.22 validates the equation (5.63). The calculated magnitudes 

of the ripples (peak to peak) for Fig.5.22a and b are 0.109 Nm and 0.4526 Nm corresponding to 
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2.4% and 9.98% of the rated torque. The experimental magnitudes are approximately 0.11 Nm 

and 0.45 Nm as seen in Fig5.22a and b respectively. 
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Although an experimental result is presented in Fig 5.22b which has the torque ripples 

corresponding to approximately 10% of the rated torque, in most of the practical applications, 

this may be considered too large. In the experimental rig of this project, the noise percentage 

allowed by the system is usually around 4-5% before mechanical vibration becomes noticeable. 

If the noise is 10%, the system can not generally operate. Externally sourced noise also 

contributes to torque ripple. These noise sources are due to conducted EM emissions through 

the supply cables. These emissions can be significant due to the prevalence of other power 

electronic equipment being used in the vicinity. It should be noted that the MRRLC results of 

Fig.5.19 - 5.21 were taken during a quiet holiday period (when other equipment was not in use); 

these results thus are not generally repeatable. However, the results of Fig.5.l9 to 5.21 can be 

obtained in practice by the use of the FLC approach discussed in Section 5.6. With 5% rated 

noise, oTe of (5.63) is 0.2267Nm giving K+Ke ? 0.086 or K+Ke ~ 0.27Km• 

In order to reduce the magnitude of the torque ripples, a simple way is to filter the error es (See 

Fig.5.l5) using a low-pass filter, but the use of excessive filtering degrades the control quality. 

Therefore, as far as the noise is concerned; it is desirable to use lower gains in the steady state. 

What we need is a mechanism which should be able to choose a control law having a low 

enough effective gain to avoid the noise problem when es "" 0 (no error between Sand Sref and 
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thus system is in the nominal condition) which includes the steady state. This mechanism 

should also be able to increase the effective controller gain in order to increase the robustness 

of the controller when there is an error between Sand Sref. As it has been shown in Chapter 4, 

this can be achieved by using the fuzzy logic that can easily implement a mechanism to 

interpolate between different control laws. 

Until this point, the choice of A. has not been discussed in order to reduce the complexity of the 

discussion. A. is the control bandwidth and it is of course good to have a A. as high as possible. 

However, in mechanical systems, A. is typically limited by three factors [60]. These are the 

unmodelled structural resonant frequency, the largest unmodelled time delay in the system and 

the sampling rate. Therefore, in practice, the maximum available A. depends on the individual 

applications. In this study, optimisation of A. is not investigated since the main purpose is to 

develop a robust control method and explain the principles rather than developing an optimal 

controller. Thus, A. is fixed at a safe value which does not cause noise problem. However, the 

effect of A. on the torque ripples can be seen by rewriting (5.62) as 

(5.64) 

which is obtained by using the approximation 

c=7; 
n J 

n 

so that l<eq of (5.44) becomes 

K =}.In - (1 + A7;)Bn 
eq (l + A7;)KT 

(5.65) 

From (5.64), A. is seen to be a coefficient of proportionality between e(k) and oTe(k), and since 

Bn "" 0, also between L\e(k) and oTe(k) as well. 

In this study, the nominal inertia and viscous friction are chosen naturally as the nominal inertia 

and viscous friction' of the experimental rig (corresponding to the minimum bounds of the 
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inertia and friction).This is because all the drive motors have their own nominal inertia and 

friction before connecting to a mechanical load. In addition, let us assume that the controller is 

designed with a given noise percentage limit for an nominal inertia value higher than the 

minimum bound (i.e. the nominal inertia is assumed to be a value between the minimum and 

the maximum inertia bounds). If the inertia of the plant is reduced to the minimum bound, the 

plant gain will be higher than the nominal plant gain and thus the torque ripples will be 

multiplied by a higher plant gain and fed back through the speed loop as an input to the 

controller. This more noisy input to the controller will be multiplied by the controller gains and 

seen as higher ripples on the output of the controller. Therefore, the torque ripple limit will be 

exceeded when an inertia less than the nominal value is considered in the plant. Hence, as far as 

the noise problem is concerned, the minimum inertia and friction should be considered because 

the plant has its maximum gain when the inertia and friction have their minimum values (see 

(5.39)). 

In the following section, the MRRLC strategy is implemented together with the FLC approach 

in order to develop a practical robust controller design procedure by considering the noise 

problem. 

5.6 Robust Controller Design using the MRRLC and FLC Methods 

In this section, a practical robust controller design procedure based on the MRRLC and FLC 

approaches is given. The experimental results validating the design procedure are presented. A 
, 

Sugeno type controller is preferred due to the simplicity of experimental implementation 

comparing to the Mamdani type controllers. However, a similar design procedure can be 

derived for Mamdani type controllers using the design approach explained in Chapter 4. 

As mentioned in Section 5.5.3, the fuzzy logic will be used to interpolate smoothly between 

two control laws. Assume that these control laws are Uo and U\. The criteria for choosing the 

control law is the error between S and Sref (es) because the existence and the size of this error 

directly depends on the variation of the plant parameters and the external disturbance. When es 

is around zero, which actually means either there is no perturbation or the system is in steady 

state, higher controller gains are not required. On the other hand, high controller gains 

(proportional with th~ size of es) are required in the case of the perturbations. The control law 
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Uo is used when there is no error between Sand Sref while UI is used when the error is large. 

Thus, the duty of the fuzzy logic is to interpolate between Uo and UI according to the error es• 

Uo is chosen by considering the system noise discussed in Section S.S.3. However, the gains of 

UI can be chosen higher than the noise limit since it is used when the system is away from the 

steady state. 

In this manner, a Sugeno type fuzzy MRRL speed controller design procedure, which can be 

easily implemented in practice, is summarised as follows: 

1) Chose a safe A (e.g. A;5; 100 S·I) by taking into consideration of the unmodelled mechanical 

dynamics, maximum time delay in the system and the sampling time [60]. 

2) Define the control laws Uo and UI as 

Uo(k) = KoS(k) + KeqOlle(k) 

ul(k) = KIS(k) + Keqllle(k) + KA(k) 

if COref is not a step demand, add llCOref terms to the control laws as shown in (S.41). 

a) Calculate Keqo using (S.44) with the nominal parameters. 

(S.66) 

(S.67) 

b) Determine the value of Ko using (S.62) by considering the torque demand ripples that can be 

tolerated by the system. For most of the speed control applications, up to 3-6% ripples are 

usually acceptable. Note that K+Ke in (5.62) should be replaced by Ko since Uo is the control 

law designed for the case es = 0 and thus Ke does not exist in uo. In other words, Ko corresponds 

to the maximum possible value (KnlinJ determined by the noise limitation. 

c) Calculate the parameters oful as follows: 

which 'actually means 
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(5.68) 

where m can be determined as follows: 

It is assumed that the plant inertia and the viscous friction are limited as 

and 

For practical servo machine drives, the transient response is generally dominated by the inertia 

and therefore, only m is used in order to design the parameters oful. This is because when there 

is an error between Sand Sref, the size of es is dominantly determined by the increase in the 

plant inertia and any increase in the viscous friction has a negligible effect on es• 

3) Define the membership functions of es as shown in Fig.5.23. It should be remembered that 

there are three inputs (S, ~e and es) to the ftizzy controller. However, the criteria for choosing 

the control laws is only es• Therefore, the other inputs (S and ~e) do not need to be fuzzified 

since they are only used in the calculations and they do not determine the control law. 

However, if a full fuzzy logic controller is desired, they can be easily fuzzified and involved in 

the fuzzy system without any difficulty, but this will only increase the calculation time of the 

controller output in the microprocessor implementation. 

NE ZE PO 

+-----~----------~~~~~~----------~-----+~ 
-Ml ~M() Mo Ml 

Figure 5.23 Membership functions of es 

a) Determine the Mo and M\ as follows: 

The choice of Mo directly depends on the resolution of es• If es is not filtered, Mo can be 

calculated as 
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co 
M = ACO + ----IE.... Ores T 

s 

(5.69) 

since es = S - Sref and S = A.e + ~e. However, if a carefully designed filter, which will not spoil 

the information es, is used then Mo can be reduced in order to increase the sensitivity of the 

controller to the error es• Increasing the sensitivity actually means increasing the robustness of 

the controller. 

MI can be chosen as 

b) The fuzzy rules are defined as 

If es is PO then u = u I 

If es is ZE then u = Uo 

If es is NE then u = UI 

(5.70) 

4) If the control performance is not very satisfactory, a good performance can be obtained by 

simply tuning Mo and MI only. For example, if the robustness is not satisfactory then reduce MI 

(and Mo if necessary). if the controller suffers from the noise, increase Mo or apply filtering to 

the error es• it should be note that excessive filtering will destroy the information (es) about the 

parameter variations and external disturbances. 

A design example implemented in the experimental rig is given below: 

1) A. is chosen as 25 S·I. 

2) a) Keqo is calculated as 0.0195. 

b) 4% ripple is found acceptable for the experimental system and oTe is calculated as 

0.04*Trated = 0.18136 Nm and then Ko is calculated as 0.065 which corresponds to 0.2Km• 

c) The inertia and the friction of the plant are assumed as 

and 

since m = 5, KI =Ke = 0.325 and l<eql = 0.0975. 

3) a) Mo and MI are chosen as 32 and 160 respectively. 
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Fig.5.24, 5.25 and 5.26 shows the experimental results of the controller designed above in 

comparison with the RLC method for J = In, J = 3Jn and J=5Jn (B = Bn for all cases) 

respectively. The RLC is designed for the nominal parameters with 4% maximum acceptable 

ripple and thus the control law of the RLC method is Uo. In this manner, the RLC design can be 

interpreted as the best possible or the most robust controller design using the RLC method for A. 

= 25s-1 with 4% torque ripple limitation. As seen in Fig.5.24, both Fuzzy MRRLC (FMRRLC) 

and RLC methods give identical responses to a 100rad/s step demand as expected because there 

is no error between Sand Sref (the plant has the nominal parameters). The robustness 

improvement of FMRRLC method can be seen in Fig.5.25 and 5.26 which are the parameter 

variations cases. 

Fig.5.27a and b show the speeds and the electrical torque demands in the case of an external 

step load torque (3Nm) for J = In and J = 5Jn (B = Bn for both cases). Once again, the robustness 

improvement of the FMRRLC method is seen in Fig.5.27. 

Fig.5.28 shows the experimental speed responses to a triangular speed demand (peak to peak 

±10rad/s) for both FMRRLC and RLC methods. Same controllers designed above are used, 

however, ~<Oref terms (see (5.41» are included in the control laws of both methods since <Oref is 

not a step demand anymore. In Fig.5.28a, the plant inertia is increased from I n to 5Jn at t = 

1.525s. It is seen that both control methods gives exactly same speed responses until t = 1.525s 

because the plant inertia has its nominal value until that time. However, when the inertia is 

increased to 5 times of the nominal inertia, the FMRRLC method shows better tracking 

performance as clearly seen in Fig.5.28b which is the shaded are of Fig.5.28a (zoomed) to have 

a better view. Fig 5.28c and d show the speed responses in the case of the external step load 

disturbances with the magnitudes 3N~ and -3Nm respectively applied at t = 0.775s. The better 

tracking performances of the proposed method are again seen in Fig.5.28c and d. 

Finally, the same controllers designed above are also tested for two non-linear loads emulated 

in the experimental rig. The first non-linear load is an speed dependent inertial load (see 

Section 3.6.2) which has the torque-speed equation as 

(5.71) 
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where Kj = 1*10-6 which is chosen so that the total effective inertia (In + Kjro2
) becomes 

approximately 4Jn when the speed reaches the steady state value of 100rad/s. Fig.5.29a shows 

the experimental speed responses and the electrical torque demands for both controllers, where 

the reference input is a step demand (100rad/s) .. 

The second non-linear load is a Watt governor which is explained in Section 3.6.5 and has the 

torque-speed equation as 

(5.72) 

where Jet = Jn + 2mi sin2 
() and Bet = Bn + 2mfH) sin(28) are the effective inertia and friction 

seen by the motor electrical torque. Fig.5.29b shows the speed responses and electrical torque 

demands for both controllers when a 50rad/s step reference input is applied. The parameters of 

the Watt governor are m = O.1kg, f = 0.15m and Bo = 0.15Nm (see Section 3.6.5 for details). 

The performance improvements of the FMRRLC over the RLC method can be seen in Fig.5.29 

for both non-linear loads. It should be remembered that both controllers are initially designed 

for the nominal values In and Bn to give exactly same response (see Fig.5.24) and then non­

linearity is introduced to compare the performances of the controllers. 
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Figure 5.24 Experimental results for J = In and B = Bn 

(a) Phase plane for RLC 

(b) Phase plane for FMRRLC 

(b) 

(c) Speed response and electrical torque demands for both RLC and FMRRLC 
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Figure 5.25 Experimental results for J = 3Jn and B = Bn 

(a) Phase plane for RLC 

(b) Phase plane for FMRRLC 
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(c) Speed response and electrical torque demands for both RLC and FMRRLC 
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Figure 5.26 Experimental results for J = 5Jn and B = Bn 

(a) Phase plane for RLC 

(b) Phase plane for FMRRLC 
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(c) Speed response and electrical torque demands for both RLC and FMRRLC 
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Figure 5.27 Experimental speed responses and electrical torque demands 

(A step load torque, 3 Nm, is applied at t = Is) 

(a) J = In and B = Bn 

(b) J = 5Jn and B = Bn 
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Figure S.28 Experimental speed responses to an triangular speed demand for the cases 

(a) The plant inertia is increased from In to 5Jn at t = 1.525 s (B = Bn) 

(b) Shaded area of Fig.5.28a (zoomed) 

(c) An extemal3Nm step load torque is applied at t = 0.775 s (J = Jm B = Bn) 

(d) An extemal-3Nm step load torque is applied at t = 0.775 s (J = In• B = Bn) 
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Figure 5.29 Experimental speed responses and electrical torque demands for non-linear loads 

(a) Speed dependent inertial load 

(b) Watt governor 

In this section, the experimental results obtained by using the proposed control method 

(FMRRLC) have been presented in comparison with the RLC method. The controller based on 

the RLC method was designed according to a practical noise criteria which basically restricts 

the controller gains. Since PI controllers are the most widely used controllers in the speed 

control applications, it may be meaningful to show the equivalence between a PI controller and 

a controller designed using the RLC method. This equivalence is derived under the assumption 

that the speed demand is a step function (i.e. dCOref = 0). Otherwise, such an equivalence can not 

be obtained since the control law of the RLC method will contain some dCOref terms which do 

not exist in a PI controller. If the transfer function of a PI controller is given by 

G (z) = llz) = k + zI; k. 
PI ( ) p 1 I ez z-

(5.73) 

where kp and ki are the proportional and the integral gain constants respectively, then the output 

of the PI controller can be written as 

(5.74) 

where 
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(5.75) 

and .1 operator is defined by (5.34). On the other hand, for the RLC design, the output of the 

integrator (see Fig.5.8) can be written as 

(5.76) 

By equating (5.74) to (5.76) and using (5.75) and (5.42), the PI controller gains can be 

expressed in terms of the RLC design parameters as 

kp = K +Keq 

k; = K}., 
(5.77) 

where K and I<eq are given by (5.43) and (5.44) respectively. Hence, in this manner, the 

controller designed using the RLC method becomes equivalent to a PI controller. However, it 

should be remembered that this equivalence is only valid when the COref is a step demand. 

5.7 Conclusions 

In this chapter, the Sliding Mode Control (SMC) strategy has been investigated with the 

purpose of developing a robust speed controller design procedure. For the speed control 

applications, a SMC design approach called Reaching Law Control (RLC) method was found 

more appropriate than the classical SMC with BL design technique. The digital implementation 

of the control strategy has been considered since it is more convenient for the practical 

applications. 

A new method called MRRLC has been developed in order to use in the robust control strategy. 

It has been seen that the robustness is restricted by the sys~em noise in the practical 

applications. This restriction appears as a limitation on the controller gains. A best possible 

RLC can be designed with the known gain limitation for a fixed A.. In this case, the fuzzy logic 

has been employed in the implementation of the MRRLC approach and a further improvement 

has been obtained over the RLC, method. A design procedure has been presented for the robust 

controller based on the MRRLC and the FLC approaches. The main aim in the design 

151 



Chapter 5 Robust Speed Controller Design using Sliding Mode and Fuzzy Logic Control 

procedure was to keep the controller design as simple and as algorithmic as possible in order to 

allow an easy practical implementation. 

It should be noted that the main objective of this chapter was to investigate the SMC approach 

for the speed control systems and to develop a robust controller design procedure based on the 

SMC and the FLC approaches. The optimisation of A was beyond the scope of this study. A 

further work can be done to optimise the whole controller performance. 
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Conclusions 

6.1 An Overview of the Project Results and Discussions 

The first objective of the project was to develop and implement a high performance 

dynamometer control strategy in order to provide desired linear and non-linear mechanical 

loads for the experimental validations of the motor drive control methods. The discrete time 

implementation of the conventional inverse model approach was analysed and it was shown 

that this method suffers from the stability and noise problems. It was noted that the system 

might be stabilised using a digital filter, but this would violate the dynamic structure of the 

desired mechanical load and thus the emulation would give totally erroneous results if used in a 

closed loop control system. Hence, a new dynamometer control strategy, based on speed 

tracking and torque feed-forward compensation, was developed and successfully implemented 

in the experimental system. The emulation was placed in a closed loop speed control system 

and the experimental results were compared with the corresponding ideal simulated results for 

the experimental validation of the dynamometer control strategy. The comparisons have shown 

very good agreements for a variety of linear and non-linear mechanical load models. 

The emulation bandwidth is basically limited by the inner current control loops and the system 

encoder resolution noise. The closed loop bandwidth of the current control loops was 

approximately 200Hz and thus this limits the emulation bandwidth to approximately 50Hz. This 

means that the emulation will be effective for closed loop speed bandwidth of, say, 25Hz. PI 

speed controllers have been evaluated experimentally with a closed loop natural frequency of 

lO-15Hz (noise and delay effects limit the closed loop speed bandwidths greater than 15Hz). 

Comparisons between the experimental and simulated systems have shown good agreement for 

this bandwidth. Therefore it can be assumed that the bandwidth of the emulation is much higher 

than 15Hz. 
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The emulation required the drive motor torque reference signal. This was not a restriction given 

the aim of this work to provide a test-bed for motor drive control strategies. If a torque reference 

signal is not available, it is recommended, where possible, that the motor drive voltages and 

currents be measured and fed to an electrical torque observer based on the model equations of the 

drive machine. It is felt that errors in the estimated torque would be less problematic than the 

discretization and noise effects arising from the inverse dynamics. 

It should be noted that in the previous dynamic load emulation studies [23-28], only simulation 

results of the continuous time systems have been presented. It is believed that this thesis and the 

papers [64-67] arising from this study are the only studies reporting such a high performance 

experimental load emulation results. 

The second objective of the project was to investigate the Fuzzy Logic Control (FLC) and the 

Sliding Mode Control (SMC) approaches in order to develop a simple, algorithmic and 

practical robust control design procedure for industrial drive control systems. The target was to 

combine the FLC and SMC methods in a common framework in order to use the advantages of 

both methods while keeping the complexity of the control structure as small as possible. 

Since the classical linear controllers are still the most widely used controllers in industrial drive 

control applications, the equivalence between fuzzy and classical linear controllers was first 

derived in order to establish a bridge between fuzzy and classical controller design approaches. 

It was also noted that the equivalence generates an automatic design procedure for Fuzzy 

Controllers (FCs) and helps to obtain fair comparisons between fuzzy and linear controllers. 

More importantly, it was shown that the equivalence can be used to design robust FCs for a 

class of non-linear deterministic systems. However, it was concluded that this design approach 

can not be directly used for non-deterministic systems since it requires information about the 

system non-linearity and parameter variations. For example, consider a speed drive control 

system with inertial and frictional variations (this is one of the most common problems in drive 

control applications). If the values of the inertia and friction are known accurately, a simple PI 

controller can be designed to control the system satisfactorily. However, in most cases, these 

parameters either are unknown, not measurable or change during the operation. For speed 

control systems, the usual inputs to the FC are the speed error and the change of error. 

Unfortunately, these input variables do not provide sufficient information about the inertia and 

friction 'variations to choose an appropriate control law. It should be noted that a FC can 

provide robust co~trol only if its decision making mechanism works properly. This means that 
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the inputs of the FC are very important since the decision, i.e. the control action, is taken 

according to the values of the input variables. Therefore, a method was required to provide an 

input variable which can be used in the decision making mechanism to take an appropriate 

control action in the case of parameter variations and external disturbances. For this reason, and 

due to the well known robust characteristics of the SMC approach, the robust investigation was 

moved to the area of the SMC and its variants. 

The Reaching Law Control (RLC) approach, which is a new SMC design technique, was 

investigated and found more appropriate than the classical SMC approach for the speed control 

applications in which the torque demand limitation is required. More importantly, in order to 

provide useful information about the system parameter variations and external disturbances, a 

reference switching function trajectory was derived using the reaching law designed for the 

nominal parameters of the system. This reference trajectory was compared with the real 

switching trajectory during the operation and the error was interpreted by the decision making 

system of the FC which changes the control actions appropriately in the case of parameter 

variations and disturbances. The noise problem (speed encoder resolutions) had to be taken into 

account in the design of the final controller in order to have a realistic controller for the 

practical systems. Finally, a simple and algorithmic robust controller design procedure based on 

the RLC and FLC approaches was given. The robustness of the proposed control approach was 

tested for a variety of linear and non-linear mechanical loads provided by the dynamometer. 

Good output responses were obtained for large parameter variations and external disturbances. 

In this study, the value of A (the slope of the switching line in the phase plane) was kept 

constant. This is because the main purpose of the robust control approach based on the SMC 

technique is to force the system to follow a constant switching line determined by A whatever 

the plant dynamics are. Therefore, the optimisation or changing the value of A during operation 

constitutes a further control problem which can form the basis of further work. 

6.2 Further Works 

The emulation of further mechanical load dynamics (e.g., resonant loads, backlash, etc.,) was 

beyond the scope of this study. However, if a compliant load is being emulated, then shaft position 

can be used as the tracking variable instead of speed and thus the emulation of vibrational loads 
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may be investigated. In this case, the speed tracking controller (see Chapter 3) may be a PD or P 

controller since there is already an integrator in the real dynamics (i.e., G(s) = 11 s(Js+ B». Of 

course, a new compensation transfer function should be derived using the same technique 

illustrated in Chapter 3. Naturally, the frequencies of emulated vibrations will be limited by the 

bandwidth of the tracking controller. 

As far as the robust control research is concerned, further work may be directed to the 

investigation of on-line tuning of the lv, K and Keq parameters. In other words, an adaptive 

control structure may be introduced to update these controller parameters using an error 

minimisation technique for the error between the reference and the real switching functions. 

Alternatively, in order not to increase the complexity of the control, one simple approach may 

be to investigate time varying sliding lines by analysing the state trajectories during a controlled 

degree of chattering. However, there will probably be a compromise between the maximum 

slope of the sliding line and the degree of allowable noise, and this is likely to make an 

algorithmic approach difficult. 

6.3 Publications 

The research carried out resulted in an IEEE journal paper [64], four conference papers [65-68] 

and a pending journal paper. 
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Dynamic Equations for Induction Machines 
and Field Oriented Control 

Field Oriented Control (FOC) or Vector Control effectively "transforms" the AC machine into 

a "DC machine equivalent" in which a torque producing and field producing current may be 

defined. Torque and flux can thus be independently controlled as in a DC machine. If we are to 

describe the alternating current as "DC", we should therefore describe the rotating flux as 

"stationary". A rotating quantity is only "stationary" in a rotating reference frame. We therefore 

choose a reference frame called synchronous frame which rotates at the excitation frequency IDe 

and hence write down the dynamic equations of the machine in the synchronous frame. The real 

and imaginary axis of the synchronous frame are denoted by the suffixes "d" and "q" 

respectively. The generalised d-q axis dynamic model of the induction motor in the 

synchronous rotating frame of reference is give below [1-3] : 

The symbols represent: 

Vsd, Vsq 

isd, isq 

d-q axis stator voltages, 

_ d-q axis stator currents, 

d-q axis rotor fluxes, 

stator and rotor resistance, 

(A.l) 

(A.2) 

(A.3) 

(AA) 
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Lso LR stator and rotor self inductance, 

M magnetising inductance, 

~ total leakage factor, 

roe stator angular frequency, 

COsl slip angular frequency. 

The torque equation of this system is 

(A.5) 

where p is the number of pole pairs. For field orientation, the d-axis of the rotating frame is 

aligned with the rotor flux so that </Jrq = 0, giving the field orientation equations 

(A.6) 

(A. 7) 

(A.8) 

(A.9) 

(A.IO) 

Usually, the rotor flux is written as 

(A. I I) 
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where imrd is the rotor flux magnetising or field current. Introducing the rotor time constant 

'CR = LR I RR and substituting (A.ll) in (A.8), (A.9) and (A. 10) yields 

dimrd . _ . 
'CR --+ lmrd - lsd 

dt 
(A. 12) 

(A. 13) 

(A.14) 

Equations (A.12)-(A.14) are the fundamental equations for vector control. Equation (A.12) is 

directly analogous to the field equation vf = Rfif + L/dif I dt) of a DC machine. Thus, isd is the 

steady-state field current and analogous to vf IRf. It is directly proportional to the rotor flux 

level in the induction machine. For this reason, isd is called "field component" of the stator 

current. The rotor flux magnetising current imrd is analogous to the DC motor field current if. 

Obviously, in steady-state isd = imrd. For 'normal' or 'constant torque' operation of the induction 

motor, </lrd is controlled constant and hence isd = imrd is controlled constant. In fact (A. 12) is only 

relevant in field weakening control. Equation (A.l4) corresponds to the torque equation 

Tdc = Kifia of the DC machine, where ia is the armature current of the DC machine. Thus, isq is 

the torque producing component of the stator current. 

For the implementation of vector control, the rotor flux angle Be (defining the position of the 

rotor flux vector in space) must be known at all times. The rotor flux angle can be obtained 

either directly or indirectly. In direct vector control, the rotor flux angle is either measured or 

derived via an rotor flux observer. An alternative and simpler approach is to employ a 

technique known as Indirect Vector Control where the rotor flux is not directly measured or 

derived .. This strategy imposes vector control in a feed-forward manner. It implicitly aligns the 

d-axis to the rotor flux vector, by controlling the slip angular velocity, according to (A.13), 

using the controller reference value of isq and </lrd rather than the actual machine values. It thus 

relies upon the precise control of the d and q axis currents using fast stator current controllers. 

A general scheme for such an indirect vector controller employs two quadrature current 
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controllers for isd and isq and controls the inverter frequency according to (A.13). The controller 

imposes a rotor flux angle Oe which is implicitly aligned to the d-axis such that 

(A. 15) 

(A. 16) 

where Or is the absolute position of the rotor. The torque current reference is derived from the 

speed controller, whereas the flux current reference under base speed is maintained constant at 

just under saturation level. The general schematic for the indirect vector control, often called 

Indirect Rotor Flux Orientation (IRFO), algorithm employed is illustrated in Fig.A.l, where ,*, 

refers to the reference values. 

COref 

ro 

d/dt 

0\0*----1 
. * lsq 

. * lsq + 

Figure A.I Speed control of an induction machine using IRFO method 
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The instantaneous rotor flux position Oe is defined at any instant by (AI5), where Or is the 

measured rotor position and 8.d is the slip angle demand. The rotor flux angle is then used to 

transform the instantaneous measured line currents to the field oriented frame of reference, 

using a 3-2 phase transformation (demodulation) as follows: 

(A.17a) 

(A.l7b) 

(A.l7c) 

(AI7d) 

The absolute values of these transformed currents reflect the phase rms quantities in the motor 

and are consistent with the torque equation used. This transformation is abbreviated for the 

schematic diagram by use of the equivalent complex operator e-j8 
•• The corresponding 

modulation routines (i.e. transformation of d and q axis values to instantaneous stator reference 

values) are represented by the complex operator e j8
• and give by 

• 0 •. 0 vsa = vsd cos e - V,\'q SIn e (AISa) 

• . 0 • 0 vs{3 = V"d sm e + Vsq cos e (A.lSb) 

(AISc) 

(AISd) 

(A.l8e) 

The precise control of the stator currents is achieved using current feedback to provide closed­

loop control of d and q axis currents, and is based on the stator dynamic equations (A6) and 

(A7). The current controllers are designed on the basis of the following equations: 

(A19) 

1.61 



Appendix-A 

(A.20) 

which are derived from (A.6) and (A.7) respectively (assuming isd = imrd). It can be seen that the 

right hand side of (A.19) and (A.20) constitute additional coupling terms which must be 

compensated for at the output of each current controller (see Fig.A.l). 

The three-phase voltage demands are derived using (A.18a)-(A.18e). These are then used to 

produce PWM signals for the inverter (see Chapter 2). 
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