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Abstract

We propose a new type of state sum model for two-dimensional sur-

faces that takes into account topology and spin. The definition used

– new to the literature – provides a rich class of extended models

called spin models. Both examples and general properties are stud-

ied. Most prominently, we find this type of model can depend on a

surface spin structure through parity alone and we explore explicit

cases that feature this behaviour.

Further directions for the two dimensional world are analysed: we

introduce a source of new information – defects – and show how they

can enlarge the class of spin models available.
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Introduction

1.1 What is a state sum model?

The two-dimensional world is one of simplicity – or so our physical intuition would

tell us. General relativity’s independence of space-time coordinates indicates that

in these worlds there are no local degrees of freedom. Gravity can therefore be

dealt with exactly and the manifold theories that model it find validation here,

from dynamical triangulations [1] to loop quantum gravity [2].

The traditional approaches leave out one important physical notion – spin.

The main motivation behind this thesis is mending this oversight. Our starting

point are topological theories – the mathematical construction that encodes the

essence of a theory that does not depend on local properties. Nonetheless, before

introducing this concept we will first understand how it can be seen as naturally

arising from what are known as ‘state sum models’. Throughout it is assumed

the reader is familiar with linear algebra, tensor calculus on vector spaces and the

fundamentals of differential geometry to the standard of references [3] and [4].

We treat continuous space-time as a limit. We start therefore not from a de-

scription that relies on smooth manifolds but from something more rudimentary:

a simplex. Intuitively, we can see simplices as the building blocks of polyhe-

dra: a collection of vertices, edges and triangles assembled together to form a

hollow three-dimensional object which might possess holes and boundaries. The

space thus obtained (a polyhedron) is a special kind of topological manifold, a

piecewise-linear manifold.
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1. INTRODUCTION

Definition 1.1. Let X be a topological manifold. If there exists a polyhedron T

and a homeomorphism f : T → X then X is said to be a piecewise-linear manifold

and the pair (T, f) or simply T is called a triangulation of X.

As the number of components of the triangulation grows the ‘smoother’ it

will appear – in this sense we will naively regard the continuous as the limit

when the triangulation becomes ever finer. In other words, the limit when a

piecewise-linear manifold approaches smoothness. The interpretation one gives

to a theory developed on a triangulation can be of fundamental or technical

value. On one hand, we can regard the existence of a continuous world as an

idealisation: discreteness should be recovered at a certain scale for which the

current primordial candidate is the Planck scale. On the other, the presence of

this kind of ‘lattice’ can be regarded as an instrument which allows us to simplify

the theory but must not be regarded as exact.

To avoid convergence issues we assume the number of vertices v, edges e and

triangles t in the triangulation to be finite – this means its manifold counterpart

is compact.

Definition 1.2. Let k be a field. A state sum model on a triangulation T consists

of: one, assignments v 7→ A(v), e 7→ A(e) and t 7→ A(t) where the numbers

A(v), A(e), A(t) ∈ k are referred to as amplitudes; and two, an evaluation map

Z(T ) =
∑
v∈T

∑
e∈T

∑
t∈T

A(v)A(e)A(t) (1.1)

referred to as the partition function.

Given the generality of the formulation above it is perhaps not surprising for

a number of theories to fall under this classification – remarkably, discretised

versions of gauge theory [5]. We are, however, interested in a particular class of

these models: those which do not depend on the choice of triangulation. By this

we mean Z(T ) and Z(T ′) must match if the piecewise-linear manifolds associated

with T and T ′ can be regarded as the same, which is to say there is a homeomor-

phism between those spaces. We thus circumvent having to make a philosophical

choice on how to interpret a triangulation: we work with a discrete structure but

the model is overall independent of such a choice.
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1.2 Spin geometry

We are interested in a construction that is invariant under the action of home-

omorphisms, known as topological, because of their relation to the concept of

‘general covariance’. You will have noticed thus far there has been no mention of

a metric – precisely, a theory that is said to be topological is defined on a manifold

(up to homeomorphism) without a metric structure present and all amplitudes

one calculates will be topological invariants. On the other hand, a quantum field

theory where no a priori choice of metric is made is said to be generally covariant.

However, any observables in such a theory will be necessarily only dependent on

the topology of the manifold as well. We can therefore regard generally-covariant

theories as topological theories and the relation is in fact reciprocal [6]. The gen-

eral covariance principle of gravity is therefore the motivation behind studying

topological theories.

Chapter §2 is dedicated to the revision of two major contributions to this

area [7][8] – it is a more detailed introduction to the models this thesis tries to

generalise. The formalism used in §2 is re-imagined and expanded in chapter §3.

1.2 Spin geometry

Now that we know what a state sum model is we must discuss what information

is to be encoded through the amplitudes A. In classical discrete gauge theory

these assignments would represent information from a principle G-bundle, where

G is a Lie group [5]. In such theories the amplitudes are used to encode geomet-

rical information not accessible merely through a triangulation, since it merely

possesses information about the topology of the piecewise-linear manifold we re-

gard as our space-time. Chapter §4 is dedicated to extending this principle to a

different type of extrinsic data: spin.

First, however, we must understand what is meant by such an elusive concept

as ‘spin information’. A concept that would immediately come to mind on a

physical scenario is that of a fermion: a Grassmann-valued field which is acted

on by a special type of group, the double cover of SO(n) (where n is typically

the space-time dimension). Perhaps the most intuitive way of using amplitudes

to encode spin is therefore to present a discretised version of a fermion field on

a triangulation. Such an attempt can be found in the works of Hamber [9],

3



1. INTRODUCTION

Fairbairn [10], and Barrett, Kerr and Louko [11]. However, with the exception

of one-dimensional models the introduction of this fermion field comes at a high

price: in all known examples topological invariance is lost.

To address this issue we have abandoned the idea of a fermion as the fun-

damental concept to use. We have instead directed our attention to something

more primitive: a spin structure. Intuitively, we would see this structure as a

pre-requisite: it must exist if a theory based on fermions is to be possible. This

statement is made more precise through the following definition [12] and by re-

calling that a fermion field can be seen as a section of a spin bundle [3].

Definition 1.3. Let M be an oriented n-dimensional Riemannian manifold, and

let PSO → M be the principal SO(n)-bundle associated to its tangent bundle. A

spin structure on M is a principal Spin(n)-bundle P →M together with a 2-fold

covering map P → PSO which restricts to the covering map Spin(n) → SO(n)

on each fiber.

In chapter §4 we describe how the presence of a spin structure can be used

to inform the amplitudes of a state sum model – a definition of spin structure

equivalent to 1.3 but more tailored to the topological setting will be used. We

show that the amount of spin information obtained in this manner is restricted:

for example, the 22g inequivalent spin structures a Riemann surface of genus g

can be equipped with fall into one of two categories and only those categories

can be distinguished by our model. This work is based on the paper [13] co-

authored with John Barrett that has been accepted for publication by the journal

Communications in Mathematical Physics.

Chapters §5 and §6 pave the way to merging the formalism of spin models

with that of ‘defects’ – extra sources of information. It is shown through simple

examples how more spin structure information can be extracted in the presence

of such new data. Finally, future directions of research are analysed through the

final remarks of chapter §7.
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2

Pure state sum models

2.1 Naive state sum models

This section reviews the construction of state sum models according to the work

of Fukuma, Hosono and Kawai [7], with the calculation of examples. These

state sum models are called naive state sum models to distinguish them from the

generalisation to diagrammatic ones in §3.

The idea of a state sum model is to calculate an amplitude for a given trian-

gulated manifold, possibly with a boundary. To simplify the description of the

model, triangulations of the manifold are allowed to be degenerate: two simplices

can intersect in more than one face. Degenerate triangulations are a particular

case of a more general construction of complexes – cell decompositions – that are

commonly used in the description of state sum models [5].

The amplitudes are numbers in a field k, for which the main examples of

interest here are k = R or C. A surface Σ is a two-dimensional compact manifold,

orientable but not necessarily closed. The surfaces are triangulated, and since

they are compact, the number of vertices, edges and triangles is finite. The

orientation of Σ induces an orientation on each triangle. This means a triangle

has a specified cyclic order of its vertices and these orientations are coherent as

to preserve the overall orientation of the surface (see figure 2.1a). Two triangles

which share an edge in the triangulation are referred to as ‘glued’ through that

edge.
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2. PURE STATE SUM MODELS

(a) A patch of a triangulated surface.
Each triangle inherits the orientation in-
duced by the overall orientation of the
surface.

...

= =

= =

=

=

=

= ==

Cabc

a

bc

(b) Associating amplitudes with trian-
gles. Each edge on a triangle is associ-
ated with one of a finite set of states S.
The amplitude for this oriented triangle
is Cabc.

Figure 2.1: Constructing a state sum model

A naive state sum model on an oriented triangulated surface Σ has a set of

amplitudes for each vertex, edge and triangle. These are glued together using a

superposition of all states to give an overall amplitude to Σ.

Each edge on a triangle is associated with one of a finite set of states S and

the amplitude for the oriented triangle with edge states a, b, c ∈ S is Cabc ∈ k, as

shown in figure 2.1b. These amplitudes are required to satisfy invariance under

rotations,

Cabc = Cbca = Ccab, (2.1)

which is to say they must respect the cyclic symmetry of an oriented triangle. If

the orientation is reversed then the amplitude is Cbac and therefore not necessarily

equal to Cabc.

The triangles are glued together using a matrix Bab associated to each edge

of the triangulation not on its boundary (an interior edge). Since the formalism

for naive state sum models does not distinguish the two triangles meeting at the

edge then one must require symmetry,

Bab = Bba. (2.2)

Note that this condition is relaxed in §3, together with a modification of the cyclic

6



2.1 Naive state sum models

a
b

c

d

e

f b
a

e

f

c

d
=

(a) Symmetry. The symmetry relation
Bab = Bba implies that the left- and
right-hand sides of the equation above
are equal, i.e., the amplitude for the two
triangles glued together is invariant un-
der a rotation by π.

c

a

b

c d
d′ b

f
f ′

e′
e

a

=

(b) A triangulation of the disk. The par-
tition function Zabc is constructed from
the constants C associated to each trian-
gle and matrices Bab associated to each
interior edge.

Figure 2.2: Constructing partition functions

symmetry (2.1).

Finally, each interior vertex has amplitude R ∈ k. This is a slight generalisa-

tion of the formalism presented in [7], where R = 1k was assumed.

All the data needed to calculate the amplitude of a surface is now defined.

Each edge in each triangle has a variable a ∈ S. For a given value of each

of these variables, the amplitude of a triangle t is A(t) = Cabc (with a, b, c the

three variables on the three edges), and likewise the amplitude of an edge e is

A(e) = Bab. The amplitude of the surface is called the partition function and is

given by the formula that involves summing over the states on all interior edges,

Z(boundary states) = RV
∑

interior states

( ∏
triangles t

A(t)
∏

interior edges e

A(e)

)
, (2.3)

with V the number of interior vertices. For example, the amplitude of the trian-

gulated disk of figure 2.2b is

Zabc = RCe′dcCaf ′eCfbd′ B
dd′Bee′Bff ′ , (2.4)

using the Einstein summation convention for each paired index (a convention

we will adopt from now on). The resulting partition function depends on the

boundary data a, b, c, which are not summed.

The formalism can be interpreted in terms of linear algebra. The states a ∈ S

7



2. PURE STATE SUM MODELS

correspond to basis elements ea of a vector space A. The amplitude Cabc is the

value of a trilinear form C : A×A×A→ k on basis elements, C(ea, eb, ec) = Cabc.

The form C can also be viewed as a linear map on the tensor product,

C : A⊗ A⊗ A→ k. (2.5)

On the other hand, B can be viewed as a bilinear form on A∗, the algebraic dual

of A: B : A∗ × A∗ → k, with matrix elements Bab = B(ea, eb), using the dual

basis elements ea. Equivalently we can write

B = ea ⊗ ebBab ∈ A⊗ A. (2.6)

This linear algebra perspective means it is possible to regard state sum models

as isomorphic if they are related by a change of basis; this is used henceforth.

The bilinear form B can be used to ‘raise indices’ – it is combined with C to

create an A⊗ A→ A map. Thus, using the definition Cab
c = CabdB

dc there is a

multiplication map m : A⊗ A→ A with components

m(ea ⊗ eb) = Cab
c ec. (2.7)

The notations m(ea ⊗ eb) = ea · eb will be used interchangeably. The state sum

model data can also be used to determine a distinguished element of A,

m(B) = ea · ebBab. (2.8)

Throughout it is assumed the data for the state sum model are non-degenerate:

R 6= 0, B(·, a) = 0 ⇒ a = 0 and C(·, ·, a) = 0 ⇒ a = 0. This means B has an

inverse B−1 = Bab e
a ⊗ eb ∈ A∗ ⊗ A∗. This is defined by

BacB
cb = δba. (2.9)

This determines a bilinear form on A with components B−1(ea, eb) = Bab and can

be used to lower indices. Note that this discussion of the formalism in terms of

linear algebra does not depend on the symmetry of B, and these definitions will

also be used in later sections where the symmetry of B is dropped.
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2.1 Naive state sum models

a

b

c

d
a

b

c

d

=

(a) Pachner move 2-2.

a a

b b

c c=

(b) Pachner move 1-3.

Figure 2.3: Topological moves

A topological state sum is one for which the partition function of a surface is

independent of the triangulation. This is made precise by the following definition.

Definition 2.1. A state sum model is said to be topological if Z(Σ) = Z(Σ′)

whenever Σ and Σ′ are two closed oriented triangulated surfaces on which the state

sum model is defined and there is a piecewise-linear homeomorphism f : Σ → Σ′

that preserves the orientation.

Any two triangulations of a surface are connected by a sequence of the two

Pachner moves, shown in figures 2.3a and 2.3b, or their inverses. For a closed

manifold this result is proved in [14, 15]. In fact this result can be extended to a

manifold with boundary [16], but this result is not used here. Thus it is sufficient

to check for each Pachner move that the partition functions for the disk on the

two sides of the move are equal.

In the case of topological state sum models there is a connection between the

vector space A and a Frobenius algebra. Recall that the dimension of an algebra

is the dimension of its underlying vector space. A Frobenius algebra is a finite-

dimensional associative algebra A with unit 1 ∈ A and a linear map ε : A → k

that determines a non-degenerate bilinear form ε ◦ m on A. The linear map ε

is called the Frobenius form. A Frobenius algebra is called symmetric if ε ◦ m
is a symmetric bilinear form. Let B ∈ A ⊗ A be the inverse of B−1 = ε ◦ m
according to (2.9). Then the Frobenius algebra is called special if m(B) is a

non-zero multiple of the identity element.

A naive state sum model that obeys the Pachner moves is the type of model

discussed by Fukuma, Hosono and Kawai, and so these are called FHK state sum

models. The following result is a more precisely-stated version of their result in

[7].

9



2. PURE STATE SUM MODELS

Theorem 2.2. Non-degenerate naive state sum model data determine an FHK

state sum model if and only if the multiplication map m, the bilinear form B

and the distinguished element m(B) determine on A the structure of a symmetric

special Frobenius algebra with identity element 1 = R.m(B).

Proof. The proof begins by showing that the data determine a symmetric Frobe-

nius algebra. The first Pachner move, shown in figure 2.3a, can be written

Cab
eCecd = Cbc

eCaed (2.10)

and is equivalent to associativity of the multiplication. To see this note that using

the notation (2.7) of a multiplication, (ea · eb) · ec = Cab
eCec

f ef and ea · (eb · ec) =

Cbc
eCae

f ef ; hence, the identity (2.10) is B−1(ea ·(eb ·ec), ed) = B−1((ea ·eb)·ec, ed).
Since the bilinear form B−1 is non-degenerate this is equivalent to having an

associative multiplication m. A linear functional can be defined by setting ε(x) =

B−1(x, 1). The cyclic symmetry (2.1) implies that B−1(x·y, z) = B−1(x, y·z) and

so ε(x · y) = B−1(x · y, 1) = B−1(x, y), which is non-degenerate and symmetric.

The move in figure 2.3b requires the partition function of the disk (2.4) to

equal Cabc. This is equivalent to

Cab
c = RCed

cCaf ′
eCfb

dBff ′

= RCf ′d
hCah

cCfb
dBff ′ (2.11)

using associativity. For non-degenerate C, and rewriting Cab
c = Cah

cδhb , this is

equivalent to

δhb = RCf ′d
hCfb

dBff ′

= RCf ′f
dCdb

hBff ′ . (2.12)

Recognising that m(B) = Bff ′Cf ′f
d ed, expression (2.12) implies that R.m(B)

must be the unit element for multiplication, and hence A is an algebra; it is

therefore a symmetric special Frobenius algebra. It is worth noting that the non-

degeneracy of C is necessary here, as without it the algebra need not even be

unital.

Conversely, given a symmetric Frobenius algebra with linear functional ε, this

10



2.1 Naive state sum models

defines a non-degenerate and symmetric bilinear form B−1 = ε◦m with property

(2.1). The fact that the algebra is unital implies that C is non-degenerate. Finally,

associativity and the property R.m(B) = 1 guarantee the Pachner moves are

satisfied, meaning the state sum model created is an FHK model.

For the cases k = R or C of interest in this paper the Frobenius algebras,

and hence the state sum models, are easily classified. The results for the sym-

metric Frobenius algebras in this section are stated here, with the proof of the

classification given in a more general context in theorem 3.5 of §3.

Let Mn(C) denote the algebra of n× n matrices over C. An FHK state sum

model over the field C is isomorphic, by a change of basis, to one in which the

algebra is a direct sum of matrix algebras,

A =
N⊕
i=1

Mni(C). (2.13)

The Frobenius form on an element a = ⊕iai is defined using the matrix trace on

each factor:

ε(a) = R
N∑
i=1

ni Tr(ai). (2.14)

For the real case, the classification uses the division rings R, C and H (the

quaternions) regarded as algebras over R; these are denoted R, CR and HR, and

the dimension of the division ring D as an R-algebra is denoted |D|; thus |R| = 1,

|CR| = 2, |HR| = 4. The imaginary unit in C is denoted ı̂ and the corresponding

units for the quaternions ı̂, ̂ and k̂. The real part of a quaternion is defined as

Re(t+xı̂+ ŷ+ zk̂) = t and the conjugate by t+ xı̂+ ŷ+ zk̂ = t−xı̂− ŷ− zk̂.

By abuse of notation we use Re(w) and w to denote the real part and conjugate

of a complex number w as well. The n×n matrices with entries in D are denoted

Mn(D) and are algebras over R.

An FHK state sum model over the field R is isomorphic by a change of basis

11



2. PURE STATE SUM MODELS

to one in which

A =
N⊕
i=1

Mni(Di), with Di = R,CR, or HR. (2.15)

The Frobenius form is defined by

ε(a) = R

N∑
i=1

|Di|ni Re Tr(ai). (2.16)

The fact that these formulas do determine Frobenius algebras is proved here.

Lemma 2.3. The equations (2.14) and (2.16) determine symmetric Frobenius

forms such that R.m(B) = 1.

Proof. That (2.14) determines a symmetric Frobenius form follows from the fact

that Tr(xy) is a non-degenerate symmetric bilinear form on Mn(C) 3 x, y. (For

the sake of simplicity, matrix algebra multiplication is denoted m(x, y) = xy.) For

(2.16) there are three separate cases to handle: Mn(D) for D = R, CR and HR.

The bilinear form Re Tr(xy) reduces to Tr(xy) in the first case and this is non-

degenerate on Mn(R). In the D = CR case, if Re Tr(xy) = 0 and Re Tr(x(̂ıy)) = 0

then Tr(xy) = 0. So Re Tr(xy) = 0 for all y ∈ Mn(CR) implies that x = 0. Thus

Re Tr(xy) is a non-degenerate form. Finally, a similar proof works for D = HR.

In all these cases the bilinear form determined by Re Tr is symmetric.

Let k = C. A basis for (2.13) is given by elementary matrices {eilm}
i=1,N
l,m=1,ni

satisfying (eilm)rs = δlrδms. Then

B =
1k
R

∑
i,lm

1k
ni
eilm ⊗ eiml, (2.17)

as can be verified by applying identity (2.9) to the above expression and using

equation (2.14). Let 1 = ⊕i1i; noticing
∑

lm e
i
lme

i
ml = ni1i, it is straightforward

to conclude that m(B) = R−11.

Suppose now that k = R and let A be as in (2.15). Choose as a basis for the

i-th component of A either {eilm}, {eilm, ı̂ eilm} or {eilm, ı̂ eilm, ̂ eilm, k̂ eilm} according

to Di = R, CR or HR, respectively. The element B associated with (2.16) will

12



2.1 Naive state sum models

then take the form

B =
1k
R

∑
i,lm

∑
wi

1k
|Di|ni

wi e
i
lm ⊗R wi e

i
ml, wi =


1 (Di = R)

1, ı̂ (Di = CR)

1, ı̂, ̂, k̂ (Di = HR)

. (2.18)

Since the product wiwi = 1 for all i then
∑

lm,wi
wi e

i
lmwi e

i
ml = ni|Di|1i. The

identity m(B) = R−11 is therefore satisfied.

The partition function for a surface can now be calculated for these examples.

Let Σg denote an oriented surface of genus g. Gluing two triangles together gives

the partition function (2.10) of the disk with four boundary edges labelled with

states a, b, c, d which is equal to ε(ea · eb · ec · ed). Gluing these boundary edges to

make the sphere Σ0 by identifying the states a, d and b, c results in the partition

function

Z(Σ0) = R3 ε(ea · eb · ec · ed)BadBbc = Rε(1). (2.19)

Gluing opposite edges results in the torus

Z(Σ1) = Rε(ea · eb · ec · ed)BacBbd = Rε(z), (2.20)

with z = ea · eb · ec · edBacBbd. The surface Σg for g > 0 can be constructed

from a disk with 4g boundary edges as presented in figure 2.4. This results in the

partition function

Z(Σg) = Rε (zg) (2.21)

valid for all g. Although a specific orientation was picked when constructing

expression (2.21) the result is actually independent of orientation. Such a sym-

metry of the partition function is to be expected as it is easy to show orientation-

reversing homeomorphisms exist for closed surfaces. Alternatively, this invariance

can be proved directly through the partition function. For example, for the torus

the two possible partition functions corresponding to two different orientations are

given by expression (2.20) and Z ′(Σ1) = Rε(ed · ec · eb · ea)BacBbd. By relabelling

13



2. PURE STATE SUM MODELS

...

a

b

c

d

Figure 2.4: Building a genus g surface. Σg is constructed from a disk with 4g
boundary edges (internal edges are omitted). Edges are identified following the
pattern shown on the right: a ↔ c, b ↔ d. On the left, it can be seen how the
glued edges give rise to curves on the surface.

(d, c, b, a)→ (a, b, c, d) and using the bilinear form symmetry it is established the

two invariants are indeed equal.

The classification of FHK state sum models gives an explicit expression for

Z(Σg). This is based on the following calculations for the partition function in

the case of simple algebras. For A = Mn(C), choose as a basis the elementary

matrices {elm}l,m=1,n. Then for a Frobenius form (2.14) the element z is given by

z = R−2n−2
∑

lm,rs elmersemlesr = R−2n−21. This gives the partition function

Z(Σg,Mn(C)) = R2−2gn2−2g, (2.22)

a result also found in [17]. The same conclusion holds for Mn(R), now with

R ∈ R. For the case of Mn(CR), the element z again takes the form z = R−2n−21

but it produces a new partition function

Z(Σg,Mn(CR)) = 2R2−2gn2−2g (2.23)

due to the extra factor of |CR| = 2 present in the Frobenius form (2.16). Further

details of this calculation are explained in the more general example 4.17.

Finally, for Mn(HR) it can be shown that z = 4−1R−2n−21. Full details can

be found in example 4.17. The partition function reads

Z(Σg,Mn(HR)) = 22−2gR2−2gn2−2g. (2.24)
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2.1 Naive state sum models

Given the information gathered above, the most general form of an invariant from

a symmetric Frobenius algebra can be stated.

Theorem 2.4. Let A be a symmetric special Frobenius algebra over the field

k = C or R, as in theorem 2.2. The topological invariant Z(Σg) constructed from

A and an orientable surface Σg is

Z(Σg) = R2−2g

N∑
i=1

n2−2g
i if k = C, or (2.25)

Z(Σg) = R2−2g

N∑
i=1

f(i, g)n2−2g
i , f(i, g) =


1 (Di = R)

2 (Di = CR)

22−2g (Di = HR)

if k = R. (2.26)

Another example of a Frobenius algebra is given by the complex group algebra.

Recall an algebra can be built from any finite group H by taking formal linear

combinations of the group elements. This algebra, denoted CH, is isomorphic to

the algebra of H-valued complex functions which has elements f =
∑

h∈H f(h)h,

f(h) ∈ C and product defined according to

(f · f ′)(h) =
∑
l∈H

f(l)f ′(l−1h). (2.27)

A Frobenius form is ε(f) = Rf(1). This form is the unique symmetric special

Frobenius form such that R.m(B) = 1. The Peter-Weyl decomposition [18] gives

an isomorphism with a complex matrix algebra satisfying the conditions of the-

orem 2.2. The general form of the invariant associated with the group algebra is

therefore

Z(Σg) = R2−2g
∑
i∈I

(dim i)2−2g, (2.28)

where each i labels an irreducible group representation, a result that is given for

a Lie group in [19]. Expression (2.28) agrees with the results of [7] when R = 1k.

15



2. PURE STATE SUM MODELS

2.2 Unoriented state sum models

In this section we will provide a particular extension of the state sum model

construction that allows us to create partition functions not only for oriented

surfaces but also for non-orientable ones. Within this section alone, a surface Σ

is not required to be orientable.

The key idea is understanding the role played by orientation in the origi-

nal models and therefore grasp how relaxing that condition might be possible.

This generalisation was first studied by Karimipour and Mostafazadeh [8] who

extended the work of Fukuma, Hosono and Kawai to all surfaces.

Let us recall that a naive state sum model – not necessarily topological – was

built from the association of an amplitude to each triangle, edge and vertex. In

particular, a map C : A⊗ A⊗ A → k is to be associated with a triangle, a map

B : A∗ ⊗ A∗ → k with each pair of identified edges and a constant R ∈ k with

every vertex. Explicitly or implicitly in the construction, the existence of a global

orientation for the surface is reflected in the properties of B and C.

The global orientation induces an orientation in each triangle and every trian-

gle is equipped in this way with the same orientation; the induced orientation on

each triangle is used to determine the cyclic symmetry of C. Moreover, this also

means B is always associated to identified edges that belong to triangles with the

same orientation. Finally, for surfaces with boundaries, the global orientation

induces an orientation on the boundary.

We will relax the need for a global orientation through the following definition.

Definition 2.5. Let T be a triangulation of a not necessarily orientable surface.

T is called semi-oriented if each of its triangles and each of its boundaries comes

equipped with an orientation.

We will construct unoriented state sum models using semi-oriented triangula-

tions. We assume each triangle t is still to be associated with the map C; however,

the cyclic symmetry of C is now determined by the orientation of t which varies

from triangle to triangle. As illustrated in figure 2.5, each pair of identified edges

that belong to triangles with the same orientation will continue to be associated

16



2.2 Unoriented state sum models

a

b

c

d

e
f CabeCdcfS

ef
a

b

c

d

e
f CbaeCcdfS

ef

Figure 2.5: Matrix Sab. The existence of triangles with different orientations
gives rise to the inclusion of a new matrix, Sab, on the model.

with the map B; however, to a pair of identified edges that belongs to triangles

with opposite orientations we will associate a new map,

S : A∗ ⊗ A∗ → k. (2.29)

This map associates basis elements ea, eb ∈ A∗ with the matrix element Sab. The

order of labels (as for Bab) is assumed not to matter:

Sab = Sba. (2.30)

The contraction Sa
b ≡ BacS

cb can be used to define a new linear map ea 7→ Sa
beb

that we shall denote as ∗ : A→ A.

Finally, we introduce a new consistency condition for the boundaries of the

triangulated surface. Suppose t is a triangle adjacent to a boundary ∂. Let

the adjacent edges of t and ∂ be labeled by a and b respectively. We say the

orientations of ∂ and t are compatible if the orientations induced by t and ∂ on

the adjacent edges are opposite. If the orientations of t and ∂ are compatible we

include a Bab factor in the model; otherwise, we must include the factor Sab.

The partition function of an unoriented state sum model is still described by

equation (2.3) as the triangle edges adjacent to a boundary are considered to be

interior ones. Nevertheless, we should note that edge amplitudes A(e) can now

read either A(e) = Bab or A(e) = Sab.

The notion of an unoriented state sum model which is topological is now made

precise.

Definition 2.6. An unoriented state sum model is said to be topological if Z(Σ) =

Z(Σ′) whenever Σ and Σ′ are two triangulated not necessarily orientable surfaces

17



2. PURE STATE SUM MODELS

a b CcdaB
ab

c

d

a b CdcaS
ab

c

d

Figure 2.6: Boundary rules. According to definition 2.5 any boundary ∂ on a
semi-oriented triangulation comes with an orientation. Let t be an internal triangle
adjacent to ∂. If the orientations of ∂ and t are compatible they are identified using
Bab; otherwise, Sab must be used.

on which the model is defined and there is a piecewise-linear homeomorphism

f : Σ→ Σ′.

Lickorish [15] gives us an equivalence between homeomorphic piecewise-linear

manifolds with boundary and invariance under Pachner moves – an equivalence

that does not involve the notion of orientation.

A naive state sum model together with a map ∗ that satisfy Pachner moves is

exactly the type discussed by Karimipour and Mostafazadeh [8]. Therefore, this

type of model will be known as a KM model. Note that if M is orientable and

all local orientations of triangles are chosen to be the same, a KM model must

reduce to an FHK model. Therefore, KM models are necessarily FHK models if

the map ∗ is disregarded.

KM models are FHK models with one extra structure: an involution map

∗ : A → A. For our purposes, an involution denotes a k-linear map which is

an anti-homomorphism, (a · b)∗ = b∗ · a∗, squares to the identity, ∗∗ = id, and

preserves the algebra unit, 1 = 1∗. The following is the analogous of theorem

2.2 for unoriented surfaces, a result that first appeared in [8] for the case of

real algebras. Note that in what follows we need not assume the matrix Sab is

invertible.

Theorem 2.7. FHK state sum model data together with a linear map ∗ : A→ A

determine a KM model if and only if ∗ is an algebra involution and ε ◦ ∗ = ε.

Proof. It will be sufficient to be concerned with moves involving triangles with

incompatible orientations, as the remaining are satisfied by requiring the data to

determine an FHK model.

First, note one can only compare regions of the triangulation which share

the same boundary: this means both the algebraic data and induced orientation

18



2.2 Unoriented state sum models
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Figure 2.7: Orientation reversal. Invariance under Pachner moves has already
been established since any KM model gives rise to an FHK model. One needs
only establish that partition functions are invariant under orientation reversal of
internal triangles.

of each boundary edge must match. Second, recall the assumption that a KM

model must be independent of internal choices of orientation. This is enough

to guarantee that the partition functions of the two triangulations depicted in

figure 2.7a must match. Algebraically, this means

CabgCcdkCefhCk′g′h′S
gg′Shh

′
Bkk′ = CabgCcdkCefhCk′h′g′B

gg′Bhh′Skk
′

⇔ Ck′g′h′S
gg′Shh

′
Bkk′ = Ck′h′g′B

gg′Bhh′Skk
′

(2.31)

where the equivalence is guaranteed by the non-degeneracy of C. Using the

bilinear form to raise and lower indices and the cyclic symmetry of Cabc we can

manipulate this identity to a particularly suitable form:

Sg
g′Sh

h′Cg′h′
k = Chg

k′Sk′
k. (2.32)

Note that (eg)
∗ · (eh)∗ = Sg

g′Sh
h′Cg′h′

kek and (eh · eg)∗ = Chg
k′Sk′

kek according

to the definition of ∗. Linear independence therefore guarantees that (2.32) is

equivalent to (eg)
∗ · (eh)∗ = (eh ·eg)∗, which must be valid for every basis element.

Note this identity also automatically guarantees that 1∗ = 1: the relation e∗h =

(1 · eh)∗ = 1∗ · e∗h holds and an algebra unit must be unique. Therefore, if the

relation depicted in figure 2.7a is to be satisfied, the map ∗ : A→ A must be an

algebra anti-homomorphism.

The partition functions associated with the triangulations depicted in fig-

ure 2.7b must also match. This means, again using the non-degeneracy of C,
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2. PURE STATE SUM MODELS

that the identity

Ck′g′h′S
gg′Shh

′
Skk

′
= Ck′h′g′B

gg′Bhh′Bkk′ (2.33)

must hold. By contracting both sides with BbhBck and using the symmetries of

both C and Sab one obtains

Sb
h′Sc

k′Ch′k′
g′Sg′

g = Ccb
g. (2.34)

One straightforwardly recognises the relation between the right hand-side of this

relation and the product ec · eb = Ccb
geg. With a little more work one can also

identify ((eb)
∗ · (ec)∗)∗ = Sb

h′Sc
k′Ch′k′

g′Sg′
geg. Since it is already known that ∗

must be an anti-homomorphism it follows that the identity of figure 2.7b imposes

the relation (ec · eb)∗∗ = ec · eb. Since this must be true for every basis element

and C is non-degenerate one concludes ∗ must square to the identity. Therefore,

if ∗ is to determine a KM model it must be an algebra involution – an algebra

anti-automorphism that squares to the identity.

The symmetry requirement Sab = Sba can be equivalently written as Sa
cBcb =

Sb
cBca. The inner product satisfies B−1 = ε ◦m which means the symmetry of

Sab can be translated as the property ε(e∗a · eb) = ε(ea · e∗b). Let 1 =
∑

b 1beb =∑
b 1be

∗
b = 1∗ where 1b = 1∗b since ∗ is assumed to be linear. Linearity also allows

one to rewrite the symmetry requirement as ε(e∗a ·1) = ε(ea ·1) or, in other words,

ε ◦ ∗ = ε.

The converse of the proof is trivial: any algebra involution ∗ defined through

e∗a = Sa
beb that satisfies ε ◦ ∗ = ε gives rise to a map S : A∗ ⊗ A∗ → k via

Sab = BacSc
b. This maps will then necessarily satisfy the moves of figure 2.7.

It is necessary to stress that the choice of ∗ structure does not influence the

invariants constructed for closed orientable surfaces [20]. Any differences may

only arise for the non-orientable manifolds – explicit examples will be provided

later in this section.

Corollary 2.8. Let Σ be a closed orientable surface. Then the partition function

Z(Σ) constructed from Σ and a KM model does not depend on the choice of

involution ∗.
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2.2 Unoriented state sum models

Proof. Fix an orientation for Σ. One is free to choose the orientations of triangles

and boundaries in the semi-oriented triangulation to match those induced by the

surface orientation. Therefore, the partition function will not depend on the map

S. On the other hand, any other semi-oriented triangulation can be constructed

from this particular choice by flipping the orientation of internal triangles. Since

a KM model is invariant under these transformations, Z(Σ) will not depend on

∗.

According to the classification of theorem 2.2, KM models must correspond

to semi-simple algebras that are compatible with a choice of ∗ structure. We

must therefore clarify the role of the ∗ operation when constructing topological

invariants. Unlike an FHK model, where the choice of maps C, B and constant

R uniquely determine an algebra A and the Frobenius form ε it comes equipped

with, there are multiple ∗ structures that can turn an FHK into a KM model.

Our first step will therefore be to address the classification of involutions in semi-

simple algebras.

To tackle this classification problem we will need one main result: if ∗ and •
are two involutions for an algebra A then there exists an automorphism ω : A→ A

such that • = ω◦∗ [20, 21]. To see this consider the map ω = •◦∗. This is a linear

map that preserves the identity since ∗ and • are both linear and 1∗ = 1• = 1. It

preserves multiplication, ((a · b)∗)• = (b∗ · a∗)• = (a∗)• · (b∗)•, and is therefore a

homomorphism. Finally, it has an inverse, ∗ ◦ • which allows one to conclude ω

is an automorphism. It is then easy to see that • = (• ◦ ∗) ◦ ∗ = ω ◦ ∗.
On what follows, quaternionic hermitian conjugation ‡ of a matrix a ∈Mn(HR)

is defined as a‡ = atr.

Lemma 2.9. Let A = Mn(D) define a KM model. Then every involution • acts

as a• = sa∗s−1 for some invertible element s ∈ A satisfying s = µs∗ such that:

� for D = C or D = R, ∗ is the matrix transposition tr and µ = ±1k;

� for D = CR, ∗ is either matrix transposition tr or hermitian conjugation †
and µ = ±1k or |µ| = 1k respectively;

� for D = HR, ∗ is the quaternionic hermitian conjugation ‡ and µ = ±1k.
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2. PURE STATE SUM MODELS

Proof. First, the case D = C is studied. Since A is simple and its centre is trivial

any automorphism ω is an inner one. Therefore, there exists an invertible element

s ∈ A such that

ω(a) = sas−1 (2.35)

for all a ∈ A. This means that any two involutions •, ∗ can be related according

to

a• = sa∗s−1. (2.36)

This means that for D = C, if a ∗ structure is proved to satisfy ε ◦ ∗ = ε

so will all other involutions given the cyclic symmetry of the Frobenius form:

ε(a•) = ε(sa∗s−1) = ε(a∗). This conclusion extends also to the real algebras

Mn(R) and Mn(HR): as their centre is isomorphic to R all automorphisms are of

the form (2.35) and their Frobenius forms are also symmetric.

A natural choice of involution for Mn(R) and Mn(C) is the matrix transpo-

sition tr. For the quaternion-valued matrices, however, tr is not an involution

because the elements of HR do not commute with each other. Nevertheless, ma-

trix transposition can be combined with quaternion conjugation a 7→ a to obtain

the involution ‡.
One must check these involutions do respect the condition ε ◦ ∗ = ε. Since

Tr(a) = Tr(a)tr it is easy to conclude the condition holds for Mn(C) where ε(a) =

RnTr(a). For Mn(R), ε(a) = 2RnRe Tr(a) so ε◦tr = ε also in this case. Finally,

for Mn(H) one has ε(a‡) = 4RnRe Tr(a‡) = 4RnRe Tr(a) = 4RnRe Tr(a) =

ε(a).

To conclude the analysis of Mn(R), Mn(C) and Mn(HR), one needs to verify

the condition s = ±s∗ is satisfied where ∗ is either tr or ‡ as appropriate. Applying

the identity (2.36) twice one learns that a•• = s(s−1)∗(a∗)∗s∗s−1. Using the fact

both • and ∗ square to the identity one concludes the element s(s−1)∗ must

be central. For the algebras under consideration this means s(s−1)∗ must be

proportional to the identity. Therefore, there exists some µ ∈ k (k = R or k = C
as appropriate) such that s∗ = µs. If we apply this relation twice we obtain

s∗∗ = s = µ2s. In other words, s∗ = ±s. Note that if s is either real or complex

s∗ = −s can only occur if n is even; otherwise s would not be invertible.
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2.2 Unoriented state sum models

For D = CR, the centre of the algebra is no longer trivial: Z(Mn(CR)) = CR.1.

This means an automorphism ω : A→ A does not act as in (2.35) but instead as

a 7→ sψ(a)s−1, (2.37)

where ψ acts entry-wise on a as a CR-automorphism. Let λ+ ı̂µ ∈ CR where ı̂ is

the imaginary unit. Since ψ is R-linear by definition it must satisfy ψ(λ+ ı̂µ) =

λ+ψ(̂ı)µ. Consequently ψ(̂ı2) = ψ(−1k) = −1k. But since ψ is an automorphism

the relation ψ(̂ı2) = ψ(̂ı)2 is verified; in other words ψ(̂ı)2 = −1k. This condition

has only two possible solutions: ψ(̂ı) = ±ı̂. Therefore, ψ can only be the identity

map or the complex conjugate: ψ(a) = a or ψ(a) = a.

One must also investigate which consequences the relation • = ω ◦ tr has for

s, since also in this case the transpose operation is a natural choice of involution.

Note that according to the definition of ω one has a• = sψ(atr)s−1. Applying

this identity twice one obtains a•• = sψ
(

(sψ(atr)s−1)
tr
)
s−1. The map ψ acts

entry-wise; therefore, ψ(atr) = ψ(a)tr. Since it is an automorphism, one also

knows ψ(ab) = ψ(a)ψ(b). These simplifications hold

a =
(
sψ(s−1)tr

)
a
(
sψ(s−1)tr

)−1
(2.38)

where the fact ∗, tr and ψ all square to the identity was also used. This means

sψ(s−1)tr must be a central element; in other words s = µψ(s)tr for µ ∈ CR. Since

either ψ(a) = a or ψ(a) = a, s must either satisfy s = ±str or s = µs† where

|µ| = 1k, according to the choice of CR-automorphism.

In light of the classification introduced in lemma 2.9, the following definition

will prove useful.

Definition 2.10. Let A = Mn(D) together with an involution • define a KM

model. Let a• = sa∗s−1 with s = µs∗ for all a ∈ A. If ∗ = tr and µ = +1k

(µ = −1k) the involution • is called symmetric (anti-symmetric). If ∗ = ‡ and

µ = +1k (µ = −1k) the involution • is called hermitian (anti-hermitian). Finally,

if ∗ = ‡, • is referred to as hermitian for all possible µ.

Since we are primarily interested in understanding under which circumstances

the new structure ∗ will give rise to different partition functions, the analysis done
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2. PURE STATE SUM MODELS

in lemma 2.9 will suffice. However, for the reader interested in understanding

equivalence classes of ∗ structures in the context of KM models that treatment

can be found in appendix A. The following lemma tells us how the study we

conducted for involutions in simple matrix algebras can be applied to semi-simple

ones. This is a result recovered from [20].

Lemma 2.11. Let A =
N⊕
i=1

Ai where Ai = Mni(C) (if A is complex) or Ai =

Mni(Di) with Di = R, CR or HR (if A is real). Let A, equipped with an involution

∗, determine a KM model. Then, the KM model is isomorphic to one in which

∗ decomposes as a direct sum of involutions, ∗ =
N⊕
i=1

∗i where ∗i is an involution

for Ai.

Proof. As with lemma 2.9, one exploits the fact that any two involutions ∗, • can

be related by an automorphism ω via • = ω ◦ ∗. A satisfactory classification of

simple algebra involutions is already known. Therefore, one needs only to relate

each ∗ to the straightforward choice of involution
N⊕
i=1

∗i where each ∗i is as in

lemma 2.9. In what follows an element a ∈ A is decomposed as a = ⊕iai.
Consider the idempotent decomposition of the identity given by 1 = ⊕Ni=11i

where 1i is the identity for Ai and 1i · 1j = δij1i. This decomposition is unique

up to reordering. This follows from one, the Artin-Wedderburn theorem [22] that

tells us the decomposition of A as
N⊕
i=1

Mni(C) or
N⊕
i=1

Mni(Di) determines the ni

and the Di uniquely up to permutation of the i and two, the fact 1 ·a = a implies

1i · ai = ai and therefore 1i must be the (unique) identity for the Ai. Note that

for an automorphism ω : A→ A the set {ω(1i)} is also a set of idempotents:

⊕Ni=1ω(1i) = ω(⊕Ni=11i) = ω(1) = 1, (2.39)

ω(1i) · ω(1j) = ω(1i · 1j) = δij ω(1i). (2.40)

Because the set {1i} is unique the automorphism must act on idempotents as

a permutation π: ω(1i) = 1π(i). Then ω(ai) = ω(ai · 1i) = ω(ai) · 1π(i). This

means the restriction ωi ≡ ω|Ai gives rise to an isomorphism Ai → Aπ(i). Since

the Ai are matrix algebras this implies their dimensions must match: ni = nπ(i).

Moreover, if A is real having Ai ' Aπ(i) also implies |Di| = |Dπ(i)|.
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2.2 Unoriented state sum models

Take as a canonical choice of involution for A the map ∗ =
N⊕
i=1

∗i where each

∗i is a canonical choice for Ai according to lemma 2.9. Furthermore, note that

for each such choice we have ∗i = ∗π(i). Then, any other involution • reads

(a)• =
N⊕
i=1

sia
∗i
i s
−1
i ∈

N⊕
i=1

Aπ(i). (2.41)

Applying this identity twice along with the relation a = (a)•? gives rise to

ai = (sπ(i)(s
−1
i )∗i)ai(s

−1
i )∗i)−1 (2.42)

for i = 1, · · · , N . This means the element sπ(i)(s
−1
i )∗i is central in Ai ' Aπ(i) or

in other words sπ(i) = λis
∗i
i with λi ∈ C or Z(Di).

Let ω′ : A → A be an algebra automorphism. By showing the maps C and

B are invariant under the action of ω′ one proves that FHK models are left

invariant by the action of any such automorphism. Note that Cabc = ε(ea · eb · ec)
and Bab = ε(ea · eb) so it is necessary only to show the map ε is invariant under

the action of ω′. If ω′ is an inner automorphism it is necessarily of the form

ω′(a) = tat−1 for some t ∈ A. It is then true that ε ◦ ω′ = ε given the symmetry

of the Frobenius form.

One must prove that not only inner automorphisms but also permutations do

not affect FHK models. To do so, note one needs only verify ε ◦ ω′ = ε when ω′

is a permutation: ω′(ai) = aπ(i). Recall that each Frobenius form decomposes as

ε =
⊕N

i=1 εi so ε◦ω′ =
⊕N

i=1 επ(i). Therefore, one must show εi = επ(i). According

to equations (2.14) and (2.16) each ε depends on Ai only through ni and |Di|.
Since it has already been established that for Ai ' Aπ(i) both ni = nπ(i) and

|Di| = |Dπ(i)| it is clear ε ◦ ω = ε.

On the other hand, if ω′ is to be an isomorphism not only of FHK models but

also of KM ones then it must preserve involutions. This means that KM models

with involutions • and # will necessarily be equivalent if ω′(a•) = ω′(a)#. This

allows one to regard involutions • and # as equivalent if they are related through

an automorphism ω′ as # = ω′ ◦ • ◦ (ω′)−1. This freedom allows one to bring the

• involution into an equivalent standard form. Choosing such an automorphism
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a

b

c

d

Figure 2.8: Triangulation of a closed non-orientable surface. Identified edges are
represented with the same colour. For each tuple of states (a, b, c, d) thus identified
we obtain a copy of the projective plane.

of A to act as ω′(ai) = tiait
−1
i ∈ Ai, means # can be written according to

a#
i = (tπ(i)sit

∗i
i )a∗ii (tπ(i)sit

∗i
i )−1. (2.43)

Note there are no restrictions on the choice of the ti. If π(i) 6= i one can set

for example tπ(i) = s−1
i and ti = 1i; this means # would reduce to the canonical

choice of ∗. If π(i) = i one immediately has a decomposition # =
⊕N

i=1 #i which

concludes the proof.

As in section 2.1, we wish to introduce a general formula for computing closed-

surface invariants. Let us denote non-orientable surfaces of genus k as Σk – genus

for non-orientable surfaces is the number of projective planes that we would have

to connect to make the surface. Recall that gluing together two triangles with

the same orientation along an edge gives rise to the partition function (2.10) of

the disk with four boundary edges labelled with states a, b, c, d. This partition

function can be further identified with R4 ε(ea ·eb ·ec ·ed). By gluing the boundary

edges as in figure 2.8, one makes the projective plane Σ1 which results in the

partition function

Z(Σ1) = R2ε(ea · eb · ec · ed)SacSbd = ε(w). (2.44)

where w = Rea · eb · ec · ed SacSbd. As highlighted in figure 2.8, a non-orientable
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2.2 Unoriented state sum models

surface Σk can be constructed from a disk with 4k boundary edges

Z(Σk) = Rε(wk), (2.45)

where the factor R comes from the one vertex shared by all connected Σ1 copies.

Furthermore, we know that the connected sum of 2k + 1 projective planes is

equivalent to the connected sum of k tori and a single projective plane. The

algebraic counterpart of this identity in KM models is established through the

following lemma.

Lemma 2.12. The identity w · z = w3 holds. Moreover, the element w ∈ Z(A),

the centre of A.

Proof. Note that equation (2.9) is equivalent to the identity ε(y · ea)ebBab = y

for all y ∈ A. By recalling that ε ◦ ∗ = ε and using the symmetry of ε one can

further conclude ε(y ·e∗a)ebBab = y∗. By applying this identity to y ·x one obtains

ε(y · x · e∗a)ebBab = x∗ · y∗ = x∗ · ε(y · e∗a)ebBab. The non-degeneracy of ε then

guarantees the identity x · e∗a ⊗ ebBab = e∗a ⊗ x∗ · ebBab.

The shorthand notation ea = Babeb will be used for the remainder of the proof.

A few auxiliary identities that are established elsewhere are needed: 1) for all

x ∈ A, x · ea⊗ ea = ea⊗ ea ·x – see lemma 3.4; 2) for all x ∈ A, p(x) = ea ·x · ea ∈
Z(A) – see lemma 4.11; and 3) the element z is central – see lemma 4.13.

The expression w = Rea · eb · e∗a · e∗b can be simplified. Using the identity

eb ·e∗a ·e∗b = ea ·eb ·e∗b and the fact R.m(B) = 1 one concludes w = eb ·e∗b . Therefore,

w3 = (ea · e∗a) · (eb · e∗b) · (ec · e∗c). Since one can re-write e∗a · eb · e∗b = eb · ea · e∗b one

finds w3 = (ea ·eb ·ea) · (ec ·eb ·e∗c). By observing ea ·eb ·ea is a central element, one

further concludes that w3 = ec · (ea · eb · ea · eb) · e∗c . Recognising z = ea · eb · ea · eb
and knowing it is a central element one obtains w3 = (ec · e∗c) · z = w · z.

Finally, showing that w ∈ Z(A) is straightforward: y · w = y · ea · e∗a =

ea · y∗ · e∗a = ea · e∗a · y∗∗ = w · y for any y ∈ A.

Having studied the classification of involutions in semi-simple matrix algebras

over R and C we are now able to present concrete expressions for Z(Σk). As

in section §2.1, the most general form of the invariant is based on calculations

performed for the case of simple algebras.
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For A = Mn(C), we know that B = (Rn)−1
∑

lm elm ⊗ eml if we choose

as a basis {elm} the elementary matrices. We also know that an involution ∗
acts as a∗ = satrs−1 where s is either symmetric or antisymmetric. This means

that w = (Rn)−1
∑

lm se
tr
lms
−1eml. Since tr is an involution in its own right

we know the identity
∑

lm e
tr
lms
−1eml = (s−1)tr

∑
lm e

tr
lmeml holds. Furthermore,∑

lm emleml = 1 and s(s−1)tr = ±1 which means w = γ(Rn)−11 where γ = ±1k

is determined by the symmetry of ∗. The partition function therefore reads

Z
(
Σk,Mn(C), ∗

)
= γ2−kR2−kn2−k. (2.46)

The same conclusion would hold for Mn(R) with R ∈ R. Note that independently

of the choice of ∗ this model cannot distinguish between orientable surfaces of

genus g and unorientable surfaces of genus 2g; in other words it cannot distinguish

a torus from a Klein bottle. This is a general feature of models where the element

w is invertible, since in this case lemma 2.12 implies z = w2.

The case A = Mn(CR) is our most interesting simple example. As one might

expect, if we choose ∗ = tr as our canonical involution then the partition func-

tions created do not differ from (2.46) apart from a factor of 2. However, if

we use ∗ = †, the result is very different. Recall that for Mn(CR) we have

B = (2Rn)−1
∑

ω,lm ωelm ⊗R ωeml with ω = 1, ı̂ as in lemma 2.3. This means

w = (2Rn)−1 (
∑

ω ω
2) (
∑

lm selms
−1elm). The identity w = 0 follows from the

fact
∑

ω ω
2 = 0 independently of the choice of s. We note this indistinguisha-

bility was to be expected since there is an automorphism relating all hermitian

involutions to s = diag(1, · · · , 1,−1, · · · ,−1) (for more details see appendix A).

In conclusion,

Z
(
Σk,Mn(CR), ∗

)
= 2γ2−kR2−kn2−k (2.47)

where γ = −1, 0,+1 according to the choice of ∗. This means not all w are

invertible and that is therefore possible to distinguish between tori and Klein

bottles.

Finally, we study the case A = Mn(HR). Similarities with the Mn(CR)

case allow us to conclude w = (4Rn)−1 (
∑

ω ω
2) (
∑

lm selms
−1elm). However,

in this case ω = 1, ı̂, ̂, k̂ which means
∑

ω ω
2 = −2. On the other hand,
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2.2 Unoriented state sum models

∑
lm selms

−1elm = s(s−1)‡. This is enough to conclude the partition function

reads

Z
(
Σk,Mn(HR), ∗

)
= 22−kγ2−kR2−kn2−k (2.48)

where γ = ±1 is again determined by the symmetry of ∗: s = −γs‡.
We are now in a position to state what is the most general form of the partition

function that a KM model can associate with a non-orientable surface.

Theorem 2.13. Let A and ∗ define a KM model. Then we can write without

loss of generality ∗ = ⊕Ni=1∗i. The topological invariant Z(Σk) constructed from

A, ∗ and a non-orientable surface Σk is

Z(Σk) = R2−k
∑
i

γ(i)n2−k
i (2.49)

if A is an algebra over C. If A is instead real, the partition function reads

Z(Σk) = R2−k
∑
i

f(i, k)γ(i)2−kn2−k
i , f(i, k) =


1 (if D = R)

2 (if D = CR)

22−k (if D = HR)

. (2.50)

The function γ is defined as follows.

γ(i) =


+1 (∗i is symmetric ) ∨ (∗i is anti-hermitian and D = HR)

0 (∗i is hermitian ∧D = CR)

−1 (∗i is anti-symmetric ) ∨ (∗i is hermitian and D = HR)

Let us recover the group algebra example of section §2.1. For CH with in-

volution −1, defined as the linear extension of the inverse operation in group

elements, we obtain

Z(Σk) = R2−k
∑
i∈I

γ(i)2−k(dim i)2−k. (2.51)

A Lie group version of the equation above is proposed by Witten [19] when dealing

with the zero area limit of Yang-Mills theory in two dimensions, for non-orientable

surfaces.
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3

Planar and spherical state sum

models

3.1 Planar models

The definition of a naive state sum model for a triangulated surface Σ, a two-

dimensional orientable manifold, relied on two key components: the assignment

of states a, b, c ∈ S to edges of the triangulation T and the subsequent allocation

of amplitudes to vertices, edges and triangles of T , that depend on such states.

Let v denote an internal vertex, (e, e′) a pair of identified edges labeled with

states a, b, and t a triangle associated with states a, b, c. The naive state sum

model introduced in section §2.1 defined amplitudes as A(v) = R, A(e, e′) = Bab

and A(t) = Cabc. However, to make such definitions meaningful extra conditions

on C and B had to be introduced – the relation between labeled internal edges

and triangles, and such maps had to be made unequivocal. Such conditions were

the symmetry requirements encoded in equations (2.1) and (2.2).

In this chapter we will relax these extra conditions. We will understand how

a more general algebraic framework can be used for state sum models if a more

sophisticated method to define the model is employed. This new framework uses

a diagrammatic calculus to determine the combinatorics of the partition function.

Within the new framework, we will require not only a triangulation T of a

surface but also the dual graph that comes associated with it. Recall that the

dual of a triangulation can be constructed through barycentric division: a unique
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3. PLANAR AND SPHERICAL STATE SUM MODELS

6=

Figure 3.1: Triangle amplitude. The diagram is determined by the dual graph
with a choice of legs pointing upwards or downwards.

dual vertex, a node, is placed in every triangle and dual edges, legs, connect all

such nodes by intersecting edges on the triangulation. The dual of a boundary

edge is seen as terminating in empty space. Any region of the dual graph that is

bounded by legs is called a face.

The dual graph in itself possesses no more information than the original tri-

angulation. However, we introduce to the former a crucial new feature: legs must

point up or downwards and these directions are regarded as distinct. For exam-

ple, the triangles of figure 3.1 are distinguished. Therefore, a triangulation can

be reconstructed uniquely from this trivalent graph G but not the converse.

Consider the surface M ⊂ R2 that comes with a trivalent graph G as described

above. Note that the plane R2 is considered to have a standard orientation, so

that M is an oriented manifold. (Without loss of generality we work with an

anti-clockwise orientation.) A diagrammatic state sum model on M has a set of

amplitudes for each node, leg and face. Each leg on the graph will be associated

with a state a, b, c ∈ S. The oriented triangle t with edge states a, b, c depicted

on the right of figure 3.1 is associated with the amplitude A(t) = Cabc ∈ k. Two

legs (l, l′) labelled by a, b are joined together through a matrix A(l, l′) = Bab ∈ k.

Their graphical representation is depicted below, where the order of the indices

is implicitly determined by the orientation of M .

a b c

Cabc,
a b

Bab. (3.1)

The algebraic data are again the maps C and B as defined in equations (2.5) and

(2.6), and a constant A(f) = R ∈ k now to be associated with each face f . The

new consistency condition is a replacement of the symmetry requirements (2.1)
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b

c
a

d

b

a d

e f

c

Figure 3.2: Gluing triangles. The fact B is not assumed to be symmetric is
translated into a lack of rotational symmetry.

and (2.2) on Cabc and Bab, with the one equation

CabcB
cd = BdeCeab, (3.2)

which does not imply B must be symmetric.

The data Cabc and Bab together with the face amplitude R ∈ k determine

an evaluation of the diagram G, that we shall denote |G| ∈ k. This means

that although the partition function Z(M) could be defined through an equation

similar to (2.3) it is more natural to simply set

Z(M) = |G|. (3.3)

A simple example for the M consisting of two triangles is shown in figure 3.2.

Either side of (3.2) can be taken as the definition of Cab
d, the components

of a multiplication map m as in equation (2.7). The diagrammatic counterpart

is below. Similar expressions are used to define a vertex with two or three legs

pointing upwards:

a b

d d

a b a b

d

Cab
d= = . (3.4)

As in section §2.1, we will restrict our attention to non-degenerate data: R 6=
0, B(·, y) = 0 ⇒ y = 0 and C(·, ·, y) = 0 ⇒ y = 0. Under these conditions Bab

has an inverse Bab defined by (2.9) – its graphical representation can be found
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3. PLANAR AND SPHERICAL STATE SUM MODELS

below.

a b

Bab (3.5)

The defining relation (2.9) can then be seen as the following snake identity.

a

b b

a

BacB
cb = δba= (3.6)

Using this inverse, equation (3.2) can equivalently be written as either of the two

equations

CeabBdcB
de = Cabc = CbceBadB

ed, (3.7)

which have the following graphical counterpart.

a b c a b c

=

a b c

= (3.8)

If B is symmetric, condition (3.7) reduces to cyclicity as presented in (2.1).

Now the Pachner moves are introduced. A Pachner move preserves the bound-

ary of a triangulation and it is assumed that the corresponding dual edges do

not change in a neighbourhood of the boundary, so remain either upward or

downward-pointing.

Definition 3.1. A planar state sum model is a non-degenerate diagrammatic

state sum model for any compact M ⊂ R2 satisfying the Pachner moves.

The planar state sum models depend on the details of the diagram in the

neighbourhood of the boundary. Nonetheless, due to the identities for C and B,

the interior of the graph can be moved by a triangulation-preserving homeomor-

phism (fixing the boundary) to any convenient graph in order to construct the

required algebraic expression. The partition function of a disk is no longer sym-

metric under cyclic permutations of the boundary edges, but has a more refined
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3.1 Planar models

mapping property that generalises (3.7). Note that this is why the diagrammatic

state sum models escape the conclusion of §2.1 that B is symmetric for the naive

models. These mappings of boundaries and the boundary data are not studied

further in this thesis. It will be assumed that any mapping of surfaces is the

identity mapping in a neighbourhood of the boundary.

The result below is a refinement of theorem 2.2 and its proof develops the

properties of the graphical calculus.

Theorem 3.2. Non-degenerate diagrammatic state sum model data determine a

planar state sum if and only if the multiplication map m, the bilinear form B

and the distinguished element m(B) determine on A the structure of a special

Frobenius algebra with identity element

1 = R . (3.9)

Proof. The proof of theorem 2.2 will be followed very closely. The essential

difference relies on the translation of Pachner moves into the new diagrammatic

model.

Suppose that (C,B,R) is the data for a planar state sum model. As before,

define A to be the vector space spanned by S. Consider the 2-2 move depicted

in figure 2.3a. Its graphical counterpart is given below.

b

a
d

c

b

c

d
a

=

a b c a b c

d d

= (3.10)

The multiplication map is therefore associative, as in theorem 2.2.

Next, the definition of a multiplication through (3.4) together with equation

(3.6) implies

a b c a b c

= B−1(ea · eb, ec) = B−1(ea, eb · ec) (3.11)

35



3. PLANAR AND SPHERICAL STATE SUM MODELS

This means that a functional ε : A → k can be defined by ε(x) = B−1(x, 1).

However, there are no additional symmetry requirements that ε must obey.

To simplify the exposition of the 1-3 Pachner move, a 2-2 move was performed

on the two left-most triangles of figure 2.3b. The relation

a

b

c

a

b c
R

a

b R c

= (3.12)

is obtained. It was simplified using the definition of multiplication components

and associativity. The 1-3 Pachner move predicts the expression above must equal

Cbc
a. Since C is assumed to be non-degenerate one concludes the highlighted

element, Rm(B), must satisfy Rm(B) = 1. Therefore, A is a special Frobenius

algebra.

Conversely, given a special Frobenius algebra with multiplication m and a

linear functional ε, a non-degenerate bilinear form is defined by B−1 = ε◦m, with

property (3.7). As previously stated, the fact the algebra is unital implies the

non-degeneracy of C, while associativity and the relation Rm(B) = 1 guarantee

invariance under Pachner moves. The diagrammatic state sum model created is

therefore planar.

It is worth noting that having m(B) proportional to the algebra unit is a non-

trivial restriction on Frobenius algebras. The following arguments show that this

condition implies the algebra must be separable, a concept we will define shortly.

Note that some presentations of these state sum models [17, 23] assume from the

outset the algebra is of this type. There are a number of equivalent definitions of

the separability condition; the most convenient one for the purpose of this work

is as follows [24], where the vector space A ⊗ A is a bimodule over A with the

actions x . (u⊗ v) = (x · u)⊗ v and (u⊗ v) / x = u⊗ (v · x).
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3.1 Planar models

Definition 3.3 (Separable algebra). An algebra A is called separable if there

exists t ∈ A⊗ A such that x . t = t / x for all x ∈ A and m(t) = 1 ∈ A.

The relevance of this definition to the state sum models is given in the following

lemma.

Lemma 3.4. A special Frobenius algebra is a separable algebra.

Proof. Define R ∈ k by m(B) = R−11. Using the basis {ea} of the Frobenius

algebra A with Frobenius form ε, define Bab = ε(ea · eb), BabBbc = δac , and set

t = Rea ⊗ ebB
ab. Then the identity ε(y · ea) ebBab = y for all y ∈ A follows.

Using this identity twice, one finds ε(y · x · ea) ebBab = y · x = ε(y · ea) eb · xBab

which can diagrammatically be depicted as

y

=

x y x y

=

x

.
(3.13)

Then, the non-degeneracy of ε guarantees that x . t = t / x for all x ∈ A:

=

x

.

x
(3.14)

Also, m(t) = Rm(B) = 1.

For a field k of characteristic zero, separability for an algebra is equivalent to

it being both finite dimensional and semisimple [24, 25]. Therefore, if k = R or

C these Frobenius algebras are easily classified.

Consider the complex algebra A = Mn(C) with Frobenius form ε(a) = Tr(xa)

for some fixed invertible element x ∈ A. This determines the non-degenerate

bilinear form B−1(a, b) = Tr(xab). Let {elm}l,m=1,n be the basis of elementary

matrices such that (elm)rs = δlrδms. Then B must be given by

B =
∑
lm

elm x
−1 ⊗ eml ∈ A⊗ A. (3.15)

The defining equation (2.9) is satisfied since the cyclicity of the trace guarantees∑
lm Tr(xaelmx

−1)eml =
∑

lm Tr(aelm)eml = a for all a ∈ A. Moreover, the
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3. PLANAR AND SPHERICAL STATE SUM MODELS

distinguished element satisfies m(B) = Tr(x−1)1. This identity follows from

noticing that p(a) =
∑

lm elmaeml = Tr(a)1, where the map p is proportional to

a projector A → A with the centre of A, Z(A), as its image. (The properties

of p are established in a more general context through lemma 4.11.) Thus our

example will define a planar state sum model if R−1 = Tr(x−1). This particular

example will be used to prove the theorem below.

Theorem 3.5. A planar state sum model over the field k = C or R is isomorphic

by a change of basis to one in which the algebra is a direct sum of matrix algebras

over C or division rings R,CR,HR and the Frobenius form is determined by a

fixed invertible element x = ⊕i xi ∈ A. For a complex algebra

A =
N⊕
i=1

Mni(C), (3.16)

the functional takes the form

ε(a) =
N∑
i=1

Tr(xiai). (3.17)

The element x must satisfy the relations RTr(x−1
i ) = 1 for all i = 1, · · · , N . For

a real algebra

A =
N⊕
i=1

Mni(Di) with Di = R,CR,HR (3.18)

the Frobenius form is given by

ε(a) =
N∑
i=1

Re Tr(xiai). (3.19)

The element x must satisfy the relations

R−1 =


Tr(x−1

i ) (Di = R)

2 Tr(x−1
i ) (Di = CR)

4 Re Tr(x−1
i ) (Di = HR)

(3.20)

38



3.1 Planar models

for all i = 1, · · · , N .

Proof. The classification of Frobenius forms on an algebra [17, 26] shows that

any two Frobenius forms ε, ε̃ are related by an invertible element x ∈ A as

ε(a) = ε̃(xa). Thus, for the complex case, one can write

ε(a) =
∑
i

Tr(xiai) (3.21)

using the decomposition x = ⊕i xi and lemma 2.3. Let the unit element be

decomposed as 1 = ⊕i 1i; from the example of a simple matrix algebra previ-

ously studied, one concludes Rm(Bi) = 1i with 1i the unit element in Mni(C).

Consequently, setting Rm(B) = 1 gives the relation RTr(x−1
i ) = 1.

As established in §2.1, Re Tr is a Frobenius functional for a matrix algebra

over a real division ring. Thus, for an algebra (3.18), one can write

ε(a) =
∑
i

Re Tr(xiai). (3.22)

It is easy to verify the bilinear form B associated with this Frobenius functional

satisfies

B =
∑

i, wi, lm

wi e
i
lm x

−1
i ⊗ wi e

i
ml (3.23)

using the basis defined in lemma 2.3; one then finds

m(B) =
∑
i, wi

wi Tr(x−1
i )wi 1i . (3.24)

For the identity Rm(B) = 1 to hold one must have R−1 =
∑

wi
wi Tr(x−1

i )wi for

all i. If Di = R or CR, then wi and Tr(x−1
i ) commute, which means the expression

reduces to R−1 = Tr(x−1
i ) and R−1 = 2 Tr(x−1

i ) respectively. If Di = HR, the

expression reduces to R−1 = 4 Re Tr(x−1
i ) – the non-real components of the trace

are automatically cancelled.

As one might expect, the study of state sum models done in §2.1 for the disk

can be regarded as a special case of theorem 3.5.
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3. PLANAR AND SPHERICAL STATE SUM MODELS

Corollary 3.6. An FHK state sum model on the disk over the field k = C or R
is a planar state sum model in the conditions of theorem 3.5 where the Frobenius

form is symmetric. If the algebra is of the form (3.16) then x = R⊕i ni1i; if it is

of the form (3.18) then x = R ⊕i |Di|ni1i. The data A and R therefore uniquely

determine the Frobenius form of an FHK model.

Proof. This is a special case of theorem 3.5 where ε must be symmetric. This

means x must be a central element and can, therefore, be written as x = ⊕iλi1i.
The constants λi must be in C if the underlying field is C or if Di = CR; otherwise,

they must be real numbers (recall that only real numbers commute with all the

quaternions). Each of these constants must then satisfy R−1 = λ−1
i ni in the

complex case or R−1 = λ−1
i |Di|ni in the real one. In other words x = R ⊕i ni1i

or x = R⊕i |Di|ni1i, respectively.

3.2 Spherical models

The main objective of our treatment is the creation of partition functions for

closed surfaces. Within the naive framework this extension of the formalism from

the disk to any Riemann surface appeared as rather natural. We possessed a

mechanism, the matrix B, to identify internal edges and we just extended its

use to the identification of disk boundaries – thus creating topological invariants

for closed surfaces. The introduction of the diagrammatic calculus, however, will

show us how, although intuitive, this reasoning is not the only valid one and

should be treated more carefully. We start our extension of planar models with

the example of the sphere.

Suppose that M is a subset of the sphere, M ⊂ Σ0, with a chosen orientation.

Here, we describe the sphere as the completion of R2 with a ‘point at infinity’

p. To be more precise, we are using the description of the sphere that relates it

to R2 through a stereographic projection [4]. The point p could be chosen for

example to be the North pole of the sphere.

If M has a non-trivial boundary then it is topologically equivalent to M seen

as an R2 subset and this equivalence is independent of where the point p is chosen

to lie. A planar model for M ⊂ Σ0 can therefore be defined as the planar model

for M seen as a subset of R2 through an orientation-preserving isomorphism of
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3.2 Spherical models

Σ0 − {p} to R2, with the point p chosen not to lie in the dual graph of the

triangulation of M . A new condition, however, emerges: the freedom to move p

around the sphere corresponds to the spherical move [27]

= (3.25)

where consists of a diagram that is the same on both sides of the equation.

Alternatively, this move can be also understood as making the arc on the left-

hand side larger until it passes the point at infinity on the sphere, when it then

re-enters the planar diagram as an arc on the right-hand side.

A sufficient condition that guarantees (3.25) holds for any matrix representing

is

BcaB
cb = BacB

bc. (3.26)

The meaning of (3.26) is easier to understand in the context of Frobenius algebras.

Definition 3.7. A Frobenius algebra has an automorphism σ : A→ A determined

uniquely by the relation ε(x · y) = ε(σ(y) · x) for all x, y ∈ A. This map is known

as the Nakayama automorphism.

Lemma 3.8. Let A be a Frobenius algebra. Then the following are equivalent:

A1) Equation (3.26)

A2) σ2 = id

A3) B−1 decomposes into the direct sum of a symmetric bilinear form and an

antisymmetric one.

Proof. Note that equation (3.26) can be rewritten as (B−1Btr)2 = 1 in matrix

notation. The definition of σ then implies that ε(ea · eb) = ε(σ(eb) · ea) or,

equivalently, Bab = σb
cBca. By contracting both sides with Bad one can conclude

that σb
d = BabB

ad or, as matrices, σ = B−1Btr. The equivalence between (A1)

and (A2) is then immediate.
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Suppose B−1 is as in (A3). Then the vectors v that lie in the symmetric or

antisymmetric subspaces of A satisfy B−1v = ±(B−1)trv. If Btr is applied to this

equation the identity BtrB−1v = ±v is obtained. Since it must be true for all v

it is also equivalent to (BtrB−1)2 = 1, which implies (A1). On the other hand, if

(3.26) is satisfied then (BtrB−1)2 = 1. The eigenspaces with eigenvalues ±1 give

the direct sum decomposition of (A1).

For the case of triangulations of M = Σ0 (with no boundary) the condition

(3.26) is not required. In these cases, in (3.25) equals the identity matrix and

so equation (3.25) holds for any special Frobenius algebra. To see this note that

is always of the form

· · ·
RF (3.27)

where the only varying factor is the number of nodes (F is the number of faces).

Using associativity (3.10) we can then re-write as

RF

· · · . (3.28)

Using the identity (3.9) we conclude that, as a matrix, is simply the identity.

Through chapters §4 to §6 only surfaces without boundary are considered

and so the spherical condition (3.26) is not needed. However, the status of the

spherical condition is addressed in a more general framework in §7.

Definition 3.9. A state sum model for a triangulation of Σ0 is said to be spherical

if it is determined by the data of a planar state sum model.

The partition function of a sphere can be calculated from any triangulation.
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3.2 Spherical models

The result

Z(Σ0) = Rε(1) =

{
RTr(x) (k = C)

RRe Tr(x) (k = R)
(3.29)

follows from the classification given by theorem 3.5. For k = C, this result can

also be written as Z(Σ0) = N Tr(x)/Tr(x−1).
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Spin state sum models

4.1 Spin geometry of Riemann surfaces

Thus far we have been interested in discussing models concerned only with purely

topological properties of a surface. The main results of this work, however, en-

compass a generalisation of such models concerned with further properties of

two-dimensional manifolds: their spin geometry.

In physics, the notion of spin comes associated with the construction of the

spin bundle. We start from a more primitive concept, a spin structure, that is

defined using the notion of DeRham cohomology [4].

Consider a real surface M and its space of r-forms, Ωr(M), r = 0, 1, 2. Using

the exterior derivative d : Ωr(M)→ Ωr+1(M) we can define two special classes of

r-forms. An r-form ω is closed if dω = 0. The set of all such forms is denoted

Zr(M). A special subset of Zr(M) is formed by exact r-forms, r-forms ω that

can be written as ω = dω′ for some ω′ ∈ Ωr−1(M) – we can see they are closed

because d2 = 0. The set of exact r-forms is denoted Br(M).

Definition 4.1. The DeRham cohomology spaces Hr(M), r = 0, 1, 2 of a real

surface M are the quotient vector spaces

Hr(M) = Zr(M)/Br(M). (4.1)

Above, the vector spaces are R-valued. It is an easy exercise to seeH0(M) = R
if M is connected, and that H2(M) = R.
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4. SPIN STATE SUM MODELS

By Poincaré duality [3], the vector space H1(M) can also be regarded as the

linear space Hom(H1(M),R). This space H1(M) is generated by closed curves

c ∈ M under the following equivalence relation: two curves are regarded as

equivalent if they differ by a boundary, a curve c′ that satisfies c′ = ∂N for some

two-dimensional N ⊂M .

We are now ready to present the notion of a spin structure. The following

definition is recovered from [12]. A k-valued cohomology is denoted as Hr(M,k).

Definition 4.2. Consider a surface Σ and let PSO → Σ be the principal SO(2)-

bundle associated to its tangent bundle – the frame bundle. A spin structure on

Σ is a cohomology class s ∈ H1(PSO,Z2) whose restriction to each fibre F gives

the generator of the cyclic group H1(F,Z2).

Apart from definition 4.2 there are several other equivalent ways of describing

spin structures in two dimensions, the most common of them being definition

1.3. In particular, we will rely on the relation between spin structures, quadratic

forms and immersion maps all of which are explored throughout this section.

Let c be a framed and closed curve in Σ – in other words, an element c ∈
H1(PSO). If c is a boundary in PSO, i.e. if it bounds a framed disk in Σ, then

according to definition 4.2 we must have s(c) = 0. On the other hand, consider c

to be a tangentially-framed circle. This curve is not a boundary since this framing

cannot be extended to the disk bounded by c [28]. A spin structure maps the

curve c to s(c), in this case also the generator for the space H1(F,Z2) ' Z2.

Therefore, we must have s(c) = 1.

Consider the closed curves below that we treat as tangentially-framed.

On one hand we have an immersed circle with one intersection point; on the other

we have a curve consisting of two disconnected circles. One cannot distinguish

between one curve and the other as elements of H1(PSO,Z2). In this sense, we

can regard any curve as a collection of disconnected circles – a convention we

adopt for the remainder of this section and that extends to curves in H1(Σ,Z2).
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4.1 Spin geometry of Riemann surfaces

c

(a) If c is a boundary, s(c) = 0.

c

(b) If c bounds a disk but is
tangentially-framed, s(c) = 1.

Figure 4.1: Framed embedded circles in Σ.

For a surface of genus g, Σg, any curve can then be seen as generated by one

of 2g+1 circles where 2g of these correspond to the surface generating loops, and

the remaining is the tangentially-framed circle that bounds a disk that we denote

as z. (Note that the framings of the generating loops must be tangential.) We

know s(z) = 1 but the value of the spin structure at each of the generating loops

is not a priori determined. Therefore, there are 22g distinct spin structures.

Instead of working with s ∈ H1(PSO,Z2) it is possible to use an equivalent

description based on quadratic forms [29]. The following definition is recovered

from [12].

Definition 4.3. Let V be a finite dimensional vector space over the field Z2, and

let b : V × V → Z2 be a fixed bilinear form. A function q : V → Z2 is a quadratic

form on (V, b) if

q(x+ y) = q(x) + q(y) + b(x, y) (4.2)

for all x, y ∈ V .

Johnson [30] showed the space of spin structures s ∈ H1(PSO,Z2) is isomorphic

to the space of quadratic forms q ∈ H1(Σ,Z2). This result relies on understanding

how curves in Σ can be lifted to curves in its frame bundle PSO.

Suppose c1, c2 ∈ H1(Σ,Z2) are a disjoint union ofm and n cycles: c1 =
∑m

i=1 αi

and c2 =
∑n

i=1 βi. Let c1 ∼ c2; then, the equivalence relation extends to the lifts
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of c1, c2 to H1(PSO,Z2), denoted as c̃1, c̃2, in the following way:

m∑
i=1

α̃i +mz ∼
n∑
i=1

β̃i + n z , (4.3)

where z denotes the tangentially framed circle and the α̃i, β̃i are also tangentially-

framed. Expression (4.3) is intuitive when the number of disjoint cycles is the

same for c1 and c2: the equivalence transformations between such curves lift

straightforwardly from Σ to PSO and we naturally have
∑m

i=1 α̃i ∼
∑n

i=1 β̃i. In

other words, for m = n the boundary c1 − c2 ∈ Σ lifts to a boundary in PSO.

However, the transformations that allow us to regard curves c1, c2 for whichm 6= n

as equivalent, behave non-trivially under the lift. This type of transformation is

shown below for a specific choice of c1, c2 with n = m+ 1 (the orientation of the

curves represent their tangential frame).

c̃1 = α̃1 c̃2 = β̃1 + β̃2 + z

∼ ∼ ∼

(4.4)

As we can see the identity α̃1 + z = β̃1 + β̃2 + 2z holds since the coefficients are

taken mod 2. Crucially in this case the boundary c1 − c2 ∈ Σ lifts to z ∈ PSO –

not to a boundary. It is shown in [30] that iterating this type of equivalence we

can link c̃1 and c̃2 when m 6= n.

Let c be an embedded curve composed of m cycles. Given a spin structure

s, it is natural to define a map qs : H1(Σ,Z2) → Z2 as qs(c) = s(c̃) + mmod 2 –

the equivalence relation (4.3) determines qs is well-defined in H1(Σ,Z2). Then,

a theorem due to Johnson [30] asserts that qs is a well-defined quadratic form

satisfying (4.2) for b(x, y) = x · y, the intersection form. Moreover, qs and s are

in one-to-one correspondence.

To classify qs ∈ H1(Σ,Z2) we will use the results of Pinkall, where distinct

spin structures are associated with equivalence classes of immersions [31]. Recall
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4.1 Spin geometry of Riemann surfaces

that an immersion is a map i : M → M ′ having a derivative that is injective

at every point. Thus an immersion is locally an embedding. The equivalence

relation of interest is regular homotopy [28].

Definition 4.4. A regular homotopy from i0 to i1 is a family of smooth immer-

sions it, t ∈ [0, 1], that defines a smooth map H(x, t) = it(x) : M × [0, 1]→M ′.

It is shown in [31] that the immersions of a smooth surface Σg into R3 fall into

22g regular homotopy equivalence classes. Each immersion i : Σ→ R3 determines

an induced spin structure on Σ by pulling-back the unique spin structure on

R3. The induced spin structure is invariant under a regular homotopy (since the

homotopy is differentiable). As we have seen, there are 22g spin structures on

an oriented surface Σg and these classify the equivalence classes of immersions

uniquely.

It is important to note that the notion of spin structure as defined through 4.2

is not preserved by the action of diffeomorphisms. In other words, even if there

exists no regular homotopy i(Σ) → i(Σ′) there might exist a diffeomorphism

f : Σ → Σ such that i ◦ f(Σ) and i(Σ′) are regularly homotopic [31]. It will be

appropriate therefore to work with a structure that is differomorphism-invariant:

the Arf invariant.

To any Z2-valued quadratic form qs we can associate the Arf invariant, here

defined as the integer [12]

Arf(qs) =
1

|H1(Σg,Z2)| 12
∑

α∈H1(Σg ,Z2)

(−1)qs(α). (4.5)

Conveniently, this form of the Arf invariant takes the values ±1 and will therefore

be referred to as well as the parity of a spin structure: P (s) = Arf(qs). To show

that indeed Arf(qs) = ±1 one would show Arf2(qs) = 1 by using the properties

of a quadratic form [32, Lecture 9]. If P (s) = 1 the spin structure is said to be

even, otherwise it is referred to as odd. There is an alternative version of the

Arf invariant that takes values 0, 1 and that we will denote as arf(qs): Arf(qs) =

(−1)arf(qs).

The description of spin structures we have just made will be used to un-

derstand how the planar models of chaper §3 can be extended from M ⊂ R2
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4. SPIN STATE SUM MODELS

R3

Figure 4.2: Torus embedding. An example of an immersion is an embedding.
Above we have one such map Σ1 → R3 where a regular neighbourhood of a pos-
sible dual diagram G has been included to generate a ribbon graph. The part
of the graph that lies in the hidden side of the torus has been dashed whilst the
corresponding regular neighbourhood has been shaded.

to Σ ⊂ R3. In particular, the role of regular homotopy and its interplay with

diffeomorphism-invariance are explored.

4.2 Models with crossings

As with the spherical case, we face a challenge on trying to extend the planar

calculus formalism to closed surfaces Σ. To accomplish this generalisation we will

regard surfaces as subsets of R3. The maps used to perform such an inclusion

will be immersions Σ # R3.

The diagrammatic method is extended to these surfaces in the following way.

The graph G constructed from the dual of a triangulation T of an oriented surface

Σ can be considered as a ribbon graph by taking the ribbon to be a suitable

neighbourhood of the graph (called a regular neighbourhood [33]) in the surface.

This ribbon graph is therefore immersed in R3 (see figure 4.2). The state sum

model partition function is given by a suitable evaluation of this ribbon graph.

Recall that for planar models the evaluation |G| was subject to an equivalence

relation: invariance under Pachner moves. This notion of equivalence is extended

to ribbon graphs by assuming that two graphs must be regarded as equivalent if

they are related by regular homotopy.

The concept of regular homotopy is explored here for the case of smooth

surfaces and immersions, for which there is a well-developed literature. As is

standard in knot theory, the graphs can be described by the diagrams that result

from a projection of R3 to R2 and the equivalence is a set of Reidemeister-like
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4.2 Models with crossings

Figure 4.3: Regular homotopy. Immersions of graphs in R3 allow for intersections.
Regular homotopy thus allows a diagram undercrossing to be transformed into an
overcrossing.

moves on diagrams. Then it is noted that the diagrams and their moves in fact

also make sense as piecewise-linear diagrams, which is more natural for triangu-

lations. A future challenge is to develop the theory using the piecewise-linear

formulation of regular homotopy [34] from the beginning.

Surfaces and curves immersed in R3 are studied in [31], from which several

key results are used. Let i : Σ → R3 be a surface immersion and G ⊂ Σ the

graph constructed from the dual to a triangulation of Σ. Then γ = i|G : G→ R3

is an immersion of the graph G and in the generic case this is an embedding –

this means there is an arbitrarily small regular homotopy to an embedding. If

there is a regular homotopy γt between two embedded graphs γ0 and γ1, then the

regular homotopy can be adjusted so that γt is an embedding except at a finite

set of values of t, where there is one intersection point. As t varies through one

of these values, one segment of an edge of the graph passes through another (see

figure 4.3).

The graph γ will be described by a diagram obtained by projecting R3 to R2.

It is assumed that this projection is generic, so that the graph is immersed in

R2 with transverse self-intersections of edges. Since regular homotopy allows the

edges to pass through each other, there is no need to record whether the crossings

are over- or undercrossings. Diagrams are thus obtained from the usual diagrams

of knot theory by setting over- and undercrossings equal.

The graph γ has a ribbon structure obtained by taking a suitably small regular

neighbourhood K of γ in Σ, thus γ ⊂ K ⊂ Σ. The formalism is simplified if the

projection to R2 preserves the ribbon structure of the graph. As is standard

in knot theory [35], an embedded ribbon graph can be adjusted by a regular

homotopy so that the projection of the ribbon to R2 is an orientation-preserving

immersion. This is called ‘blackboard framing’. Then using blackboard-framed

51
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R3

# →

Figure 4.4: An immersion Σ1−D # R3. The surface Σ1−D is depicted together
with a possible (degenerate) triangulation. A diagrammatic state sum model for
an immersed Σ1 −D is then created from the dual diagram in R2. The projection
R3 → R2 gives rise to a blackboard framing: the ribbon information need not be
recorded.

knots throughout, it is not necessary to include the ribbon in the planar diagrams

(see figure 4.4).

The state sum model is defined from the diagram in the plane by augmenting

the formalism for a planar state sum with a crossing map λ : A ⊗ A → A ⊗ A
where one edge of the graph crosses another as shown.

λab
cd

a b

c d

(4.6)

An example of a planar diagram for a torus to which a disk has been removed,

triangulated using two triangles, is shown in figure 4.4. The middle diagram shows

a projection of the graph that is blackboard-framed and the final diagram reflects

this.

The ribbon structure is preserved under the equivalence relation of regular

homotopy. The usual Reidemeister moves for knots do not preserve the ribbon

structure, so one has to use a modified set of moves for ribbon knots, described

in [35, 36]. The moves for graphs are described in [37, 38] and the extension from

ribbon knots to ribbon graphs is described in [39]. A planar state sum model

that is invariant under these moves is called a spin state sum model.

A diagram with n downward- and m upward-pointing legs defines a map
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4.2 Models with crossings

⊗nA → ⊗mA where ⊗0A = k. Therefore, diagrams should be read bottom-to-

top and the use of explicit indices has been dropped.

Definition 4.5. A spin state sum model is determined by planar state sum model

data (C,B,R) together with a crossing map λ. The additional axioms the map λ

obeys are

B1) compatibility with B, =

B2) compatibility with C,
=

B3) the Reidemeister II move , =

B4) the Reidemeister III move , =

B5) the ribbon condition, = .

Either side of axiom (B5) defines a map, ϕ : A→ A. Either diagram in axiom

(B5) is called a curl.

There are two issues to settle: the possible dependence of the state sum model

on the triangulation of the surface, and on the immersion i. The former is the

easiest to resolve: since any planar state sum model is invariant under Pachner

moves the following lemma is automatically verified.

Lemma 4.6. The partition function of a spin state sum model is independent of

the triangulation of the surface.

The main issue is the dependence of the partition function on the immersion.

Consider a standard immersion i0 that is an embedding of the closed oriented

surface of genus g into R3. A triangulation of the surface Σ can be constructed

by identifying the edges of a 4g-sided polygon, as in figure 2.4, and dividing it

into triangles without introducing any new vertices. Let S ⊂ Σ be the subset
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(a) Standard projection. The projection
of S into R2 for the standard embedding
of Σ2. Dark-shaded regions represent ar-
eas of intersection.

(b) Standard diagram γg. The dual
graph of Σ2 resulting from the standard
embedding in R3, denoted γ2. Thicken-
ing to a ribbon graph results in figure
4.5a. The standard diagram for a surface
Σg is denoted γg.

Figure 4.5: Standard immersions and projections of Σ2

obtained by removing a disk neighbourhood of the vertex of the polygon from Σ.

The embedding is such that S projects to R2 by the immersion shown in figure

4.5a. The dual graph to the triangulation is shown in the figure 4.5b with all of

the graph vertices consolidated into one (associativity tells us this can be done

unequivocally).

As we have seen, the usual notion of spin structure is defined for oriented

smooth manifolds using the tangent bundle. Each immersed curve c on the

manifold lifts to a curve in the frame bundle PSO and the spin structure s ∈
H1(PSO,Z2) assigns to this an element s(c) ∈ Z2. A spin structure on Σ is deter-

mined uniquely by a spin structure on the subset S ⊂ Σ obtained by removing

a disk. The surface S can be embedded in R3 so that the projection to R2 is an

immersion as in figure 4.5a, or a modification of it by putting a curl in any of the

2g ribbon loops. The spin structure is read off from this diagram as a quadratic

form (4.2): qs(c) is the Whitney degree mod 2 for the projection of c to R2. For

example, for the embedding i0 each circle c in figure 4.5b has no curls and so

qs(c) = 0. It is worth noting that this explicit construction of qs does not require

a smooth structure and makes sense also for a piecewise-linear surface.
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4.2 Models with crossings

Figure 4.6: Torus spin models. Dual graph diagrams for four immersions of the
torus that are inequivalent under regular homotopy. The labels c1 and c2 are in
correspondence with the left and right cycles in each diagram, respectively.

Theorem 4.7. The partition function of a spin state sum model on Σ depends

on the immersion i : Σ→ R3 only via the spin structure induced on Σ.

Proof. Consider a ribbon graph K ⊂ Σ and an immersion i : Σ → R3. The

immersion of the ribbon graph is moved by regular homotopy to j : K → R3 that

is blackboard-framed with respect to the projection P : R3 → R2, P (x, y, z) =

(x, y). Further, a neighbourhood of the consolidated vertex in the diagram can be

moved to match a neighbourhood of the vertex in figure 4.5b. Then each ribbon

loop of K can be moved independently, keeping the neighbourhood of the vertex

fixed.

According to the Whitney-Graustein theorem [35], a complete invariant of an

immersed circle in R2 under regular homotopy (in R2) is the Whitney degree,

which is the integer that measures the number of windings of the tangent vector

to the circle. This regular homotopy extends to a regular homotopy of the ribbon

graph in R2. Then it lifts to a regular homotopy of the ribbon graph j(K) in R3,

by keeping the z-coordinate constant in the homotopy. Therefore each loop of K

is regular-homotopic to the corresponding loop of figure 4.5b but with a number

of curls. The curls can be cancelled in pairs using the ribbon condition ((B5)

is equivalent to the condition ϕ2 = id). Each curve will have either one or zero

curls; this is the data in the induced spin structure.

For example, one diagram for each of the four equivalence classes for the torus

are shown in figure 4.6. The corresponding spin structures have (qs(c1), qs(c2)) =

(0, 0), (1, 0), (0, 1), (1, 1) for the two embedded cycles c1, c2 forming a basis of

H1(Σ1,Z2).

Lemma 4.6 and theorem 4.7 imply the partition function is a diffeomorphic-

invariant of a surface with spin structure. This means the invariant to be associ-

55



4. SPIN STATE SUM MODELS

ated with a surface Σ can depend on the spin structure s only through the parity,

P (s). Let f : Σ′ → Σ be a diffeomorphism and i : Σ→ R3 an immersion inducing

a spin structure s. Then the immersion i ◦ f induces the spin structure f ∗s on

Σ′ and P (s) = P (f ∗s).

There is a particular class of spin state sum models that do not depend on the

immersion. The data for these examples satisfy one additional axiom, ϕ = id.

These models are called curl-free. Diagrammatically, this is

B6) the Reidemeister I move (RI), = .

Corollary 4.8. The partition function of a curl-free state sum model for a closed

surface is independent of the immersion i.

Proof. According to theorem 4.7 a spin diagram for Σg differs from the standard

diagram γg only by the number of curls in each curve taken mod 2. Since axiom

(B6) imposes ϕ = 1 the diagram cannot depend on the choice of immersion.

This result together with lemma 4.6 imply the partition function of a curl-

free model is a topological invariant. Let f : Σ′ → Σ be a diffeomorphism. If

Σ is a triangulated surface and i : Σ → R3 is an immersion, then f induces a

triangulation and an immersion for Σ′ such that their dual graph diagrams in the

plane coincide.

4.3 Algebraic structure of spin models

To calculate examples of spin models, an explicit formula is needed for the par-

tition functions Z(Σ, s) that is manifestly an invariant of the surface with spin

structure. To establish this non-trivial result (theorem 4.14), the algebraic con-

sequences of the axioms for the spin models are studied.

The two following results involving spin diagrams will prove useful throughout

this section. Obvious generalisations are also of interest in chapter §6 – by abuse

of notation we will refer to them as a consequence of lemmas 4.9 and 4.10.
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4.3 Algebraic structure of spin models

Lemma 4.9. Consider a diagram G of the form
...

...

with any number of upward

and downward pointing legs, such that the shaded region does not have open edges.

Then G is said to be semi-closed, and it satisfies

=

· · ·

· · ·

· · ·

· · ·

. (4.7)

Proof. Semi-closed diagrams have one key property: the shaded region of G,

although possibly quite complex, is composed of five types of map only: the

identity, B and B−1, C and finally λ. Furthermore, axiom (B3) guarantees the

identity, B and B−1 all satisfy (4.7). It thus remains only to verify (4.7) is true

for the cases of C and λ:

(B3)
= ,

(B2)
= (4.8)

(B3)
= .

(B4)
= (4.9)

Lemma 4.10. If ϕ is the curl map associated with a spin state sum model then

it satisfies:

C1) ϕ2 = id;

C2) ϕ is an automorphism of A;

C3) ϕ is compatible with B, = ;
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C4) ϕ is compatible with λ, = .

Proof. The axioms (B1), (B3) and (B4) imply, via the Whitney trick [35], that

(C1) holds.

(B4)
=

(B3)
=

(B3)
=

(2.9)
=

(4.10)

The diagrammatic proof of (C2) can be found below. First it is established that

ϕ(a · b) = ϕ(a) · ϕ(b),

(B2)
=

(B1)
+

(B2)
=

(B1)
+

(B2)
=

=
(B4)
=

(B3)
=

(B3)
=

(4.11)

and second one shows ϕ preserves the algebra unit. Recall that 1 = R.m(B):

(C2)
=

(C1)
= . (4.12)

Since ϕ is an invertible linear map, having established it is also a homomorphism

is enough to guarantee ϕ is indeed an automorphism of A. Property (C3) on the
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1

g

· · ·

Figure 4.7: Spin diagrams. A diagram for a closed surface Σg of genus 1 or

higher can be brought to the standard form above where stands for either ϕ or

the identity map.

other hand, stems directly from axiom (B1).

=
(B1)
= = (4.13)

Finally, one shows that (C4) holds.

(B3)
=

(B3)
=

(B4)
=

(4.14)

The first objective is to build the diagrammatic counterpart of expression

(2.21), assigning Z(Σg, s) to an orientable surface with spin structure. As ex-

plained in section §4.2 each diagram can be brought to a standard format (see

figure 4.7) where each stands for ϕ or the identity according to what immersion

Σg # R3 was chosen.

It is necessary to construct the analogue of the element z = ea·eb·ec·edBacBbd,

introduced in equation (2.20), in the spin model. Note that the geometrical

interpretation we gave z was that of the algebra element to associate with Σ1−D.
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Therefore, its correct generalisation to the spin setting must take into account all

possible diagrams associated with Σ1−D with a spin structure. Denoted η1, η2, η3

and χ they are preferred elements of the algebra – the building blocks of the spin

partition functions:

= η1 , = η2 , = η3 , = χ . (4.15)

A useful preliminary is the study of the two possible diagrams we can associate

with the cylinder topology and which would correspond to its two different spin

structures. These maps A→ A are depicted below and denoted p and n respec-

tively.

(4.16)

We now define two linear subspaces of A: Zλ(A), the set of elements a ∈ A

satisfying m(b ⊗ a) = m ◦ λ(b ⊗ a) for all b ∈ A, and Zλ(A), the set of elements

a ∈ A obeying equation m(b ⊗ a) = m ◦ λ(ϕ(b) ⊗ a) instead. In diagrammatic

terms, the elements a of Zλ(A) or Zλ(A) satisfy either

=

b a b a

, or
=

b a b a

. (4.17)

Lemma 4.11. The map R.p is a projector A→ A with image Zλ(A). The map

R.n is a projector A → A with image Zλ(A). Further, ϕ ◦ p = p ◦ ϕ = p and

ϕ ◦ n = n ◦ ϕ.
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4.3 Algebraic structure of spin models

Proof. First, one must note that for all a ∈ A, p(a) ∈ Zλ(A).

(3.10)
=

(B2)
=

(3.10)
=

(4.7)
=

(B3)
=

(4.18)

One can then further conclude that if a ∈ Zλ(A) then R.p(a) = a.

R R R
(3.10)
= R

a a a a a

(3.9)
=

(4.17)
=

(B1)
=

(4.19)

These two properties are enough to establish R.p as a projector onto Zλ(A).

Notice that since p(a) ∈ Zλ(A) for all a ∈ A and R.p(b) = b for all b ∈ Zλ(A) ⊂ A

by setting b = R.p(a) we learn R2.p2(a) = R.p(a). In other words, the map R.p

is idempotent and, therefore, a projector. Also, recall that if Im(R.p) = Zλ(A) as

claimed, for all a ∈ Zλ(A) there should exist b ∈ A such that R.p(b) = a. Since

for all a ∈ Zλ(A) the identity R.p(a) = a holds the choice b = a concludes the

proof. It is now shown that for all a ∈ A the element n(a) belongs to Zλ(A).

(3.10)
=

(C2)
=

(C4)
=

(4.7)
=

(3.10)
=

(4.20)
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Furthermore, it is established that if a ∈ Zλ(A) then R.n(a) = a.

R R R(4.17)
= R(3.10)

=
(3.9)
=

a a a a a

(B1)
+

(C3)
=

(4.21)

An analysis similar to the one conducted for p allows us to conclude that R.n is

a projector onto Zλ(A). The proofs ϕ ◦ p = p ◦ϕ and p ◦ϕ = p are accomplished

by direct composition:

(C2)
=

(C2)
=

(C4)
=

(C1)
= ,

(4.22)

(3.14)
+

(B2)
=

(C4)
=

(C1)
= .

(4.23)

Showing the identity ϕ ◦ n = n ◦ ϕ holds concludes the proof of the lemma.

(C1)
=

(C2)
=

(C2)
=

(C4)
=

(4.24)

Curl-free models are in one-to-one correspondence with models for which
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4.3 Algebraic structure of spin models

Zλ(A) = Zλ(A).

Lemma 4.12. The spaces Zλ(A), Zλ(A) coincide if and only if ϕ = id.

Proof. Showing that ϕ = id implies Zλ(A) = Zλ(A) is straightforward; it follows

from the identity p = n for curl-free models. The reverse is more delicate. First

note that independently of the choice of crossing λ(a⊗ 1) = 1⊗ a for all a ∈ A;

this follows from axioms (B2) and (B3) and the description of the algebra unit

as 1 = R.m(B). Notice, therefore, that m(a⊗ 1) = a and m ◦λ(a⊗ 1) = a for all

a ∈ A – in other words, 1 ∈ Z(A). A necessary condition to have Zλ(A) = Zλ(A)

is then 1 ∈ Zλ(A). However, m◦λ(ϕ(a)⊗1) = ϕ(a) and having 1 ∈ Zλ(A) would

imply ϕ(a) = a for all a ∈ A.

It will now be easy to verify the identity η1 = η2 = η3 is satisfied; the notation

η is used for any of these maps. To see how the result holds note that one of

the relations, η1 = η2, is trivial – it follows from p ◦ ϕ = p. The proof for the

remaining equation, η3 = η1 is depicted below.

(3.10)
=

(3.10)
=

(p◦ϕ=p)
=

(4.25)

The two non-equivalent generalisations of z have the following properties.

Proposition 4.13. The elements η and χ belong to Z(A) ∩ Zλ(A) and satisfy

η2 = χ2.

Proof. One is able to easily conclude that η and χ are central elements. In the

diagrams below stands for either the identity map or ϕ, depending on which

element, η or χ, we are interested in. Since the identity map also satisfies proper-

ties (C1)–(C4), we will use this notation to signify the corresponding properties
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of .

(3.10)
+

(C2)
=

(B2)
=

(3.10)
+

(C2)
=

(C4)
+

(C1)
=

(3.10)
+

(B2)
=

(C4)
=

(C1)
=

(3.9)
+

(B2)
=

(3.9)
+

(B3)
=

(3.10)
+

(C4)
=

(B4)
=

(C2)
=

(2.9)
=

(B2)
+

(3.14)
=

(B3)
+

(C2)
=

(C1)
+

(3.10)
=

In addition, because η and χ are both determined by a semi-closed diagram we

are able to conclude η, χ ∈ Zλ(A).

(4.7)
=

(2.9)
=

(4.26)

In other words, η and χ belong to Z(A) ∩ Zλ(A).
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4.3 Algebraic structure of spin models

The last and most lengthy part of the proof comes from determining the non-

trivial identity χ2 = η2. Behind this proof is the idea that we should commute

the two factors of χ in a non-trivial way. To highlight this permutation the two

factors are presented in different colours. Note that the properties of a planar

model guarantee that any map : A→ A satisfies = σ ◦ ◦ σ.

χ2 =
(3.10)
=

(3.10)
=

(C2)
=

(C1)
=

(3.10)
=

(B2)
+

(C2)
=

(C4)
+

(C1)
=

(3.10)
+

(4.7)
=

(3.10)
+

(B3)
=

(3.10)
=

n(a)∈Zλ(A)
=

(3.10)
+

(C4)
=

(B4)
+

(B3)
=

(3.10)
=
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(C4)
+

(3.14)
=

(C2)
+

(C1)
=

(B2)
+

(3.10)
=

(B2)
+

(C4)
=

(3.10)
+

(B2)
=

(B3)
=

n(a)∈Zλ(A)
=

(B2)
+

(3.10)
=

(C1)
+

(B3)
=

(B5)
+

(3.10)
=

(C2)
+

(B2)
=

n=σ◦n◦σ
+

n(a)∈Zλ(A)
=

(C4)
+

(B2)
=

(C3)
+

(C1)
=

(B2)
+

(C4)
=
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4.3 Algebraic structure of spin models

(B4)
+

(B3)
=

(C4)
+

(C1)
=

(3.10)
+

(3.14)
=

n=σ◦n◦σ
+

n(a)∈Zλ(A)
=

(B2)
=

(C1)
+

(B3)
=

(3.10)
=

(3.10)
=

p=p◦ϕ
= = η2

The partition function for a surface with spin structure can now be presented.

Each handle contributes the element χ or η depending on the spin structure; the

partition function is thus

Z(Σg, s) = Rε(ηg−lχl). (4.27)

However, the properties described in proposition 4.13 mean all that matters is

l mod 2 which reflects the fact the partition function is a homeomorphism invari-

ant. The only homeomorphism invariant of a spin structure is the Arf invariant

of the quadratic form, in this case arf(q) = l mod 2 ∈ Z2. It is most convenient

to express this invariant of the spin structure as the parity P (s) = (−1)arf(q).

These results are collected together to give the main result for this section.
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Theorem 4.14. Let (C,B,R, λ) be a spin state sum model. Then,

Z(Σg, s) =

{
Rε(ηg) (s is even)

Rε(χηg−1) (s is odd).
(4.28)

Note that Z(Σ0) is independent of the choice of λ, as is to be expected.

According to the classification of planar state sum models given in theorem 3.5,

η ∈ Z(A) implies that η = ⊕i ηi 1i for some constants ηi ∈ R,CR or C. The

expression for χ will therefore be χ = ⊕i sgni ηi 1i, where sgni = ±1, since χ

is also a central element and η2 = χ2. In particular this means simple matrix

algebras can at most attribute different signs to spin structures of different parity.

An algebraic condition that guarantees topologically-inequivalent spin struc-

tures cannot be distinguished is η = χ. It is now shown that the canonical

crossing map gives rise to spin state sum models that fall into this class.

Corollary 4.15. Let λ : A⊗A→ A⊗A be such that a⊗ b 7→ b⊗a. Then χ = η,

implying the partition function does not depend on the spin structure.

Proof. For a crossing of the form above it is easy to conclude ϕ = σ where σ

represents the Nakayama automorphism associated with the Frobenius form ε as

in definition 3.7. The set Zλ(A) coincides in this case with the set of elements

a ∈ A satisfying a · b = σ(b) · a for all b ∈ A. Recall that if an algebra A satisfies

the conditions of theorem 3.2 then σ is an inner automorphism: σ(a) = x ·a ·x−1.

Then it is possible to conclude ϕ ◦ n = n:

ϕ ◦ n(a) = σ ◦ n(a) = x · n(a) · x−1 = xσ(x−1) · n(a) = n(a). (4.29)

The diagrammatic form of η and χ implies that η = χ if the maps n and ϕ◦n coin-

cide. Then theorem 4.14 implies that the partition function does not distinguish

spin parity.

We are now ready to start discussing examples. Below we finally understand

how FHK models fit within the more general framework.

Example 4.16. An FHK state sum model as defined in §2.1 is a curl-free state

sum model where the choice of crossing is canonical. In other words, the map

λ : A⊗ A→ A⊗ A takes a⊗ b 7→ b⊗ a.
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4.3 Algebraic structure of spin models

We also introduce the most general form of an invariant constructed from a

planar model and the canonical crossing. Note that for such a spin model the

fact ϕ2 = id is equivalent to having the Nakayama automorphism satisfy σ2 = id.

Example 4.17. Let A be a complex algebra in the conditions of theorem 3.5.

Then a spin model determined by A and the canonical crossing generates the

partition function

Z(Σg) = R1−g
N∑
i=1

Tr(xi)
1−g, x2

i = RTr(xi)1i. (4.30)

To see this let us first recall the bilinear form B can be written as in equation

(2.17). The associated expression for η will then be

η =
∑
i

∑
lmnp

eilmx
−1
i einpx

−1
i eimle

i
pn. (4.31)

Using the identities
∑

lm e
i
lmyie

i
ml = Tri(yi)1i and

∑
np Tri(yie

i
np)e

i
pn = yi valid

for all y ∈ Ai we can conclude the expression above simplifies to η =
∑

i x
−2
i .

Since σ2 = id and RTr(x−1
i ) = 1i, the xi must satisfy x2

i = RTr(xi)1. Therefore,

η = 1
R
⊕i 1i

Tr(xi)
. Expression (4.28) for the partition function delivers the claimed

result.

If we chose A to be a real algebra, the invariant would read instead

Z(Σg) = R1−g
N∑
i=1

f(i, g) Re Tr(xi)
1−g, x2

i = |Di|RRe Tr(xi)1i (4.32)

where f(i, g) = 1 if Di = R, HR and f(i, g) = 2g if Di = CR.

To see this we use the form of B given by expression (3.23) to determine η:

η =
⊕
i

ηi =
⊕
i

∑
witi

∑
lmnp

wie
i
lmx

−1
i tie

i
npx
−1
i eimle

i
pnwiti. (4.33)

It is easier to treat each ηi separately. If Di = R, CR the wi, ti commute with all

the elements of the algebra and we conclude ηi = |Di|2x−2
i following the techniques

used in the complex case.

If Di = HR, however, a little more work is needed – the index i is suppressed on
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4. SPIN STATE SUM MODELS

algebra elements, for simplicity. We can use the identity
∑

lm elmyieml = Tri(y)1i

to learn

ηi =
∑
wt

∑
np

wTri
(
x−1tenpx

−1
)
epnwt. (4.34)

By noticing
∑

w wyiw = |Di|Re(yi) we have

ηi =
∑
t

|Di|
∑
np

Re
(
Tri
(
x−1
i tenpx

−1
i

)
epn
)
t. (4.35)

If we rewrite x−1
i =

∑
s sx

s
i , we can then replace

∑
np Tri

(
xsix

−1
i tsenp

)
epn with

xsix
−1
i ts. In other words,

ηi =
∑
ts

|Di|Re
(
xsix

−1
i ts

)
t. (4.36)

If we rewrite ts = w ⇔ t = sign(s)ws where s = sign(s)s, the sum in t can be

re-labeled using w. Note as well that Re
(
xsix

−1
i w

)
= sign(w)xsix

w
i :

ηi =
∑
ws

|Di|xsixwi sign(s) sign(w)sw = |Di|x−2
i . (4.37)

As before, the identity x2
i = |Di|RRe Tr(xi)1i is a consequence of σ2 = id. This

means η = 1
R
⊕i |Di|αi

Re Tr(xi)
1i with αi = 1 for Di = R, CR and αi = 0 for Di = HR.

Expression (4.28) delivers the claimed result.

It is an easy exercise to verify that expressions (4.30) and (4.32) reduce to

(2.25) and (2.26) respectively if the Frobenius algebra is symmetric.

4.4 Group graded algebras

The treatment thus far introduced does not guarantee the existence of true spin

models – models that are not simply topological. In this section we will address

this issue by explicitly constructing such spin models. This construction is rather

extensive: we aim to display how the inclusion of a crossing allows us to create a

large amount of new invariants.
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4.4 Group graded algebras

Examples 4.21-4.26 cover a varied range of algebras that give rise to planar

models (see theorem 3.5) and that can be equipped with a crossing. In particular,

we highlight example 4.21 of a spin model constructed from a Z2-graded algebra

(or superalgebra), and examples 4.25-4.26 where spin parity can be distinguished

for group algebras CG when G is non-trivial.

Instead of tackling the classification of crossing maps in its full generality we

will confine our study to a special class of crossings. The reasoning behind this

approach is as follows. One, the general properties of spin models have already

been established through our diagrammatic construction and thus a complete

classification of crossings would not bring additional abstract insight. Two, our

main goal is to work with a rich source of new examples so that the question of

existence can be settled.

The crossings we will be dealing with arise from a particular class of (semi-

simple) algebras: H-graded algebras A =
⊕

h∈H Ah where H is a finite group.

Crossing maps can then be constructed from bicharacters [40]. A bicharacter

λ̃ : H ×H → k is defined by

λ̃(h, jl) = λ̃(h, j)λ̃(h, l), (4.38)

1k = λ̃(h, j)λ̃(j, h). (4.39)

The candidate for a crossing map λ is then determined by setting

λ(ah ⊗ bj) = λ̃(h, j) bj ⊗ ah ∈ Aj ⊗ Ah. (4.40)

The properties of λ̃ guarantee that λ̃(h, j) = λ̃(lhl−1, j) for all h, j, l ∈ H. This

means the arguments of λ̃ takes values in H/ Inn(H) where Inn(H) denotes the

group of inner automorphisms of H. In other words, λ̃(h, l) = 1k whenever

h ∈ Inn(H). Since H/ Inn(H) is isomorphic to the centre of H, Z(H), there is

no loss of generality in choosing H to be abelian – a choice we will resort to from

now on.

From definition (4.40) it is straightforward to conclude properties (4.38) and

(4.39) of a bicharacter λ̃ are in correspondence with the crossing axioms (B2) and

(B3) of definition 4.5. On the other hand, axiom (B4) is automatically verified
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since λ̃ is k-valued. The remaining conditions, however, impose new constraints

on a bicharacter. Write Ah ⊥ Aj if ε(ah · bj) = 0 for all ah ∈ Ah, bj ∈ Aj.

Proposition 4.18. A graded Frobenius algebra with a bicharacter λ̃ determines

a spin state sum model if and only if

D1) For each h, j ∈ H, either Ah ⊥ Aj or λ̃(h, l) = λ̃(l, j) for all l ∈ H.

D2) The Nakayama automorphism σ obeys σ2 = id.

Proof. Applying the maps in axiom (B1) of definition 4.5 to ah ⊗ cl ⊗ bj gives

λ̃(l, j) ε(ah · bj) cl = λ̃(h, l) ε(ah · bj) cl, (4.41)

which is equivalent to condition (D1).

The element B can be written as a sum of linearly independent terms as

B =
∑
ym⊗ zn, in which the gradings m and n may vary. An equivalent relation

to condition (D1) is that for each term ym ⊗ zn in the sum,

λ̃(n, l) = λ̃(l,m) for all l ∈ H. (4.42)

This can be proved by using an equivalent form of axiom (B1) given by rotating

both diagrams in the expression by π. Then applying the maps on both sides of

the equation to al gives the identity∑
λ̃(l,m) ym ⊗ al ⊗ zn =

∑
λ̃(n, l) ym ⊗ al ⊗ zn. (4.43)

The curl on the right-hand side of axiom (B5) is the map

al 7→
∑

ε(al · zn)λ̃(l,m) ym. (4.44)

However, from (4.42), λ̃(l,m) = λ̃(n, l) and for the non-zero terms in (4.44),

λ̃(l, l) = λ̃(l, n). Together these imply λ̃(l,m) = λ̃(l, l). Hence the curl is

ϕ(al) = λ̃(l, l)
∑

ε(zn · σ−1(al)) ym = λ̃(l, l)σ−1(al). (4.45)

Since axiom (B5) is equivalent to ϕ2 = id, and (4.39) implies λ̃(l, l)2 = 1k, the

axioms of definition 4.5 imply that σ2 = id. Conversely, σ2 = id together with
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4.4 Group graded algebras

axioms (B1) to (B4) imply that axiom (B5) is satisfied.

It is possible to regard crossings from bicharacters as the natural generalisa-

tion of the canonical choice a⊗b 7→ b⊗a. Although non-trivial, they retain many

of the simple features of the canonical choice. In particular, they share with the

planar models with canonical crossing of example 4.17 one key feature: partition

functions Z(Σg, s, A1 ⊕ A2) can be naturally defined through the partition func-

tions of their simple components, Z(Σg, s, A1) and Z(Σg, s, A2). To understand

this we must first show how one can define a bicharacter for A1⊕A2 if the A1, A2

come equipped with one [40].

Lemma 4.19. Let λ̃i : Hi × Hi → k be bicharacters for Hi-graded algebras Ai,

i = 1, 2. Then A = A1⊕A2 is H-graded with H = H1×H2 and it comes naturally

equipped with a bicharacter λ̃ defined as

λ̃ (g1g2, h1h2) ≡ λ̃1(g1, h1)λ̃2(g2, h2) (4.46)

where g1g2 and h1h2 belong to H1 ×H2.

Proof. Let the gradings for the Ai be displayed as Ai =
⊕

h∈Hi(Ai)h. Then A is

naturally H-graded as

A =
⊕

h1h2∈H1×H2

(A1)h1 ⊕ (A2)h2 (4.47)

where the group H1 × H2 comes with the product h1h2 · l1l2 = (h1 · l1)(h2 ·
l2). Using this definition of group product we know λ̃(g1g2 · h1h2, l1l2) = λ̃((g1 ·
h1)(g2 · h2), l1l2). Then expression (4.46) tells us λ̃((g1 · h1)(g2 · h2), l1l2)) =

λ̃1(g1 ·h1, l1)λ̃2(g2 ·h2, l2). Using property (4.38) for the λ̃i and rearranging terms

we find λ̃1(g1 · h1, l1)λ̃2(g2 · h2, l2) = λ̃1(g1, l1)λ̃2(g2, l2)λ̃1(h1, l1)λ̃2(h2, l2). Again

using the definition (4.46) we can finally rewrite

λ̃(g1g2 · h1h2, l1l2) = λ̃(g1g2, l1l2)λ̃(h1h2, l1l2). (4.48)

Similarly to establish property (4.39) we use the corresponding properties for the
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λ̃i.

λ̃(g1g2, h1h2) = λ̃1(g1, h1)λ̃2(g2, h2) = (λ̃1(h1, g1)λ̃2(h2, g2))−1

= λ̃(h1h2, g1g2)−1 (4.49)

Moreover, if the λi also satisfy the conditions of proposition 4.18 then also will

λ as defined in (4.46). Note that since the Frobenius form ε for A decomposes

as ε = ε1 ⊕ ε2 we know that A1 ⊥ A2. Therefore determining property (D1) for

λ is equivalent to determining it for each λi which is true by construction. It is

also an easy exercise to verify that the Nakayama automorphism associated with

ε, σ, decomposes as σ = σ1 ⊕ σ2. Therefore, since σ2
i = id we know σ2 = id.

We will finally show that if the preferred elements of Ai are ηi and χi then

the preferred elements for A1⊕A2 are given by η = η1⊕ η2 and χ = χ1⊕χ2. Let

us use the expression Bi =
∑
ymi ⊗ zni to denote the Ai bilinear maps, subject

to condition (4.42). Then, using the grading of equation (4.47), we conclude

B =
∑

(ym1 ⊕ ym2)⊗ (zn1 ⊕ zn2) . (4.50)

The algebraic expression for η will then read:

η =
∑

λ̃(n1n2, h1h2) (ym1 ⊕ ym2) · (yh1 ⊕ yh2) · (zn1 ⊕ zn2) · (zl1 ⊕ zl2) . (4.51)

Using the multiplication property (a ⊕ b) · (c ⊕ d) = a · c ⊕ b · d along with the

defining equation for λ̃, expression (4.46), we learn (4.51) can be rewritten as

η =
∑

λ̃1(n1, h1) ym1 · yh1 · zn1 · zl1 ⊕
∑

λ̃2(n2, h2) ym2 · yh2 · zn2 · zl2
= η1 ⊕ η2. (4.52)

The expression for χ is entirely similar apart from the action of ϕ on ym1 ⊕
ym2 and zl1 ⊕ zl2 . Since ϕ is an automorphism it will also preserve the algebra

decomposition. Therefore the conclusion χ = χ1 ⊕ χ2 also holds.

This is enough to guarantee the partition function Z(Σg, s, A1 ⊕ A2) decom-

poses as a sum of the partition functions Z(Σg, s, Ai). To see this note the gen-
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eral expression for the partition function, equation (4.27), can be rewritten for

A1⊕A2 as Z(Σg, s) = Rε((η1⊕ η2)g−l · (χ1⊕χ2)l). Again using the product rule

(a⊕ b) · (c⊕ d) = a · c⊕ b · d, the linearity of ε and its decomposition ε = ε1 ⊕ ε2

we can further rewrite

Z(Σg, s) = Rε1(ηg−l1 · χl1) +Rε2(ηg−l2 · χl2) (4.53)

which establishes the intended result.

To make our knowledge of bicharacters more concrete we will use the fun-

damental theorem of finite abelian groups. According to this classification, any

finite abelian group H is isomorphic to Zn1 × · · ·×Znp for some natural numbers

ni [41] where Zn is the cyclic group of order n. Without loss of generality we

will consider abelian groups of this type only, from now on. This will allow us to

determine more precisely what the constants λ̃(h, l) look like.

Proposition 4.20. Suppose A is an H-graded algebra with H = Zn1 × · · · ×Znp
where Znk is generated by rk. Let rα1

1 · · · r
αp
p , αk ∈ N mod nk denote an element

of H. Then, a bicharacter λ̃ : H ×H → k must satisfy the following conditions.

E1) λ̃
(
rα1

1 · · · r
αp
p , r

β1
1 · · · r

βp
p

)
=

p∏
i,j=1

λ̃(ri, rj)
αiβj

E2) λ̃(ri, rj)
ni = λ̃(ri, rj)

nj = 1k

E3) λ̃(ri, rj)λ̃(rj, ri) = 1k

Proof. Identity (E1) will follow from equation (4.38). Using this property we first

rewrite

λ̃(rα1
1 · · · rαpp , r

β1
1 · · · rβpp ) = λ̃(r1, r

β1
1 · · · rβpp )λ̃(rα1−1

1 rα2
2 · · · rαpp , r

β1
1 · · · rβpp ) (4.54)

which is valid for every αi ∈ N mod ni. Iterating this process a total of αi times

we find

λ̃(rα1
1 · · · rαpp , r

β1
1 · · · rβpp ) = λ̃(r1, r

β1
1 · · · rβpp )α1λ̃(rα2

2 · · · rαpp , r
β1
1 · · · rβpp ). (4.55)

Repeating the process for each remaining rk will then deliver identity (E1).
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The second property is a consequence of (E1). Consider the elements rnii and

r
βj
j . Then identity (E1) tells us λ̃(rnii , r

βj
j ) = λ̃(ri, rj)

niβj . However, since rnii = 1

and λ̃(1, h) = 1k for all h ∈ H we must have (λ̃(ri, rj)
ni)βj = 1k for all βj. This

means the identity λ̃(ri, rj)
ni = 1k must hold. An entirely analogous treatment

would allows us to conclude λ̃(ri, rj)
nj = 1k.

Finally, the last statement is trivial: it follows directly from identity (4.39).

The first non-trivial consequence of proposition 4.20 is understanding what

condition (4.42), λ̃(n, l) = λ̃(l,m) for all l ∈ H, implies. It is equivalent to having

either λ̃(n, l) = 1k for all n, l ∈ H or n = m−1. To see this note that equation

(4.42) can be rewritten as

λ̃(n, l)λ̃(m, l) = λ̃(rα1
1 · · · rαpp , r

β1
1 · · · rβpp )λ̃(rγ11 · · · rγpp , r

β1
1 · · · rβpp ) = 1k. (4.56)

Property (E1) then tells us this equation is equivalent to
∏p

i,j=1(λ̃(ri, rj)
αi+γi)βj =

1k. Since this must be true for all βj we conclude that either λ̃(ri, rj) = 1k for

all i, j = 1, p or αi + γi = 0. In other words either the bicharacter is trivial or

n = m−1.

The equivalence we have just discussed also allows us to conclude that ϕ

preserves the algebra grading when λ̃ is not trivial. (When λ̃(h, l) = 1k for all

h, l ∈ H then ϕ = σ and the grading is not relevant for constructing partition

functions.) Note it implies that if ε(ah · bl) 6= 0 we must have l = h−1 . However,

the definition of the Nakayama automorphism tells us that ε(ah · bh−1) = ε(bh−1 ·
σ(ah)). Since we assumed the left hand-side does not vanish we must have σ(ah) ∈
Ah. On the other hand, ε(ah·bl) = 0 cannot be true for all ah, h ∈ H since ε is non-

degenerate. Hence, σ preserves the algebra grading. Since ϕ(ah) = λ̃(h, h)σ(ah)

we also conclude ϕ(Ah) ⊂ Ah.

Since we now know how we can construct partition functions for semi-simple

algebras from their simple blocks we will be mainly concerned with generating

examples for A = Mn(D) with D = C,R,CR,HR. As we understand most of the

properties of crossings from bicharacters already, our freedom to create invariants

relies on our choice of grading.
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Example 4.21 (Algebras A = Mn(k), k = R,C). Let ε(a) = Tr(xa) with x2 =

RTr(x)1 and Tr(x) 6= 0. The algebra A = Mn(k) can be seen as having a

natural Z2-grading Ar0 ⊕Ar1 where each matrix splits into a block-diagonal and

a block-anti-diagonal part (p+ q = n).(
ap×p bp×q

cq×p dq×q

)
=

(
ap×p 0

0 dq×q

)
⊕

(
0 bp×q

cq×p 0

)
∈ Ar0 ⊕ Ar1 . (4.57)

According to proposition 4.20 the components of λ̃ are determined by the relation

λ̃(rα, rβ) = λ̃(r, r)α,β with α, β = 0, 1 and λ̃(r, r) = ±1k.

If we choose λ̃(r, r) = +1k we are in the conditions of example 4.17. Therefore

we will concentrate on the case λ̃(r, r) = −1k. Condition (D1) tells us the identity

ε(aαbβ) = 0 must hold whenever α 6= β. This means we must have ε(a0a1) = 0 for

all ai ∈ Ari . However, we know a0a1 ∈ A1 so it is just as valid to show ε(a1) = 0.

Since ε(a1) = Tr(xa1) we learn that x must belong to Ar0 .

The bilinear form can be written as

B =
1

RTr(x)

∑
α

∑
lm

eαlmx⊗ eαml (4.58)

where the label α identifies whether the elementary matrix belongs to Ar0 or Ar1 .

The expressions for both η and χ read

η =
1

R2 Tr(x)2

∑
αβ

λ̃(r, r)αβ
∑
lmso

eαlmxe
β
soe

α
mlxe

β
os, (4.59)

χ =
1

R2 Tr(x)2

∑
αβ

λ̃(r, r)αβ+α+β
∑
lmso

xeαlme
β
soe

α
mle

β
osx. (4.60)

We can rewrite the sum terms in (4.59) as∑
α

∑
lmso

eαlmxe
0
soe

α
mlxe

0
so +

∑
α

λ̃(r, r)α
∑
lmso

eαlmxe
1
soe

α
mlxe

1
so. (4.61)

The simplification
∑

lm elmxe
0
soeml = Tr(xe0

so)1 holds. Since x ∈ Ar0 we can

rewrite the first sum term in equation (4.62) as
∑

so Tr(xe0
so)xe

0
so = x2 = RTr(x)1.

On the other hand,
∑

so e
1
soye

1
os = 0 holds for all y ∈ A. Therefore the second

term in equation (4.62) vanishes. This means that we have η = 1
RTr(x)

.

77



4. SPIN STATE SUM MODELS

Let us now similarly decompose the sum terms in (4.60).∑
α

λ̃(r, r)α
∑
lmso

xeαlme
0
soe

α
mle

0
osx−

∑
α

∑
lmso

xeαlme
1
soe

α
mle

1
osx (4.62)

The property
∑

so e
1
soye

1
os = 0 for all y ∈ A again renders the second term in

the sum zero. It also means that only α = 0 contributes to the first sum. One

can finally easily verify that
∑

lmso e
0
lme

0
soe

0
mle

0
os = 1. Therefore, χ = 1

RTr(x)
= η

which means this choice of crossing also does not allow for spin structures to be

distinguished. The partition function reads

Z(Σg) = R1−g Tr(x)1−g, (4.63)

which coincides with the canonical crossing one.

Our conclusions so far do not guarantee the existence of crossing maps satis-

fying η 6= χ. The last efforts in this section therefore concentrate on presenting

various examples of such algebras.

Example 4.22 (Algebras A = Mn(CR)). These algebras are naturally Z2-graded:

Mn(CR) = Ar0
⊕

Ar1 with Ar0 = Mn(R) and Ar1 = ı̂Mn(R). The components

of the crossing are then determined by the relation λ̃(rα, rβ) = λ̃(r, r)αβ for

λ̃(r, r) = −1k. For convenience we will also use the alternative notation r = ı̂.

Let us take the Frobenius form to be as general as possible: ε(a) = Re Tr(xa)

with x2 = 2RTr(x)1 and Tr(x) 6= 0. Then the analysis of the previous example

tells us that x ∈ Ar0 .
Then the bilinear form reads as

B =
1

2RTr(x)

∑
w

∑
lm

welmx⊗ w∗eml. (4.64)

This information can be used to determine the relation

η =
1

4R2 Tr(x)2

∑
wt

λ̃(w, t)
∑
lmpq

elmxepqxemleqp. (4.65)

Recalling that
∑

wt λ̃(w, t) =
∑

α,β λ̃(r, r)αβ and that λ̃(r, r) = −1k we can

identify the first sum as the constant 2. The second sum is just the element
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x2 = 2RTr(x)1, so one concludes that η = 1
2RTr(x)

. The element χ is constructed

in an analogous fashion:

η =
1

4R2 Tr(x)2

∑
wt

λ̃(w,w)λ̃(w, t)λ̃(t, t)
∑
lmpq

xelmepqemleqpx. (4.66)

As before, the second sum term gives rise to the term x2 = 2RTr(x)1. How-

ever, the first sum is now equal to
∑

αβ(−1k)
αβ+α+β = −2. Hence, χ = −η. The

invariant produced distinguishes spin structures of different parity and takes the

form

Z(Σg, s) = P (s)2−gR1−g Tr(x)1−g. (4.67)

Example 4.23 (Algebras A = Mn(HR)).

Consider the group of the quaternions K̂ =
{

1, ı̂, ̂, k̂,−1,−ı̂,−̂,−k̂
}
3 w and

define Aw = wMn(R). Then Aw = A−w and AwAt = Awt, so that the algebra

A = Mn(HR) is graded by the quotient group K = K̂/{±1}, which is isomorphic

to the Klein group Z(1)
2 × Z(2)

2 . The grading is conveniently written Mn(HR) =

⊕wAw with w ∈
{

1, ı̂, ̂, k̂
}

.

Let us denote the generators of Z(1)
2 × Z(2)

2 as r1 = ı̂ and r2 = ̂. Then

proposition 4.20 guarantees the bicharacter will be determined by the terms

λ̃(̂ı, ı̂), λ̃(̂, ̂) and λ̃(̂ı, ̂) all of which are roots of unit. We exclude the case

λ̃(̂ı, ı̂) = λ̃(̂, ̂) = λ̃(̂ı, ̂) = 1k as this gives rises to the canonical crossing.

Let us take the Frobenius form to be as general as possible: ε(a) = Re Tr(xa)

with x2 = 4RTr(x)1 and Tr(x) 6= 0. The condition ε(ahbl) = 0 whenever l 6= h−1

translates into the identities ε(aı̂) = ε(â) = ε(ak̂) = 0. This means the element

x ∈ A1.

The bilinear form satisfies

B =
1

4RTr(x)

∑
w,lm

(w elmx⊗ w∗ eml) . (4.68)
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This information can be used to determine the identity

η =
1

16R2 Tr(x)2

(∑
lmpq

elmxepqxemleqp

)(∑
wt

λ̃(w, t)wtw∗t∗

)
. (4.69)

The first sum is simply the element 4RTr(x)1. The second, with some algebraic

manipulation, can be seen to satisfy

∑
wt

λ̃(w, t)wtw∗t∗ =
11

2
− 2Λ +

Λ2

2
(4.70)

with Λ = λ̃(̂ı, ı̂) + λ̃(̂, ̂) + λ̃(k̂, k̂). The element χ is constructed in an analogous

fashion:

χ =
1

16R2 Tr(x)2

∑
lmpq

xelmepqemleqpx
∑
wt

λ̃(w,w)λ̃(w, t)λ̃(t, t)wtw∗t∗. (4.71)

and again the first sum equates to 4RTr(x)1. We are then able to verify∑
wt

λ̃(w,w)λ̃(w, t)λ̃(t, t)wtw∗t∗ =
∑
wt

λ̃(w, t)wtw∗t∗ − (Λ− 1) (Λ− 3) (Λ + 3) .

(4.72)

It is easy to see Λ ∈ {−3,−1, 1} (the canonical crossing would correspond to the

choice Λ = 3). Therefore only the crossings satisfying Λ = −1 distinguish spin

structures. The partition function reads

Z(Σg, s) = f(Λ, s)R1−g Tr(x)1−g, f(Λ, s) =


22g (Λ = −3)

P (s)2g (Λ = −1)

1 (Λ = +1)

. (4.73)

A natural question is whether algebras with symmetric Frobenius forms, and

a crossing respecting the conditions of definition 4.5 and the curl-free condition

always give rise to an FHK state sum model. This is not, however, the case as it

can be seen from the example below.

Example 4.24 (Algebras A = Mn(C)). As studied in [40] Mn(C) can be regarded

as an H-graded algebra where the group is H = Z(1)
n × Z(2)

n and we denote the
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generators as r1 = a and r2 = b. Mn(C) is decomposed into n2 components

as follows. Let ξ ∈ C be a primitive n-th root of unit and define the matrices

Xa = diag(ξn−1, · · · , ξ, 1) and Yb = en1 +
∑n−1

m=1 em(m+1) [40]. Then, the Xα
a Y

β
b

are linearly independent. Let us denote the one-dimensional subspace generated

by each Xα
a Y

β
b as Ah, h = aαbβ. The fact X i

aY
j
b X

i′
a Y

j′

b = ξ−ji
′
X i+i′
a Y j+j′

b implies

the decomposition ⊕h∈HAh is indeed a group grading.

The expression

λ̃(aibj, ai
′
bj
′
) = λ̃(a, a)ii

′
λ̃(b, b)jj

′
λ̃(a, b)ij

′−ji′ (4.74)

is the most general we can have for a grading. The constants λ̃(a, a), λ̃(b, b) and

λ̃(a, b) are n-roots of unit. In addition we must have λ̃(a, a)2 = λ̃(b, b)2 = 1k.

Therefore, if n is odd we must have λ̃(a, a) = λ̃(b, b) = 1k.

It is necessary to verify condition (D1), which is to say that ε(ah) = 0 for all

h 6= 1. This means the Frobenius form ε(a) = Tr(xa) must be such that x ∈ A1.

In other words, the Frobenius form is required to be symmetric: x = Rn.1. To

show that ε(ah) = 0 is satisfied under these conditions, note that ε(Y j
b X

i
a) =

ε(X i
aY

j
b ) = ξijε(Y j

b X
i
a). Since ξ is a primitive root of unity ε(ah) = 0 is verified

whenever i, j are both non-zero. On the other hand, we have X i
aY

j
b X

−1
a = ξijY j

b .

This implies ε(X i
a) = ε(Y j

b ) = 0 whenever i, j 6= 0.

The bilinear form reads

B =
1

Rn2

∑
ij

ξ−ijX i
aY

j
b ⊗X

−i
a Y −jb (4.75)

and some algebraic manipulations allow us to conclude:

η =
1

R2n4

∑
ijkl

(
ξ−1λ̃(a, b)

)il−jk
λ̃(a, a)ikλ̃(b, b)jl, (4.76)

χ =
1

R2n4

∑
ijkl

(
ξ−1λ̃(a, b)

)il−jk
λ̃(a, a)i+ik+kλ̃(b, b)j+jl+l. (4.77)

We can see the constant λ̃(a, b) does not play a role in determining whether the

model distinguishes spin structures or not. Therefore, we will set λ̃(a, b) = ξ

for simplicity. Noting that
∑2p

ij=1(−1)ij = 2p and
∑2p

ij=1(−1)i+ij+j = −2p, and
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defining Λ = λ̃(a, a) + λ̃(b, b) we conclude

Z(Σg, s) = f(Λ, s)R2−2gn2, f(Λ, s) =


n−2g (Λ = −2)

P (s)n−g (Λ = 0)

1 (Λ = +2)

. (4.78)

The techniques introduced thus far allowed us to create a rich class of exam-

ples. In particular, we now know that any algebra A with a simple component

isomorphic to M2n(R), Mn(CR), Mn(HR) or M2n(C) can be equipped with a cross-

ing giving rise to a non-topological spin model. However, there are some algebras

for which we can never find a non-trivial crossing by constructing one from the

simple components of the algebra. These are commutative algebras A =
⊕N

i=1Ai

with a trivial centre, and are isomorphic to a number of copies over either C or

R. Each simple component Ai is one-dimensional which means the space Ai⊗Ai
is also one-dimensional. Consequently, λi : Ai ⊗ Ai → Ai ⊗ Ai has to be the

canonical crossing. The commutative complex algebras are also isomorphic to

CH for some abelian group H with |H| = N . We can explore this isomorphism

to generate crossings from bicharacters.

Example 4.25. The algebra CH for abelian H can naturally be seen as H-

graded with each element h ∈ H generating the linear subspace Ah. If we take

the group elements as the algebra basis it is easy to conclude the Frobenius form

ε(h) = R|H| δh,1 and B = R−1|H|−1
∑

h∈H h⊗ h−1 (the Frobenius form must be

symmetric because the algebra is commutative). If we choose the crossing to be

given by equation (4.40) the preferred elements of the algebra satisfy

η =
1

R2|H|2
∑
h,l

λ̃(h, l), (4.79)

χ =
1

R2|H|2
∑
h,l

λ̃(h, l)λ̃(h, h)λ̃(l, l). (4.80)

Using the classification of bicharacters of proposition 4.20 where H = Zn1×· · ·×
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Znp , |H| = n1 · · ·np we can rewrite the identities above as

η =
1

R2|H|2
p∏

ij=1

ni∑
αi=1

nj∑
βj=1

λ̃(ri, rj)
αiβj , (4.81)

χ =
1

R2|H|2
p∏

ij=1

ni∑
αi=1

nj∑
βj=1

λ̃(ri, rj)
αiβj λ̃(ri, ri)

αiλ̃(rj, rj)
βj . (4.82)

We can see the factors λ̃(ri, rj) for i 6= j do not contribute for η and χ to be

distinct. Therefore, we set λ̃(ri, rj) = 1k whenever i 6= j. The expressions for η

and χ are simplified to

η =
1

R2|H|2
p∏
i=1

ni∑
αi,βi=1

λ̃(ri, ri)
αiβi =

1

R2|H|2
p∏
i=1

ηi, (4.83)

χ =
1

R2|H|2
p∏
i=1

ni∑
αi,βi=1

λ̃(ri, ri)
αiβi+αi+βi =

1

R2|H|2
p∏
i=1

χi. (4.84)

Each term in the sum over i can be independently calculated. If ni is odd then

λ̃(ri, ri) = 1k and ηi = χi = n2
i . If ni is even it is possible to choose λ̃(ri, ri) = −1k.

For this choice, as discussed in example 4.24, we have ηi = −χi = ni. Let I be

the set of indices i for which λ̃(ri, ri) = −1k and denote
∏

i 6∈I ni = NI . Then,

η = 1.
NI

R2|H|
, χ = (−1k)

|I|η (4.85)

where |I| denotes the cardinality of I. The partition function reads

Z(Σg, s) = P (s)|I|R2−2gN g
I |H|

1−g. (4.86)

When I = and p = 0, 1 the equation above should be compared with expression

(2.28): it is easy to verify (4.86) does reduce to R2−2g|H| since NI = |H| under

the quoted circumstances.

The construction we have just described cannot be used to differentiate spin

structures if the algebra is odd-dimensional. However, for |H| odd we can always
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regard CH ' C⊕ CN as a Z1 ×N algebra (|H| = 1 + |N | ). Then we know

Z(Σg, s,CH) = R2−2g + Z(Σg, s,CN). (4.87)

Of course, this process can be generalised to include the gradings generated by

all abelian M × N such that |M | + |N | = |H|. Currently, we conjecture that

all distinct partition functions for algebras CH can be created from crossings

generated in this way. The first few iterations of this conjecture (for |H| = 2, 3, 4)

have been established using the program in appendix B.

We finish this section by presenting crossings that can be used for group

algebras CH when H is not abelian.

Example 4.26. Let CH be a group algebra of dimension |H|. Let the Frobenius

form be chosen to be symmetric for simplicity: ε(h) = R|H|δh,1. Remember

that a bicharater λ̃ : H × H → C must satisfy λ̃(g, h) = λ̃(lgl−1, h). Therefore,

λ̃ : H/ Inn(H) × H/ Inn(H) → k , where Inn(H) denotes the group of innner

H-automorphisms and satisfies H/ Inn(H) = Z(H). In other words, λ̃(h, 1) = 1k

if h ∈ Inn(H).

Note B = R−1|H|−1
∑

h∈H h⊗ h−1. The expression for η can then be decom-

posed as follows, if we use the elements h ∈ H as a basis.

R2|H|2 η =
∑
h,l

hlh−1l−1λ̃(h, l)

=
∑

h,l∈Z(H)

λ̃(h, g)1 + 2
∑

h∈Z(H)
l∈Inn(H)

1 +
∑

h,l∈Inn(H)

lhl−1h−1 (4.88)

On one hand, the first sum can be identified with the element η created by a

CZ(H) algebra for some bicharacter λ̃ – see equation (4.79). On the other hand,

the last sum can be identified with the preferred element created for a C Inn(H)

algebra when using the canonical crossing. These elements shall be denoted ηλ̃Z(H)

and η Inn(H) respectively. Note as well the term
∑

h∈Z(H), l∈Inn(H) 1 reduces to

|Z(H)|| Inn(H)|1 = |H|1:

η =
|Z(H)|2

|H|2
ηλZ(H) +

2

R2|H|
1 +

1

|Z(H)|2
η Inn(H). (4.89)

84



4.4 Group graded algebras

The element χ decomposes as follows.

R2|H|2 χ =
∑

h,l∈Z(H)

λ̃(h, g)λ̃(h, h)λ̃(g, g)1 + 2
∑

h∈Z(H)
l∈Inn(H)

λ̃(h, h)1 +
∑

h,l∈Inn(H)

lhl−1h−1

(4.90)

To compute the sum
∑

h∈Z(H), l∈Inn(H) λ̃(h, h)1 = | Inn(H)|
∑

h∈Z(H) λ̃(h, h)1 we

use the decomposition of proposition 4.20:

∑
h∈Z(H)

λ̃(h, h)1 =

p∏
i=1

ni∑
αi=1

λ̃(ri, ri)
αi = |Z(H)|δ|I|,0. (4.91)

Note the last step uses the fact
∑2n

α=1(−1k)
α = 0. With a definition for χλ̃Z(H)

similar to that of ηλ̃Z(H) we find

χ =
|Z(H)|2

|H|2
χλZ(H) +

2δ|I|,0
R2|H|

1 +
1

|Z(H)|2
η Inn(H). (4.92)

For simplicity, we will calculate partition functions for bicharacters satisfying

λ̃(ri, rj) = 1k whenever i 6= j as in the previous example. It is easy to see

that η = χ when |I| = 0 (which is to say the bicharacter is trivial). Therefore,

we will concentrate on the case |I| 6= 0. Recall that under these restrictions

ηλ̃Z(H) = R−2NI |Z(H)|−11 and χλ̃Z(H) = (−1)|I|ηλ̃Z(H).

η =
2|H|+NI |Z(H)|

R2|H|2
1 +

1

|Z(H)|2
η Inn(H) (4.93)

χ =
(−1)|I|NI |Z(H)|

R2|H|2
1 +

1

|Z(H)|2
η Inn(H) (4.94)

We start with case s = even. We note that εH = |Z(H)|εInn(H). Therefore, using

the binomial decomposition of ηg we can relate the partition function for CH with

the partition function for C Inn(H). Moreover, since the model for C Inn(H)

is an FHK model we can use expression (2.28) for further simplification. The
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4. SPIN STATE SUM MODELS

representations of Inn(H) have labels j ∈ J and we denote | Inn(H)|−1NI = dH,I .

Z(Σg, even) = R2−2gZ(H)|1−g
g∑

k=0

∑
j∈J

(gk) (dH,I + 2)k (dim j)2−2(g−k) (4.95)

Reordering the sums and performing the summation over k the expression can

be simplified to:

Z(Σg, even) = R2−2g|H|−g|Z(H)|1−g
∑
j∈J

(
dH,I + 2 + (dim j)−2

)g
(dim j)2. (4.96)

A similar treatment for the case s = odd allows us to write the partition function

as

Z(Σg, s) = R2−2g|H|−g|Z(H)|1−g
∑
j∈J

(
dH,I + 2 + (dim j)−2

)g−1
(dim j)2f(s, j),

f(s, j) =

dH,I + 2 + (dim j)−2 (s even)

P (s)|I|dH,I + (dim j)−2 (s odd)
. (4.97)
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5

Planar and spherical defect

models

5.1 Planar models with defects

The introduction of defects in FHK models has been studied by Davydov, Kong

and Runkel in the context of topological quantum field theory [23]. In this section

we will discern how their framework can be understood within the more general

theory of planar state sum models.

A diagrammatic state sum model is defined for a triangulated compact subset

M ⊂ R2 (see section §3.1). Our new model is constructed for an extension of this

type of space: a compact subset M of R2 that comes equipped with a collection

of embedded graphs. A graph Γ is defined as a pair (Γ0,Γ1) where Γ0 is a finite

set of labelled nodes i and Γ1 is a finite set of pairs of ordered nodes (i, j) in Γ0

called arrows. These come labelled as bij where b indexes the number of arrows

(i, j).
1ij

2ij

i j

We also restrict nodes to be at most trivalent: this means there are at most three

bij for each i. An example of this new type of space is illustrated in figure 5.1 and

embedded graphs will also be referred to as defects. Note the embeddings are
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5. PLANAR AND SPHERICAL DEFECT MODELS

(a) (b)
(c)

Figure 5.1: Graphs are embedded in the surface and referred to as defects. We in-
troduce a triangulation respecting conditions (F1) to (F4). To construct a diagram
we regard the defects as elements of the dual diagram of the surface.

restricted to the plane which is to say that we do not allow for graphs to intersect

each other.

The discrete structure of the new model is again given by a triangulation of

(M,Γ). In this case, however, we restrict the possible choices of triangulation.

Definition 5.1. A triangulation T of (M,Γ), M ⊂ R2 is called graph-like if the

following conditions are satisfied.

F1) Each defect arrow must intersect only edges and triangles of T and it must

intersect an edge at least once.

F2) Edges may be intersected by defect arrows at most once.

F3) Each defect node must intersect exactly one triangle.

F4) Each triangle contains at most one defect node; if a node is present only

defect arrows starting or ending at that node are allowed to cross the trian-

gle.

The point of choosing a graph-like triangulation is the unambiguous construc-

tion of the dual diagram G – this is achieved by regarding the graph components

as part of G and creating the entire dual diagram by simply adding the coun-

terparts of surface vertices, edges and triangles (see figure 5.1). Note that if a
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5.1 Planar models with defects

triangulation is not graph-like we can always generate a new one from it that is,

by a (finite) series of Pachner moves. A straightforward consequence of defini-

tion 5.1 is that the boundary of M is not intersected by defects – arrows begin and

end at nodes and nodes cannot be placed at edges or vertices of the triangulation,

the only components of a boundary.

We assume that a planar model with defects must reduce to a planar model

when all graphs present are the empty graph. Therefore, for the parts of the

diagram that do not involve defects we will use the maps C, B and R for the duals

of triangles, pairs of edges and vertices respectively. However, the introduction

of defects presents us with a collection of new variables that we must fix.

We start with the elements of the dual diagram that involve defect arrows

bij but not nodes. Fix the pair of nodes (i, j). To each arrow b we associate a

set of states α, β, γ ∈ T(b) as we did for edges in the surface, here labeled with

states a, b, c ∈ S. We will denote the corresponding arrow bji, bij with reversed

orientation, as b× and the new set of states as T(b×). Then the counterparts of

the constants Cabc and Bab for defect lines are as follows.

α a β

Lαaβ
α β

Pαβ

α a β

Rαaβ

α β
Qαβ

(5.1)

Note that the constants Lαaβ, Rαaβ, Pαβ, Qαβ are specific to each defect arrow,

a dependence we leave implicit. Combinations of these maps are used to define

diagrams with one leg pointing upwards.

β

a α a α

β

P βγLγaα = Laα
β,=

α a

β

α a

β

= LαaγQ
γβ = Lαa

β

(5.2)
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5. PLANAR AND SPHERICAL DEFECT MODELS

β

a α a α

β

QβγRγaα = Raα
β,=

α a

β

α a

β

= RαaγP
γβ = Rαa

β

(5.3)

Similar combinations allow us to define defect-line diagrams with two or three legs

pointing upwards. We must now include the data associated with defect nodes.

Allow us to represent by a solid black line a leg that might belong to the surface

or a defect, = , , . Then the constant associated with a node is represented as

follows, where I, J,K are labels in either S, T(b) or T(b×).

I J K

φIJK (5.4)

In chapter §3 we discussed how the cyclic symmetry of C and the identity Bab =

Bba could be replaced with a more general requirement, equation (3.2). For

FHK models with defects, it is discussed in [23] how the former requirements

apply to defect graphs: Pαβ = P βα, Qαβ = Qβα and φIJK = φJKI = φKIJ

whenever I, J,K are labels in the same space guarantee rotational symmetry.

Diagrammatic models with defects include a refinement of these conditions. One,

we set BabPαγLbγ
β = BbaQγβLγb

β as depicted below,

=

α a β α a β

(5.5)

and the analogous relation for Rαaβ that is given by reversing all arrow orien-

tations on equation (5.5). Two, whenever the sets of states I, J,K belong to
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5.1 Planar models with defects

coincide the following equations must be satisfied.

I J
= φIJ

K

I J
=

K K

(5.6)

Three, the definition of φIJK must be unambiguous.

=

I J K I J K

(5.7)

It is easy to see both (5.6) and (5.7) reduce to (3.2) when I, J,K ∈ S and φ = C.

The partition function reads, again, as the evaluation of the diagram GΓ

associated with the surface with defects (M,Γ).

Z(M,Γ) = |GΓ| (5.8)

The linear algebra interpretation of section §2.1 can be extended to defect data.

Let b be a positively-oriented arrow. We associate a state α of the set T(b) with

a basis element vα of a vector space V – the dependence in b is left implicit from

this point onwards. By convention, if we reverse the orientation of the arrow b a

state α ∈ T(b×) is associated with a basis element wα of a new vector space that

we will denote as V ×. The constants Lαaβ and Rαaβ are then interpreted as maps

L : V × A× V × → k, (vα, ea, wβ) 7→ Lαaβ, (5.9)

R : V × × A× V → k, (wα, ea, vβ) 7→ Rαaβ. (5.10)

The matrix element Pαβ is seen as defined through P = vα ⊗ wβ Pαβ ∈ V ⊗ V ×.

Similarly, Qαβ is defined through Q = wα ⊗ vβ Qαβ ∈ V × ⊗ V . Furthermore, for
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5. PLANAR AND SPHERICAL DEFECT MODELS

each V we will define a left and right action of A:

l : A⊗ V → V, ea ⊗ vα 7→ l(ea ⊗ vα) = Laα
βvβ, (5.11)

r : V ⊗ A→ V, vα ⊗ ea 7→ r(vα ⊗ ea) = Rαa
βvβ. (5.12)

Note that our definition of actions of A on a vector space V does not imply at this

stage any assumptions other than linearity. For convenience we will also denote

l(ea⊗ vα) = ea · vα and r(vα⊗ ea) = vα · ea. The interpretation of the symbol · as

a multiplication, left or right action is made clear by the vectors being multiplied

or acted upon. Left and right actions for V × also exist:

l× : A⊗ V × → V ×, ea ⊗ wα 7→ l×(ea ⊗ wα) = Raα
βwβ, (5.13)

r× : V × ⊗ A→ V ×, wα ⊗ ea 7→ r×(wα ⊗ ea) = Lαa
βwβ. (5.14)

Finally, the constants φIJK also have a linear algebra interpretation. Let the

states I, J , K in U , U ′, U ′′ be associated with basis elements eI , eJ , eK of vector

spaces W , W ′, W ′′. Then, φ : W ×W ′ ×W ′′ → k is defined according to the

relation φ(eI , eJ , eK) = φIJK . It can also be seen as a map φ : W ⊗W ′⊗W ′′ → k.

We are now prepared to define the concept of defect data. On what follows

we consider M ⊂ R2 to be anti-clockwise oriented.

Definition 5.2. Let (M,Γ) be graph-like triangulated and let G be the dual graph

that comes associated with it. Let G0 be the set of vertices in G, and G1 be its

set of edges. Without loss of generality consider all trivalent vertices to have only

downward pointing legs.

G1) To each edge b ∈ G1 ∩ Γ1 with an orientation opposite to that induced by

M we associate an element P ∈ V (b)⊗ V (b)×.

G2) To each edge b ∈ G1 ∩ Γ1 with an orientation that matches the induced

orientation from M we associate an element Q ∈ V (b)⊗ V (b)×.

G3) To each vertex in G0 that coincides with a node in Γ0 and with ordered

edges (b1, b2, b3) we associate a map φ : W1 × W2 × W3 → k where the

spaces Wi = A, V (bi), V (bi)
× are determined by the vertex edges.
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5.1 Planar models with defects

G4) Consider a vertex v in G0 that does not coincide with a node in Γ0. If v has

ordered edges (b, a, b), where a denotes an M − Γ edge, we associate with

v the map L (5.9) if b comes with an orientation that matches the induced

orientation from M . Otherwise, we associate with v the map R (5.10).

The collection of associations above are referred to as defect data and denoted as

(L,R, P,Q, φ).

We are interested in working with a specific subset of the collection defined

above – defect data restricted to having non-degenerate P and Q. The maps P

and Q are said to be non-degenerate if there exist

P−1 : V × ⊗ V → k, wα ⊗ vβ 7→ Pαβ, (5.15)

Q−1 : V ⊗ V × → k, vα ⊗ wβ 7→ Qαβ. (5.16)

such that PαρP
ρβ = (δV ×)βα = QβρQρα and QαρQ

ρβ = (δV )βα = P βρPρα. These

new maps are introduced diagrammatically below

α β

Pαβ,

α β

Qαβ (5.17)

and their relation to P and Q is encoded through snake identities.

α

β β

α

= =

α

β

α

β β

α

= =

α

β

, (5.18)

One important consequence of the existence of P−1 and Q−1 is that we can express

more easily the relation between the actions l and r×, and r and l× that are a

consequence of (5.5). In this sense we will regard the vector spaces V and V × as
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5. PLANAR AND SPHERICAL DEFECT MODELS

dual (non-degeneracy implies the dimensions of V and V × match).

β

a α

β

=

αa

r l×

α a

β

α a

β

=

,

l r× (5.19)

Now the Pachner moves are introduced. Note that only transformations be-

tween graph-like triangulations are allowed. A Pachner move preserves the bound-

ary of a graph-like triangulation and it is assumed that the corresponding dual

edges do not change in a neighbourhood of the boundary, as before. A dia-

grammatic model with defects is called planar if it is invariant under Pachner

moves. Recall that σ : A→ A is the Nakayama automorphism associated with a

Frobenius algebra A.

Theorem 5.3. A planar state sum model (C,B,R) together with defect data such

that P,Q are non-degenerate determine a planar state sum model with defects if

and only if the following conditions are satisfied.

H1) The vector spaces V , V × are A-A bimodules.

H2) The non-degenerate maps P−1 : V ⊗ V × → k and Q−1 : V × ⊗ V satisfy

P−1(σ(a) ·v ·b, w) = P−1(v, b ·w ·a) and Q−1(σ(a) ·w ·b, ·v) = Q−1(w, b ·v ·a)

for all a, b ∈ A, v ∈ V , w ∈ V ×.

H3) Each map φ satisfies φ(σ(a) · eI · b, eJ · c, eK) = φ(eI , b · eJ , c · eK · a) for all

a, b, c ∈ A.

Proof. Not all Pachner moves will be explicitly verified. As an exercise, the reader

can confirm that all the omitted moves are either entirely analogous to the ones

included, or automatically verified as a consequence of the presented moves being

satisfied.

One starts by showing that defect data must satisfy the conditions outlined

above. Proving each V must be an A-A bimodule will consist of showing that

the left and right actions l and r must be compatible with each other and the
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5.1 Planar models with defects

algebra multiplication m. The Pachner move below is equivalent to the identity

Laα
γRγb

β = Rαb
γLaγ

β.

α

a

β

b

α b

β

a
=

a α b a α b

β β

= (5.20)

The definitions of r and l allow one to conclude that Laα
γRγb

βvβ = (ea ·vα)·eb and

Rαb
γLaγ

βvβ = ea · (vα ·eb). Linear independence of the basis elements vβ therefore

imply that for the Pachner move to be respected one must have (ea · vα) · eb =

ea · (vα · eb). By inverting the defect arrow and using the actions l× and r× one

would also conclude that (ea · wα) · eb = ea · (wα · eb).

a

α

β

b α

b

β

a

=

α a b α a b

β β

= (5.21)

The next move, depicted above, indicates that Rαa
µRµb

β = Cab
cRαc

β. Note that

for the r action one has (vα ·ea) ·eb = Rαa
µRµb

βvβ whilst vα ·(ea ·eb) = Cab
cRαc

βvβ.

Again, the linear independence of the vβ allows one to conclude the move imposes

the identity (vα · ea) · eb = vα · (ea · eb). Furthermore, the move below tells us

a similar conclusion holds for the left action l: (ea · eb) · vα = ea · (eb · vα). By

inverting the direction of the arrow, the same conclusions will hold for the actions

l× and r×.

a
α

β

b α
b

β

a
=

a b α a b α

β β

= (5.22)

A 1-3 Pachner move predicts the diagram below must equal Rαa
β. Note that

it evaluates to R.Rαa
γLbγ

µBcbLcµ
β. Notice as well that Bcbec · eb · eα · ea =
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5. PLANAR AND SPHERICAL DEFECT MODELS

Rαa
γLbγ

µBcbLcµ
βvβ. The order of the actions has been omitted since one now

knows they must be associative. Recalling that m(Bab) = Bcbec · eb and that

R.m(B) = 1 one learns this 1-3 Pachner move is translated algebraically as

1·vα = vα. Similar 1-3 Pachner moves indicate vα ·1 = vα and 1·wα = wα = wα ·1.

This concludes the proof that if the model is to be planar the V, V × must be A-A

bimodules.

aα

β

α a

β

R

β

α a

=

R
(5.23)

Now one explores the properties of the map P−1. The 2-2 Pachner move below is

equivalent to the equation Rαa
µLβb

νPµν = (BtrB−1)b
cLcα

µRaβ
νPµν . Recall that

(BtrB−1)b
c = σb

c where σ stands for the Nakayama automorphism associated with

ε. Linear independence implies the equation is equivalent to P−1(vα ·ea, wβ ·eb) =

P−1(σ(eb) · vα, ea ·wβ). By inverting the direction of the arrow one would obtain

the equivalent conclusion for Q−1.

α
β

b

a

α
b

βa

=

a bα a bαβ β

=

(5.24)

Finally one establishes the properties that φ must obey. Recall that each leg

stands for an element of A, V or V ×. Therefore, there is always an action of A on

each eI . Denote such actions in general as eI · ea = MIa
JeJ and ea · eI = NaI

JeJ .

Then the diagram below is translated as MKa
LφIJL = σa

bNbI
LφLJK . In other
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5.1 Planar models with defects

words, one must have φ(eI , eJ , eK · ea) = φ(σ(ea) · eI , eJ , eK).

I
K

a

J

I
a

KJ

=

J aI J aIK K

=

(5.25)

Similarly it is found that φ must also respect the symmetry φ(eI · ea, eJ , eK) =

φ(eI , ea · eJ , eK). Furthermore, identical moves would guarantee the condition

extends to all arguments of φ.

I
K

aJ

I

a

K

J

=

J aI J aIK K

= (5.26)

One must now show the reverse implication also holds. Let V and V × be two

A-A bimodules with left actions l and l×, and right actions r and r×. If they come

equipped with maps P−1 and Q−1 satisfying conditions (H2) and (5.19) then the

fact l and r×, r and l× are related follows from the non-degeneracy of P−1 and

Q−1. The properties of a bimodule guarantee the Pachner moves associated with

defect lines are satisfied. Finally, if φ satisfies condition (H3) all relevant Pachner

moves are also satisfied.

An intuitive feature of models with symmetry under homeomorphisms is that

a change of scale should leave the model unaltered. We already know that the

partition function of a defect model Z(M,Γ) is insensitive to the number of

triangles, edges and vertices in the graph-like triangulation of M as long as the

boundary data of M ⊂ R2 remains unchanged. On the other hand, if Γ is confined

to a very small region of M , so as to ‘resemble’ a defect node with no arrows, can

we equate the evaluation |GΓ| with that of a node map?

Any defect graph, or collection of disjoint graphs, Γ is in fact equivalent to the

defect graph consisting of a single node and no arrows – γ0 – for a suitable choice

of node map φ. By equivalence, we mean they give rise to the same partition

function. This statement is made precise below.
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Proposition 5.4. A planar defect model for (M,Γ) is equivalent to a model for

(M,γ0) for some choice of φ to associate with γ0, where φ : A⊗A⊗A→ k. If φ

is non-degenerate it satisfies φ(a⊗ b⊗ c) = ε(y · a · b · c), for some y ∈ Z(A).

Proof. To establish this result it will be shown that any defect graph Γ behaves

algebraically as a node map φ : A ⊗ A ⊗ A → k. To do so, one must show all

properties of a node map are satisfied by a more general defect graph. Without

loss of generality represent Γ as a diagram where

=
· · ·

(5.27)

Note such a description is always possible since Γ does not intersect the boundary

of M . One must show that conditions (5.6) and (H3) are satisfied. The identities

below rely on a general notion of associativity: algebra lines can always move

past vertices be these algebra vertices, bimodule vertices or defect nodes:

(5.25)
=

(2.9)
=

(5.26)
= ,

(5.28)

(5.25)
=

(5.26)
= .

(5.29)

The action of φ can be regarded as a⊗ b⊗ c 7→ fφ(a · b · c) for some fφ : A→ k.

Since property (H3) is verified this function must satisfy fφ(σ(a) · b) = fφ(b · a).

Classifying planar models with defects reduces therefore to classifying maps fφ.

Recall the Nakayama automorphism determines a non-degenerate Frobenius form

ε up to a central element. Therefore, one learns that if φ is non-degenerate the

map fφ must obey fφ(a) = ε(y · a) for some y ∈ Z(A).
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5.2 Spherical models with defects

Consider M ⊂ Σ0, a submanifold of the sphere with a chosen orientation. As in

section §3.2, it is possible to extend the construction of models with defects to

triangulated subsets of the sphere. Not only condition (3.25) must be satisfied

but also both

= (5.30)

and its counterpart (given by reversing the orientation of the arrows) must be

met. Note stands for a diagram, not necessarily closed, which is the same in

both sides of the equation. A sufficient condition for (5.30) to be verified is given

by the identity below

QγαP
γβ = PαγQ

βγ. (5.31)

This condition can be seen in matrix form as (P tr)2 = Q2. Note that by allowing

the arrows in (5.30) to be reversed we would arrive at the condition (Qtr)2 = P 2

which is therefore a consequence of (5.31). Another interpretation of equation

(5.31) is in terms of linear maps. It tells us that σV : V → V defined according

to

σV (v) =
∑
αβ

P−1(wα, v)vβQ
αβ (5.32)

must match its inverse, σ−1
V : V → V such that

σ−1
V (v) =

∑
αβ

Q−1(v, wα)vβP
αβ. (5.33)

The fact σV ◦ σ−1
V = id can be readily verified using the snake identities linking

P, P−1 and Q,Q−1. The map σV will be of use in the next chapter along with
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σV × , similarly defined.

Unlike for the pure spherical model, condition (5.30) is not automatically

satisfied for M = Σ0. Nevertheless, only surfaces without boundary will be

considered in the next chapter where the explicit verification of condition (5.30)

will be used.
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6

Spin defect models

6.1 Defect models with crossings

In the previous chapter we enlarged our class of planar diagrams to include

defects. Accommodating this new information without losing invariance under

Pachner moves was made possible by carefully translating the essential features

of the old calculus to the new. The main novelty was building a description of the

surface with defects (M,Γ) through a graph GΓ that retained all the algebraic

features of G, the graph dual to M alone. The extension of defect diagrams to

all surfaces will follow the same steps. Nonetheless this chapter will not treat

the most general type of model extensively. We will discuss a restricted class of

models where a single closed defect line is present. The reason for this restriction

is simple: this is a class for which the role of immersions is well understood,

information that is presently still lacking for the most general theory.

The new calculus is tailored to retain the invariance under regular homotopy

characteristic of the spin models of chapter §4. We consider a surface with de-

fects, immersed in R3. This surface has been triangulated through a graph-like

triangulation. The construction of its dual diagram follows the rules of chapter §5

and is extended to a ribbon graph through a regular neighbourhood, as in section

§4.2. A blackboard-framed projection from R3 to R2 is used to generate its spin

diagram. This projection introduces crossings on the diagram, a structure that

was not present in the planar models with defects. The algebra-algebra crossing

λ : A ⊗ A → A ⊗ A has already been studied in detail; however, new types of
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6. SPIN DEFECT MODELS

crossings arise. Under and over crossings are not distinguished since they are

regarded as equivalent under regular homotopy. These are denoted collectively

as follows, where = , , and W,W ′ = A, V, V ×:

(λW,W ′)IJ
KL

I J

K L

. (6.1)

Note that I, L ∈ W and J,K ∈ W ′ and that λA,A = λ, the algebra crossing

introduced in section §4.2.

We are thus ready to define a spin model with defects. For simplicity, the

notation is used to denote the multiplication and action vertices , and

nodes collectively.

Definition 6.1. A spin state sum model with defects is a planar state sum model

with defects, together with crossing maps λW,W ′ : W ⊗W ′ → W ′ ⊗W , W,W ′ =

A, V, V ×, satisfying the following axioms:

I1) compatibility with B, P−1 and Q−1, = ,

I2) compatibility with C, L, R and φ,
=

,

I3) the Reidemeister II move (RII), = ,

I4) the Reidemeister III move (RIII), = ,

I5) the ribbon condition, = .
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6.1 Defect models with crossings

...

Figure 6.1: A basis of curves that generate the fundamental group of Σ2 are
depicted above. This specific basis of generators will be known as ‘generating
curves’ and defects placed along them are called ‘generating loops’.

Either side of equation (I5) defines a map ϕW : W → W where W = A, V, V ×

– for consistency of notation if W = A we will refer to the map simply as ϕ. A

spin model with defects is independent of the graph-like triangulation chosen, as

it is spherical.

Lemma 6.2. A spin state sum model with defects is spherical.

Proof. We need only show equation (5.30) is satisfied. Note that for any closed

spin defects diagram, the natural generalisation of lemmas 4.9 and 4.10 holds.

(4.7)
=

(C3)
=

(C1)
= (6.2)

The relation between a spin diagram (Σg,Γ) and spin structures of Σg is

currently an open problem and one of the threads of development that are worth

future investigation. The key difference between spin models and spin models

with defects is the lack of a standard format any GΓ can be brought to, as

opposed to the dual of Σg with no defects which is always equivalent to γg (see

figure 4.5b).

To circumvent this issue we will devote our attention to a small class of GΓ

that we shall denote as ‘generating loops’. Let us define a loop as a defect

graph consisting of a single arrow and a single node where the arrow both begins
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and terminates. Furthermore, the map φ the node would come associated with is

simply L or R – we refer to this type of node as a transparent node. Topologically,

a loop is therefore a simple closed curve.

Generating loops are a very restricted subset of loops that do not bound a

circle. They can be seen as defects placed along a specific basis of the fundamental

group of a surface and are illustrated in figure 6.1. Surfaces Σg whose defect graph

is a generating loop l are denoted as (Σg, l). We must reiterate the result below

applies only to generating loops, although we conjecture it can be extended to all

defect loops.

Theorem 6.3. The partition function for (Σg, l), a surface with a generating

loop, depends on the immersion only through the spin structure induced on Σg.

Proof. Recall that a spin structure in Σg−D extends uniquely to a spin structure

in Σg. Let Kl be the a ribbon graph to associate with (Σg −D, l) that we choose

to be immersed in R2 ⊂ R3. If the immersion is an embedding i0 the ribbon graph

can be brought to the standard format below where the defect line could have

been placed along any of the generating curves. For simplicity, the multiplication

and action vertices have been consolidated into one.

As in the case of spin models we can perform transformations on the ribbon

loops leaving a neighbourhood of the vertex unaltered. By the same arguments

presented in theorem 4.7 we know each immersion of (Σg, l) will be like i0(Kl)

except for a number of curls in each ribbon loop. Since such loops can be cancelled
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pairwise for either defect or algebra lines (as a consequence of lemma 4.10) the

result follows.

6.2 Algebraic structure of defect lines

In this section we will systematically study spin models equipped with defects

l. Much like in section §4.3, we are interested in learning what consequences for

distinguishing spin structures arise from the introduction of new information –

in the latter algebra-algebra crossings were the novelty, whereas now are those

involving defect lines.

It will be useful to first study the four types of maps we can associate to a

cylinder with a defect line. These are shown below and their corresponding maps

are denoted as pV , pV and nV , nV respectively.

pV : A→ A pV : V → V nV : A→ A nV : V → V

(6.3)

We now define two subspaces of V : Zλ(V ), the set of elements v ∈ V satisfying

m(a ⊗ v) = m ◦ λ(a ⊗ v) for all a ∈ A, and Zλ(V ), the set of elements v ∈ V

obeying the equation m(a⊗ v) = m ◦ λ(ϕ(a)⊗ v) for all a ∈ A. In diagrammatic

terms, the elements v of Zλ(V ) or Zλ(V ) satisfy either

=

a v a v

, or
=

b a b a

, (6.4)

respectively. Similarly, we could have defined Zλ(V
×) and Zλ(V

×) by inverting

the direction of the arrows in the equations above. The proof of the following

lemma is left as an exercise to the reader; the equations used to prove analogous

statements in lemma 4.11 can be followed step by step.
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Lemma 6.4. The map R.pV is a projector V → V with image Zλ(V ). The map

R.nV is a projector V → V with image Zλ(V ). Further, pV ◦ ϕV = ϕV ◦ pV and

nV ◦ ϕV = ϕV ◦ nV . The image of the maps pV and nV is a subset of Zλ(A) and

Zλ(A), respectively.

Our main objective is to determine whether by using defect lines we can

differentiate all inequivalent spin structures of a given surface Σ. To do so we

define the analogous of the elements η and χ, but now for Σ1−D with generating

loops. Denote the partition function associated with (Σ1−D, l) as Z(Σ1−D, l, s).

Proposition 6.5. Fix the orientation of l and let it come associated with the

bimodule V . Then for each (Σ1 −D, l) there are at most three different partition

functions Z(Σ1−D, l, s). Further, these algebra elements belong to Z(A)∩Zλ(A).

Proof. The surface Σ1−D can be immersed into R2 ⊂ R3 in four non-equivalent

ways, where the equivalence relation is regular homotopy. If defect loops are

placed along the generating curves of Σ1 − D their diagrammatic counterparts

can have one of two forms,

or ,
(6.5)

where = ϕV , idV , = ϕV × , idV × and = ϕA, idA. This means that one

could have eight non-equivalent partition functions to associate with (Σ1−D, l).
First it is established that the two forms of expression (6.5) are equivalent. By

abuse of notation, equation (4.7) is used to refer not only to algebra diagrams

but all defect diagrams instead. The properties (C1)-(C4) of ϕ, established in

lemma 4.10, can also be extended to the map ϕV .

(4.7)
=

(B2)
=

(C4)
=
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pV (a)∈Zλ(A)

nV (a)∈Zλ(A)
=

(C4)
(B2)
(B3)
=

(C4)
(C1)
=

(C2)
=

= =

pV ◦ϕ=ϕ◦pV
nV ◦ϕ=ϕ◦nV

=
(C2)
=

Next one shows that for = idV × having = ϕA or = idA is equivalent. This

can be seen merely by recalling that pV ◦ ϕA = pV . Finally one shows that all

the partition functions Z(Σ1−D, l, s) are central elements and, as a consequence,

they also belong to Zλ(A).

(3.10)
(C2)
=

(B2)
=

(3.10)
(C2)
=

(B2)
(C4)
=

(I4)
=

(3.10)
(I2)
=

(C4)
=

(C1)
=

=
(C2)
=

(B3)
=

(I2)
=
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(I3)
=

(C2)
=

(2.9)
=

The new elements are denoted as follows.

= ηV = ρV = χV (6.6)

6.3 Group graded bimodules

Last section saw the introduction of a set of new preferred elements of A, ηV , ρV

and χV . Given that any algebra A is a bimodule over itself, it is straightforward

to construct examples. However, we wish to find non-trivial examples by which

we mean those not already studied for spin models without defects. To do so we

introduce a new notion, that of a H-graded bimodule.

Definition 6.6. Let A be a H-graded algebra where H is a finite group. Suppose

V is an A-A bimodule that is also H-graded as a vector space. Then, V is said

to be a H-graded bimodule if AhVlAm ⊂ Vhlm for all h, l,m ∈ H.

In section §4.4 we introduced the notion of a bicharacter, a concept that was

very useful in constructing examples of crossings for A. We will expand this

concept so it can be used to determine the crossings that arise on a spin model

with defects.

Definition 6.7. Let W and W ′ be H-graded. A map λ̃W,W ′ : H ×H → k is said

to be a W -W ′ bicharacter if the crossing λ : W ⊗W ′ → W ′⊗W defined according

to

λW,W ′(wh ⊗ w′l) = λ̃W,W ′(h, l)w
′
l ⊗ wh (6.7)
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satisfies the axioms of definition 6.1.

We will understand what are the properties the λ̃W,W ′ : H × H → k must

obey for a model with defect lines, when all the crossings on the model come

from bicharacters. Note that an A-A bicharacter is simply a bicharacter that

satisfies the conditions of proposition 4.18. We must, however, understand the

properties of the remaining bicharacters for W,W ′ = A, V, V ×.

Let W and W ′ be such that a bilinear map I−1 : W ⊗W ′ → k exists. Such

maps can be B−1, P−1 and Q−1 as defined in equations (2.9), (5.15) and (5.16).

Two subspaces Wh and W ′
l are called orthogonal if I(Wh,W

′
l ) = 0 and this fact

is denoted as Wh ⊥ W ′
l . By applying axiom (I1) to eh⊗ e′′m⊗ e′l ∈ W ⊗W ′′⊗W ′

we obtain the identity

λ̃W ′′,W ′(m, l)I
−1(eh, e

′
l)e
′′
m = λ̃W,W ′′(h,m)I−1(eh, e

′
l)e
′′
m. (6.8)

Therefore, for axiom (I1) to be satisfied we must either have Wh ⊥ W ′
l or

λ̃W,W ′′(h,m) = λ̃W ′′,W ′(m, l) for all m ∈ H and W ′′ = A, V, V × (6.9)

which generalises property (D1) of proposition 4.18.

Axioms (I3) and (I4) have a straightforward interpretation: the former tell us

λ̃W,W ′(m, l)λ̃W ′,W (l,m) = 1k whilst the latter is automatically satisfied given all

λ̃ take values in k. This extends property 4.39 of a bicharacter.

Consider now the case when W comes with a left action on W ′, as are

the maps l, l× and m. This means we must have W = A. Then, axiom

(I2) applied to eh ⊗ e′m ⊗ e′′l ∈ A ⊗ W ′ ⊗ W ′′ translates into the condition

λ̃A,W ′(h,m) = λ̃W ′,W ′′(m, l)λ̃W ′′,W ′(hl,m). Using axiom (I3) we can rewrite the

condition as λ̃W ′′,W ′(hl,m) = λ̃A,W ′(h,m)λ̃W ′′,W ′(l,m). On the other hand, if

W ′′ = A has a right action on W ′ instead, axiom (I2) reads λ̃W,W ′(hl,m) =

λ̃W,W ′(h,m)λ̃W ′,A(l,m). This means that in general we must have

λ̃W,W ′(hl,m) = λ̃A,W ′(h,m)λ̃W,W ′(l,m) = λ̃W,W ′(h,m)λ̃W ′,A(l,m) (6.10)

Finally, we address the ribbon condition (I5). We write I1 ∈ W ′ ⊗ W as

I1 =
∑
e′l ⊗ eh and I2 ∈ W ⊗W ′ as I2 =

∑
fh ⊗ f ′l where the elements in both
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sums are subject to condition (6.9). Note that I1 can be either B, P or Q; for

each of these choices we will have I2 equal to B, Q or P . The curl maps on the

left and right hand-side of axiom (I5) equate respectively to

wm 7→
∑

I−1
2 (e′l, wm)λ̃W,W (h,m)eh (6.11)

wm 7→
∑

I−1
1 (wm, f

′
l )λ̃W,W (m,h)fh (6.12)

Consider the first of the curl maps. Since for non-zero I−1
2 (e′l, wm) we must have

λ̃W ′,W ′′(l, n) = λ̃W ′′,W (n,m) we can conclude λ̃W ′,W (l,m) = λ̃W,W (m,m). On

the other hand, we know (6.9) holds which implies λ̃W,W (h,m) = λ̃W,W ′(m, l).

Therefore we can conclude λ̃W,W (h,m) = λ̃W,W (m,m). A similar treatment holds

for the second form of the curling map. This allows to further identify the left

and right curls as wm 7→ λ̃W,W (m,m)σW (wm) and wm 7→ λ̃W,W (m,m)σ−1
W (wm),

respectively. Therefore, the condition σ2
W = id must hold.

Equation (6.10) has strong implications on how W -W ′ bicharacters relate to

A-A ones.

Lemma 6.8. Any W -W ′ bicharacter satisfies

λ̃W,W ′(m, l) = λ̃W,W ′(1, 1)λ̃A,A(m, l). (6.13)

Furthermore, λ̃A,W (1, 1) = 1 for all W .

Proof. By restricting equation (6.10) to l = 1 we obtain

λ̃W,W ′(h,m) = λ̃A,W ′(h,m)λ̃W,W ′(1,m) = λ̃W,W ′(h,m)λ̃W ′,A(1,m). (6.14)

The second identity guarantees we must have λ̃W ′,A(1,m) = 1k and, in particular,

that λ̃A,W ′(1, 1) = 1k. If we apply the first identity again to λ̃W,W ′(1,m) =

(λ̃W ′,W (m, 1))−1 we conclude λ̃W,W ′(1,m) = λ̃W,W ′(1, 1)λ̃W,A(m, 1) = λ̃W,W ′′(1, 1).

By the same token, the relation λ̃W ′,A(m,h) = λ̃A,A(m,h). The claimed result,

equation (6.13), follows.

Models with defects of the kind explored by Davydov, Kong and Runkel [23]

use the canonical choice for every possible type of crossing. As we did with pure

spin models, we are trying to establish a natural class of crossings that extends
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the canonical choice as to give rise to more interesting examples. One important

step is to understand how partition functions for semi-simple objects can be

generated from their simple components. Our first step is to understand how we

can generate W -W ′ bicharacters from Wi-W
′
i ones, where W = W1 ⊕ W2 and

W ′ = W ′
1 ⊕W ′

2. Note we also assume a direct sum of bilinear maps, I = I1 ⊕ I2.

However, the relation between W -W ′ bicharacters and A-A ones that we found

through lemma 6.8 makes our task simple – as a direct consequence of lemma 4.19

we have the following.

Corollary 6.9. Let λ̃Wi,W ′i
: Hi × Hi → k be Wi-W

′
i bicharacters. Then W =

W1 ⊕ W2 and W ′ = W ′
1 ⊕ W ′

2 are H-graded with H = H1 ⊕ H2 and it comes

naturally equipped with a W -W ′ bicharacter defined as

λ̃W,W ′(g1g2, h1h2) = λ̃W1,W ′1
(g1, h1)λ̃W2,W ′2

(g2, h2) (6.15)

where g1g2 and h1h2 belong to H1 ×H2.

Ultimately, we are interested in studying the invariants objects like ηV , ρV

and χV can be used to create. We leave it as an exercise to the reader to deduce

that if ηVi ∈ Ai are associated with Z(T − S1, s, Ai, Vi) then Z(T − S1, s, A1 ⊕
A2, V1 ⊕ V2) = ηV1 ⊕ ηV2 with analogous conclusions valid also for ρVi and χVi .

We will now use the algebras of examples 4.21-4.24 to relate ηV , ρV , χV

with the η and χ of such models. The bimodules are V = V × = A as vector

spaces, with both left and right actions given by matrix multiplication – note

that for simple algebras any bimodule V consists of a finite number of copies of

A. The bilinear maps P−1 and Q−1 must therefore be non-degenerate linear maps

A ⊗ A → k. Without loss of generality we can then write P−1(w, v) = Tr(pwv)

and Q−1(v, w) = Tr(ovw) for some p, o ∈ A. However, the relations ϕV (av) =

ϕ(a)ϕV (v) and ϕV (va) = ϕV (v)ϕ(a) imply that we must have P−1 = Q−1 = B−1

or in other words p = o = x such that ε(a) = Tr(xa) and x2 = RTr(x).

Given the relation λ̃A,V = λ̃A,A it is easy to conclude that for all examples 4.21-

4.24 we have the relations:

ηV = η, ρV = λ̃V,V (1, 1)η, χV = λ̃V,V (1, 1)χ. (6.16)
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The constants λ̃V,V (1, 1) satisfy λ̃V,V (1, 1) = ±1. The identities above therefore

tell us that although models for (Σg, l) can distinguish only a parity, the definition

of parity itself might change. In particular, even in models for which χ = η we

can now distinguish the parity of spin structures based on the number of defect

curls present.
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Final remarks

This work has been driven by an effort to extend our knowledge of the two-

dimensional world. Fundamentally, we have been able to understand the role

played by spin structures when constructing Pachner-move-invariant state sum

models. Nevertheless, this new information is merely a propeller for more ques-

tions. We shall address these first and foremost, here.

7.1 Summary of results

The material of chapter §2, devoted to the original constructions of two-dimensional

models of the early 90s, is not new. Its main function was to present the reader

with a pedagogical approach to how models on a triangulated surface are con-

structed. However, there was a clear intention to clarify the exact assumptions

used and is this effort that allowed us to make the jump to the more interesting

models of chapter §3. The core of this thesis is chapter §4, where the spin calculus

is developed – we wish to highlight three of the results we can find therein.

Dependence on spin structure. The spin calculus construction departs from

the strategy of the preceding chapters in one fundamental area: no effort was

made to present the models as in one-to-one correspondence with surfaces

with spin structure, as it had been the case, for example, between FHK

models and oriented surfaces up to homeomorphism. However, significant

effort was made to first, motivate definition 4.5 of a spin model and two,
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conclude such models can only depend on the topology and spin structure

of a given surface. Theorem 4.7 is a decisive step forward and a non trivial

one, as highlighted by the non-existence of a similar result for spin defect

models.

Dependence on spin parity. Establishing this property was in fact a consis-

tency test. From what is known of the mapping class group, the symmetry

group of a surface with spin structure, it is possible to conclude from the

outset that if a model is invariant under Pachner moves then it can only

depend on the spin structure via parity [42]. It is nevertheless one of the

achievements of this work to have clearly presented the algebraic transla-

tion of this dependence of spin structure through parity, a result encoded

both by lemma 4.13 and theorem 4.14.

Non-trivial examples. Although the results above suggest a framework that

can produce spin-distinguishing models in theory, the strength of this work

was built on the ability to construct explicit examples of such behaviour.

The extensive study of group-graded algebras gave us a rich class of exam-

ples that allowed us to put to rest the question of existence of spin models

which are not simply FHK, or even curl-free, models.

The two final chapters of this thesis try to expand the realm of planar, spheri-

cal and spin models to include defects – loci where new information can be stored.

The inspiration for this development comes most strongly from condensed matter

theories where their presence has been used to model phase transitions, impu-

rities and boundaries [43]. It has received great attention from algebraic topo-

logical and conformal field theory groups and is another segment along which

two-dimensional theories are being revisited [23]. The most important conclu-

sions to take from chapters §5 and §6 are as follows.

Planar and spherical defect models are distinct. For defect models the dif-

ference between developing a theory on a disk or on a sphere becomes clear

– this is a conceptual improvement over the original planar and spherical

models, for which the data were shared.
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Spin defect models are still largely an unknown. The biggest conclusion

we can draw from chapter §6 is that there is much to explore within spin

defect models. However, being able to show that even simple defect pat-

terns can have an impact on distinguishing spin structures through more

than parity gives us a glimpse of what futures results could bring us.

7.2 Future research directions

There is one line of research that is in immediate need of attention: a more

comprehensive look at the role of spin structures in surfaces. An obvious example

is the need to understand what exactly is a spin defect model as defined in chapter

§6 since as of yet we do not know what is the role of the mapping class group.

What kind of invariance does regular homotopy give rise to for spin defect graphs?

Can we distinguish all spin structures?

However, there is another extension that would pose more conceptual ques-

tions: spin models for non-orientable surfaces, combining the knowledge of section

§2.2 and chapter §4. This is a more fundamental problem because a spin struc-

ture does not exist for non-orientable two-dimensional manifolds. Nonetheless,

there is nothing on the algebraic side that would compel us to believe a spin

graphical calculus depends on the existence of an orientation. This means it is

our interpretation that is too naive: we are looking at a calculus more suited to

be seen as reliant on pin structures (the generalisation of spin structures that is

valid for all surfaces) [44].

On a more practical level, we are also lacking a traditional gauge theory

interpretation for the results of chapter §4. In particular, it would be of interest

to explore the possible relation between example 4.25 and variations of the zero-

area limit of Yang-Mills theory in two-dimensions, since such a relationship exists

for the FHK models, both orientable and unoriented [19].

The categorical question should also not be sidestepped. As the categorically-

minded reader might have already realised much of the thought-process employed

(such as the duality between surfaces and vector spaces) and many of the axioms

used (such as definitions 4.5 and 6.1) have been inspired by Topological Quan-

tum Field Theory (TQFT) in the algebraic sense [26], and the axioms of several
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types of category [45]. However, we chose not to employ such a construction by

design – we think what was perhaps lost in generality has been gained in clar-

ity of exposition. Nevertheless, much of the graphical calculus developed could

be employed for categories not based on vector spaces, especially if one is inter-

ested in developing a richer class of examples – another reason not to develop the

categorical framework was our lack of interesting examples outside of the linear

algebra realm.

The mathematically-inclined reader will have noticed a double standard per-

meating this work: whilst in chapters §2, §3 and §5 there is a concerted effort

to achieve some sort of classification of models, that same effort is not a part of

chapters §4 and §6. There are two reasons for this flawed pattern. The first rea-

son is the more hypothetical nature of the work in these two chapters. Although

we know our axioms lead (or can potentially lead) to a certain behaviour under

regular homotopy we have not been able to establish an ‘if and only if’ premise

– for example, there is no claim spin models as defined here are the most general

one could construct. This is a direction of work we wish to explore in the future.

Second, there was one additional aspect of classification to be omitted: the clas-

sification of crossing maps. To resolve this problem we need to better understand

the behaviour of these maps under automorphisms of the Frobenius algebra A

(that we know leave invariant the planar models) – this is also the motivation

behind the conjecture of example 4.25.

A different angle worth exploring is presented in the work of Novak and Runkel

[46] where a full TQFT for spin models is defined. Their conceptual understand-

ing of how to encode the spin structure information is fundamentally different

to ours. The approach of this thesis could be characterised as global: spin in-

formation is recorded through immersions; on the other hand Runkel and Novak

propose a language where the spin structure data is provided locally as part of

a new kind of triangulation. This idea has also been explored by Cimasoni and

Reshetikhin [12] although the type of information recorded differs in these two

works. Furthermore, Cimasoni has been able to extend such a framework to all

surfaces [44].

An advantage of [46] is the treatment of surfaces with boundary from the

outset. This thesis sidesteps the issues such a general treatment pose by choosing
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to deal only with spin models for manifolds without boundary. Developing a spin

calculus for all surfaces whilst analysing the connections between spin models

and spin TQFTs is high on our future agenda. Another work to keep in mind to

achieve such a goal is that of Douglas, Schommer-Pries and Snyder [47]. Here,

framed TQFTs are studied and the notion of spin is also developed in connection

with immersions.
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Appendix A

Equivalence of involutions

Lemma A.1. Let A = Mn(C) with involution ∗ define a KM model. For n

odd there is one equivalence class of involutions; for n even there are two. These

classes are represented by [a∗ = atr] in the first case and [a∗ = atr], [a∗ = ΩatrΩ−1]

in the second, where the matrix Ω is a standard anti-symmetric matrix.

Proof. It has already been established in lemma 2.9 that any involution ∗ for

Mn(C) acts as a∗ = satrs−1 with s = ±str. If ω′ is to be an isomorphism not

only of FHK models but also of KM ones then it must preserve ∗ structures.

Involutions ∗ and • are equivalent if they are related through an automorphism

ω′ as • = ω′ ◦ ∗ ◦ (ω′)−1. Rewrite the • operation using the definition of ω′:

a• = (tsttr)atr(tsttr)−1. (A.1)

Given the symmetry of s and the freedom to choose t one can use an appropriate

transformation tsttr to bring s to a standard form.

If s is symmetric there exists an orthogonal matrix o such that osotr is di-

agonal with entries λk. Since the algebra is complex, a diagonal matrix d =

diag
(

1√
λ1
, · · · , 1√

λn

)
is well defined and can be used to rescale the eigenvalues

of s. Then, for t = do the transformation holds tsttr = 1. In other words, the

equivalence class can be represented by ∗ = tr.

If s is skew-symmetric there is an orthogonal matrix o such that osotr is

block-diagonal where each block is constituted by a 2 × 2 matrix γ = ( 0 1
−1 0 )

multiplied by some complex number θk. Again, one can use a matrix d =
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diag

(
1√
θ1
, 1√

θ1
, · · · , 1√

θn
2

, 1√
θn
2

)
to rescale the entries of osotr. This means that

by choosing t = do we will bring s to the standard skew-symmetric form Ω

composed of 2 × 2 blocks γ = ( 0 1
−1 0 ) along its diagonal. In other words, this

equivalence class can be represented by a∗ = ΩatrΩ−1.

Lemma A.2. Let A = Mn(D) with D = R, CR or HR equipped with an involution

∗ determine a KM model. Then the model is isomorphic to one in which a∗ =

sa#s−1 where the invertible element s ∈ A and #, a preferred choice of involution,

satisfy the following.

1. For D = R, # is the matrix transposition tr. If n is odd, s takes the form

η(p, q) =
(

1p×p 0
0 −1q×q

)
where p + q = n; if n is even then s can also be the

anti-symmetric matrix Ω.

2. For D = CR, # can be either matrix transposition tr or hermitian conjuga-

tion †. For # = tr, s = 1 if n is odd; if n is even we can in addition have

s = Ω. For # = †, η(p, q) =
(

1p×p 0
0 −1q×q

)
where p+ q = n.

3. For D = H, # = ‡, the quaternionic hermitian conjugation. Then s is pro-

portional to η(p, q) =
(

1p×p 0
0 −1q×q

)
where p+ q = n and the proportionality

constant is either 1 or ı̂.

Proof. One starts with the case D = R. Since tr is an involution also for real

matrices the analysis of lemma A.1 leading to the conclusion that any ∗ structure

is equivalent to one of the form a• = (tsttr)atr(tsttr)−1, where we are free to

choose the invertible element t ∈ A, still follows. The fact t is now a real matrix,

however, will condition the transformations tsttr.

If s is symmetric there exists a real orthogonal matrix o that will allow one

to diagonalise it; in particular it is possible to choose the matrix o so that the

first p diagonal entries λ1, · · · , λp are positive eigenvalues (p is the total number

of positive eigenvalues). A matrix d = diag

(
1√
λ1
, · · · , 1√

λp
, 1√
−λp+1

, · · · , 1√
−λn

)
is well defined and can be used to rescale the eigenvalues of s. However, the

eigenvalue signs cannot be modified. The transformation (do)s(do)tr will result

on the matrix η(p, q) with p+ q = n.

If n is even, s could also be anti-symmetric. For such s there exists an orthog-

onal matrix o such that osotr is block-diagonal where each block constitutes of a
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2× 2 matrix γ = ( 0 1
−1 0 ) multiplied by some number θk. In particular, the θk are

real and positive. This means the matrix d = diag

(
1√
θ1
, 1√

θ1
, · · · , 1√

θn
2

, 1√
θn
2

)
is well defined and can be used to rescale the entries of osotr. Therefore, by

choosing t = do we obtain tsttr = Ω.

For D = CR, one can either have a∗ = satrs−1 with s = ±str or a∗ = sa†s−1

with s = µs†, |µ| = 1. A treatment similar to that of lemma A.1 leads to the

stated conclusions for ∗ = tr and is therefore not repeated here. As previously

studied, KM models are regarded as equivalent if their involutions ∗, • can be

related via an inner automorphism ω′ as • = ω′ ◦ ∗ ◦ (ω′)−1. (One could also

include the action of ψ : Z(D) → Z(D) on the automorphism since ε ◦ ψ = ε;

however, there is no loss of generality in not doing so for the current purpose.)

For our specific ∗ = † this means any • acting as

a• = (tst†)a†(tst†)−1 (A.2)

will give rise to the same state sum model. Consider for the moment the case

s = s†. Then there exists unitary u such that usu† is a diagonal matrix with

eigenvalues λk as the non-zero entries. Since the eigenvalues of a hermitian matrix

are always real, one can choose with no loss of generality the first p eigenvalues

to be positive and the remaining q to be negative, with p + q = n. The matrix

d = diag
(

1√
λ1
, · · · , 1√

λn

)
can be used to rescale them. Therefore, for t = du one

obtains tst† = η(p, q). On the other hand, if s = µs† for |µ| = 1 then there exists

a hermitian matrix h and a root of µ such that s =
√
µ h. As before, one could

then choose a matrix t so that tst† =
√
µ η(p, q) and the involution reduces to

a• = η(p, q)a†η(p, q). On the other hand, we would have (tst†)−1 =
√
µ−1 η(p, q).

The involution would still be reduced to a• = η(p, q)a†η(p, q).

Finally one must handle the quaternionic case, for which any involution sat-

isfies a• = sa‡s−1 and s = ±s‡. This relation for s means s is normal (ss‡ = s‡s)

and any quaternionic normal matrix is equivalent through a quaternionic unitary

transformation u to a diagonal matrix with complex entries [48] – here, complex

denotes an entry of the form a+ ı̂b+ ̂.0 + k̂.0. But it is already known that any

hermitian (anti-hermitian) complex matrix is similar to η(p, q) (̂ı.η(p, q)) through

a complex unitary transformation. Therefore, by choosing the appropriate auto-

morphism one can have either a• = η(p, q)a‡η(p, q) or a• = −ı̂η(p, q)a‡ı̂η(p, q).
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Appendix B

Finding all spin crossings for CZn

Mathematica code based on ‘Two-dimensional state sum models and spin struc-

tures’ by John W. Barrett and Sara O. G. Tavares, prepared by Antony R. Lee

and Sara O. G. Tavares. Please contact the authors to reproduce any section of

the code.

We wish to study all crossings compatible with a spin state sum model in a

special class of algebras: CZn where Zn is the cyclic group of order n generated

by h. The axioms 1 to 5 used throughout are those of definition 4.5 for a spin

crossing. Einstein’s summation convention is used throughout with other sums

displayed explicitly.

We start by defining the order of the group through the variable dim.

dim = 3;dim = 3;dim = 3;

The variable A is a tensor in four indices that will store the information

for the crossing map. In other words, λ : A ⊗ A → A ⊗ A can be written as

λ = Σijklλi,j
k,lhi ⊗ hj ⊗ hk ⊗ hl where the group elements, powers of h, are taken

as the algebra basis. The components of λ are then stored in A.

A = Array [a##&, {dim, dim, dim, dim}] ;A = Array [a##&, {dim, dim, dim, dim}] ;A = Array [a##&, {dim, dim, dim, dim}] ;

list0 = Table
[
0,
{
i, 1, dim3

}]
;list0 = Table

[
0,
{
i, 1, dim3

}]
;list0 = Table

[
0,
{
i, 1, dim3

}]
;

list1 = Table
[
0,
{
i, 1, dim4

}]
;list1 = Table

[
0,
{
i, 1, dim4

}]
;list1 = Table

[
0,
{
i, 1, dim4

}]
;

list2 = Table
[
0,
{
i, 1, dim4− dim3

}]
;list2 = Table

[
0,
{
i, 1, dim4− dim3

}]
;list2 = Table

[
0,
{
i, 1, dim4− dim3

}]
;

123



B. FINDING ALL SPIN CROSSINGS FOR CZN

A combination of axioms 2 and 3 allows us to simplify the tensorial form

of the crossing: it is easy to conclude λ0,j
k,l = δ0

lδj
k . Although we will still

enforce axioms 2 and 3 independently we can use this simplification to expedite

calculations. We use list0 to store the values λ0,j
k,l must take. There are dim3 of

these. Note that our index system records (powers of h) + 1 instead of powers

of h. This is due to the internal labelling system of Mathematica i.e. the zeroth

element of an array does not exist in Mathematica.

tot = 0;tot = 0;tot = 0;

For[j = 1, j ≤ dim, j++,For[j = 1, j ≤ dim, j++,For[j = 1, j ≤ dim, j++,

For[k = 1, k ≤ dim, k++,For[k = 1, k ≤ dim, k++,For[k = 1, k ≤ dim, k++,

For[l = 1, l ≤ dim, l++, tot++;For[l = 1, l ≤ dim, l++, tot++;For[l = 1, l ≤ dim, l++, tot++;

list0[[tot]] = {A[[1, j, k, l]] = KroneckerDelta[1, l]KroneckerDelta[j, k]}list0[[tot]] = {A[[1, j, k, l]] = KroneckerDelta[1, l]KroneckerDelta[j, k]}list0[[tot]] = {A[[1, j, k, l]] = KroneckerDelta[1, l]KroneckerDelta[j, k]}

]]]]]]]]]

Clear[j, k, l]Clear[j, k, l]Clear[j, k, l]

Similarly we can conclude axiom 1 corresponds to λi,j
k,l = λ−k,i

l,−j . We use

list1 to store the equations the identity gives rise to. As we said indices record

(powers of h) + 1. To appropriately calculate −i we must therefore compute

[−i+ 1(mod dim)] + 1. We recall dim is the order of the cyclic group.

tot = 0;tot = 0;tot = 0;

For[i = 1, i ≤ dim, i++,For[i = 1, i ≤ dim, i++,For[i = 1, i ≤ dim, i++,

For[j = 1, j ≤ dim, j++,For[j = 1, j ≤ dim, j++,For[j = 1, j ≤ dim, j++,

For[k = 1, k ≤ dim, k++,For[k = 1, k ≤ dim, k++,For[k = 1, k ≤ dim, k++,

For[l = 1, l ≤ dim, l++, tot++;For[l = 1, l ≤ dim, l++, tot++;For[l = 1, l ≤ dim, l++, tot++;

list1[[tot]] = {A[[i, j, k, l]]==A[[Mod[−k + 1, dim] + 1, i, l,list1[[tot]] = {A[[i, j, k, l]]==A[[Mod[−k + 1, dim] + 1, i, l,list1[[tot]] = {A[[i, j, k, l]]==A[[Mod[−k + 1, dim] + 1, i, l,

Mod[−j + 1, dim] + 1]]}Mod[−j + 1, dim] + 1]]}Mod[−j + 1, dim] + 1]]}

]]]]]]]]]]]]

Clear[i, j, k, l, tot]Clear[i, j, k, l, tot]Clear[i, j, k, l, tot]
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We now store the components of the crossing on a new list, list2.

tot = 0;tot = 0;tot = 0;

For[i = 2, i ≤ dim, i++,For[i = 2, i ≤ dim, i++,For[i = 2, i ≤ dim, i++,

For[j = 1, j ≤ dim, j++,For[j = 1, j ≤ dim, j++,For[j = 1, j ≤ dim, j++,

For[k = 1, k ≤ dim, k++,For[k = 1, k ≤ dim, k++,For[k = 1, k ≤ dim, k++,

For[l = 1, l ≤ dim, l++, tot++; list2[[tot]] = A[[i, j, k, l]]For[l = 1, l ≤ dim, l++, tot++; list2[[tot]] = A[[i, j, k, l]]For[l = 1, l ≤ dim, l++, tot++; list2[[tot]] = A[[i, j, k, l]]

]]]]]]]]]]]]

Clear[i, j, k, l, tot]Clear[i, j, k, l, tot]Clear[i, j, k, l, tot]

We will use the equations in list1 to simplify the variables in list2, the com-

ponents of the crossing. The solutions to these equations are stored in a new

tensor, B. It is worth noting we expect there to be more variables than indepen-

dent equations. Hence the resulting warning – Solve::svars: “Equations may not

give solutions for all \”solve\” variables.” – when the program is run which will

not affect the outcome.

The operations performed over list1 are designed to eliminate unnecessary

equations. The Mathematica instruction to delete duplicates is self-explanatory;

erasing the first entry of the list, however, might not be so. This is done to

get rid of a trivial condition: an equation which is already identified as being

‘True’ and that always appears in the first entry of the list after duplicates are

removed. This approach will be followed throughout the program when dealing

with systems of equations. Flatten reduces the produced list to its most basic

form within Mathematica.

eqns = Delete[list1//DeleteDuplicates, 1]//Flatten;eqns = Delete[list1//DeleteDuplicates, 1]//Flatten;eqns = Delete[list1//DeleteDuplicates, 1]//Flatten;

sols = Solve[eqns, list2];sols = Solve[eqns, list2];sols = Solve[eqns, list2];

In the above, Solve is a Mathematica routine which solves a list of equations

(eqns) for a given list of variables (list2). Finally, we store the results in the array

B (which can be viewed as a matrix for convenience).

B = Flatten[A/.sols, 1];B = Flatten[A/.sols, 1];B = Flatten[A/.sols, 1];
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B. FINDING ALL SPIN CROSSINGS FOR CZN

B//MatrixForm;B//MatrixForm;B//MatrixForm;

The map ϕ : A → A is now defined. The components ϕ (hi) = Σjϕ
i
j (hj),

ϕij = λi,k
j,k will be stored through the tensor f.

f [i , j ]:=Sum[B[[i, k, j, k]], {k, 1, dim}];f [i , j ]:=Sum[B[[i, k, j, k]], {k, 1, dim}];f [i , j ]:=Sum[B[[i, k, j, k]], {k, 1, dim}];

list3 = Table
[
0,
{
i, 1, dim5

}]
;list3 = Table

[
0,
{
i, 1, dim5

}]
;list3 = Table

[
0,
{
i, 1, dim5

}]
;

list4 = Table
[
0,
{
i, 1, dim4

}]
;list4 = Table

[
0,
{
i, 1, dim4

}]
;list4 = Table

[
0,
{
i, 1, dim4

}]
;

list5 = Table
[
0,
{
i, 1, dim6

}]
;list5 = Table

[
0,
{
i, 1, dim6

}]
;list5 = Table

[
0,
{
i, 1, dim6

}]
;

list6 = Table
[
0,
{
i, 1, dim2

}]
;list6 = Table

[
0,
{
i, 1, dim2

}]
;list6 = Table

[
0,
{
i, 1, dim2

}]
;

list7 = Table
[
0,
{
i, 1, dim2

}]
;list7 = Table

[
0,
{
i, 1, dim2

}]
;list7 = Table

[
0,
{
i, 1, dim2

}]
;

list8 = Table
[
0,
{
i, 1, dim2

}]
;list8 = Table

[
0,
{
i, 1, dim2

}]
;list8 = Table

[
0,
{
i, 1, dim2

}]
;

To store the equations axiom 2 imposes, λg,h
m,−l+p = λh,l

−g+k,nλk,n
m,p, we use

list3. There are dim5 of them.

tot = 0;tot = 0;tot = 0;

For[g = 1, g ≤ dim, g++,For[g = 1, g ≤ dim, g++,For[g = 1, g ≤ dim, g++,

For[h = 1, h ≤ dim, h++,For[h = 1, h ≤ dim, h++,For[h = 1, h ≤ dim, h++,

For[m = 1,m ≤ dim,m++,For[m = 1,m ≤ dim,m++,For[m = 1,m ≤ dim,m++,

For[p = 1, p ≤ dim, p++,For[p = 1, p ≤ dim, p++,For[p = 1, p ≤ dim, p++,

For[l = 1, l ≤ dim, l++,For[l = 1, l ≤ dim, l++,For[l = 1, l ≤ dim, l++,

tot++;tot++;tot++;

list3[[tot]] = {B[[g, h,m,Mod[Mod[−l + 1, dim] + (p− 1), dim] + 1]]list3[[tot]] = {B[[g, h,m,Mod[Mod[−l + 1, dim] + (p− 1), dim] + 1]]list3[[tot]] = {B[[g, h,m,Mod[Mod[−l + 1, dim] + (p− 1), dim] + 1]]

== Sum[B[[h, l,Mod[Mod[−g + 1, dim] + (k − 1), dim] + 1, n]]B[[k, n,m, p]],== Sum[B[[h, l,Mod[Mod[−g + 1, dim] + (k − 1), dim] + 1, n]]B[[k, n,m, p]],== Sum[B[[h, l,Mod[Mod[−g + 1, dim] + (k − 1), dim] + 1, n]]B[[k, n,m, p]],

{k, 1, dim}, {n, 1, dim}]}{k, 1, dim}, {n, 1, dim}]}{k, 1, dim}, {n, 1, dim}]}

]]]]];]]]]];]]]]];

Clear[g, h,m, p, l, tot]Clear[g, h,m, p, l, tot]Clear[g, h,m, p, l, tot]
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We can now introduce axiom 3, the Reidemeister II move: λi,j
m,nλm,n

k,l =

δi
kδj

l. list4 is used to store these identities; there are dim4 of them.

tot = 0;tot = 0;tot = 0;

For[i = 1, i ≤ dim, i++,For[i = 1, i ≤ dim, i++,For[i = 1, i ≤ dim, i++,

For[j = 1, j ≤ dim, j++,For[j = 1, j ≤ dim, j++,For[j = 1, j ≤ dim, j++,

For[k = 1, k ≤ dim, k++,For[k = 1, k ≤ dim, k++,For[k = 1, k ≤ dim, k++,

For[l = 1, l ≤ dim, l++, tot++;For[l = 1, l ≤ dim, l++, tot++;For[l = 1, l ≤ dim, l++, tot++;

list4[[tot]] = {Sum[B[[i, j,m, n]]B[[m,n, k, l]], {m, 1, dim}, {n, 1, dim}]list4[[tot]] = {Sum[B[[i, j,m, n]]B[[m,n, k, l]], {m, 1, dim}, {n, 1, dim}]list4[[tot]] = {Sum[B[[i, j,m, n]]B[[m,n, k, l]], {m, 1, dim}, {n, 1, dim}]

== KroneckerDelta[i, k]KroneckerDelta[j, l]}== KroneckerDelta[i, k]KroneckerDelta[j, l]}== KroneckerDelta[i, k]KroneckerDelta[j, l]}

]]]];]]]];]]]];

Clear[i, j, k, l, tot]Clear[i, j, k, l, tot]Clear[i, j, k, l, tot]

Axiom 4 translates into λg,h
s,nλn,l

t,r = λh,l
m,nλg,m

o,pλp,n
q,rλo,q

s,t. There are

dim6 such identities and they are stored in list5.

tot = 0;tot = 0;tot = 0;

For[g = 1, g ≤ dim, g++,For[g = 1, g ≤ dim, g++,For[g = 1, g ≤ dim, g++,

For[h = 1, h ≤ dim, h++,For[h = 1, h ≤ dim, h++,For[h = 1, h ≤ dim, h++,

For[l = 1, l ≤ dim, l++,For[l = 1, l ≤ dim, l++,For[l = 1, l ≤ dim, l++,

For[s = 1, s ≤ dim, s++,For[s = 1, s ≤ dim, s++,For[s = 1, s ≤ dim, s++,

For[t = 1, t ≤ dim, t++,For[t = 1, t ≤ dim, t++,For[t = 1, t ≤ dim, t++,

For[r = 1, r ≤ dim, r++,For[r = 1, r ≤ dim, r++,For[r = 1, r ≤ dim, r++,

tot++; list5[[tot]] = {Sum[B[[g, h, s, n]] ∗B[[n, l, t, r]], {n, 1, dim}]tot++; list5[[tot]] = {Sum[B[[g, h, s, n]] ∗B[[n, l, t, r]], {n, 1, dim}]tot++; list5[[tot]] = {Sum[B[[g, h, s, n]] ∗B[[n, l, t, r]], {n, 1, dim}]

== Sum[B[[h, l,m, n]] ∗B[[g,m, o, p]] ∗B[[p, n, q, r]] ∗B[[o, q, s, t]],== Sum[B[[h, l,m, n]] ∗B[[g,m, o, p]] ∗B[[p, n, q, r]] ∗B[[o, q, s, t]],== Sum[B[[h, l,m, n]] ∗B[[g,m, o, p]] ∗B[[p, n, q, r]] ∗B[[o, q, s, t]],

{m, 1, dim}, {n, 1, dim}, {o, 1, dim}, {p, 1, dim}, {q, 1, dim}]}{m, 1, dim}, {n, 1, dim}, {o, 1, dim}, {p, 1, dim}, {q, 1, dim}]}{m, 1, dim}, {n, 1, dim}, {o, 1, dim}, {p, 1, dim}, {q, 1, dim}]}

]]]]]];]]]]]];]]]]]];

Clear[g, h, l, k, s, t, r, tot]Clear[g, h, l, k, s, t, r, tot]Clear[g, h, l, k, s, t, r, tot]
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B. FINDING ALL SPIN CROSSINGS FOR CZN

Axiom 5, which translates into ϕij = ϕj i or ϕimϕ
m
j = δij is now imposed.

The resulting identities are stored in list6 and list7, respectively.

tot = 0;tot = 0;tot = 0;

For[i = 1, i ≤ dim, i++,For[i = 1, i ≤ dim, i++,For[i = 1, i ≤ dim, i++,

For[j = 1, j ≤ dim, j++,For[j = 1, j ≤ dim, j++,For[j = 1, j ≤ dim, j++,

tot++; list6[[tot]] = {f [i, j] == f [j, i]};tot++; list6[[tot]] = {f [i, j] == f [j, i]};tot++; list6[[tot]] = {f [i, j] == f [j, i]};

]];]];]];

Clear[i, j, tot]Clear[i, j, tot]Clear[i, j, tot]

tot = 0;tot = 0;tot = 0;

For[i = 1, i ≤ dim, i++,For[i = 1, i ≤ dim, i++,For[i = 1, i ≤ dim, i++,

For[j = 1, j ≤ dim, j++,For[j = 1, j ≤ dim, j++,For[j = 1, j ≤ dim, j++,

tot++; list7[[tot]] = {Sum[f [i, k]f [k, j], {k, 1, dim}] == KroneckerDelta[i, j]};tot++; list7[[tot]] = {Sum[f [i, k]f [k, j], {k, 1, dim}] == KroneckerDelta[i, j]};tot++; list7[[tot]] = {Sum[f [i, k]f [k, j], {k, 1, dim}] == KroneckerDelta[i, j]};

]];]];]];

Clear[i, j, tot]Clear[i, j, tot]Clear[i, j, tot]

To ensure internal consistency we impose some identities the axioms would

make redundant. For example, we know the map p : A→ A must obey p◦ϕ = p.

We store the component equalities the expression gives rise to, Σl λh,g
l,−l+k+h =

Σlϕg
mλh,m

l,−l+k+h , in list8. There are dim2 of these.

tot = 0;tot = 0;tot = 0;

For[g = 1, g ≤ dim, g++,For[g = 1, g ≤ dim, g++,For[g = 1, g ≤ dim, g++,

For[k = 1, k ≤ dim, k++,For[k = 1, k ≤ dim, k++,For[k = 1, k ≤ dim, k++,

tot++;tot++;tot++;

list8[[tot]] =list8[[tot]] =list8[[tot]] =

{Sum[B[[h, g, l,Mod[Mod[−l + 1, dim] + (k − 1) + (h− 1), dim] + 1]],{Sum[B[[h, g, l,Mod[Mod[−l + 1, dim] + (k − 1) + (h− 1), dim] + 1]],{Sum[B[[h, g, l,Mod[Mod[−l + 1, dim] + (k − 1) + (h− 1), dim] + 1]],

{l, 1, dim}, {h, 1, dim}]{l, 1, dim}, {h, 1, dim}]{l, 1, dim}, {h, 1, dim}]
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== Sum[f [g,m]∗== Sum[f [g,m]∗== Sum[f [g,m]∗

B[[h,m, l,Mod[Mod[−l + 1, dim] + (k − 1) + (h− 1), dim] + 1]],B[[h,m, l,Mod[Mod[−l + 1, dim] + (k − 1) + (h− 1), dim] + 1]],B[[h,m, l,Mod[Mod[−l + 1, dim] + (k − 1) + (h− 1), dim] + 1]],

{l, 1, dim}, {h, 1, dim}, {m, 1, dim}]};{l, 1, dim}, {h, 1, dim}, {m, 1, dim}]};{l, 1, dim}, {h, 1, dim}, {m, 1, dim}]};

]];]];]];

Clear[g, k, tot];Clear[g, k, tot];Clear[g, k, tot];

We are finally ready to find all the spin crossings. We first concatenate the full

set of equations (list3 to list8) into a single list. We then solve these equations for

the variables contained within the array B, the components of the crossing. The

solutions are initially stored in sols2 and then extracted for viewing convenience

in CCi.

eqns2 = Join[eqns2 = Join[eqns2 = Join[

Delete[list3//Simplify//DeleteDuplicates, 1]//Flatten,Delete[list3//Simplify//DeleteDuplicates, 1]//Flatten,Delete[list3//Simplify//DeleteDuplicates, 1]//Flatten,

Delete[list4//DeleteDuplicates, 1]//Flatten,Delete[list4//DeleteDuplicates, 1]//Flatten,Delete[list4//DeleteDuplicates, 1]//Flatten,

Delete[list5//DeleteDuplicates//Simplify, 1]//Flatten,Delete[list5//DeleteDuplicates//Simplify, 1]//Flatten,Delete[list5//DeleteDuplicates//Simplify, 1]//Flatten,

Delete[list6//DeleteDuplicates, 1]//Flatten,Delete[list6//DeleteDuplicates, 1]//Flatten,Delete[list6//DeleteDuplicates, 1]//Flatten,

Delete[list7//DeleteDuplicates, 1]//Flatten,Delete[list7//DeleteDuplicates, 1]//Flatten,Delete[list7//DeleteDuplicates, 1]//Flatten,

Delete[list8//Simplify//DeleteDuplicates, 1]//Flatten];Delete[list8//Simplify//DeleteDuplicates, 1]//Flatten];Delete[list8//Simplify//DeleteDuplicates, 1]//Flatten];

Parallelize[sols2Parallelize[sols2Parallelize[sols2

= Solve[eqns2,Delete[B//Flatten//DeleteDuplicates, {{1}, {2}}]]];= Solve[eqns2,Delete[B//Flatten//DeleteDuplicates, {{1}, {2}}]]];= Solve[eqns2,Delete[B//Flatten//DeleteDuplicates, {{1}, {2}}]]];

CC = Table [CCi = B/.sols2[[i]], {i, 1,Length[sols2]}] ;CC = Table [CCi = B/.sols2[[i]], {i, 1,Length[sols2]}] ;CC = Table [CCi = B/.sols2[[i]], {i, 1,Length[sols2]}] ;

All possible spin crossings, for the inital order dim, are displayed.

Table[CC[[i]]//MatrixForm, {i, 1,Length[sols2]}]Table[CC[[i]]//MatrixForm, {i, 1,Length[sols2]}]Table[CC[[i]]//MatrixForm, {i, 1,Length[sols2]}]

We are one step away of constructing partition functions. We need only

determine the values of η and χ associated with each of the valid spin crossings.

Some of those will be topological, others will not be topological but will still not

distinguish spin structures as well and, finally, a few ones will distinguish the spin

parity.
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B. FINDING ALL SPIN CROSSINGS FOR CZN

We start by defining the value of ϕij for each possible crossing solution CCl.

This information will be stored in the variable gg[i,j,l].

gg[i , j , l ]:=Sum[CC[[l]][[i, k, j, k]], {k, 1, dim}];gg[i , j , l ]:=Sum[CC[[l]][[i, k, j, k]], {k, 1, dim}];gg[i , j , l ]:=Sum[CC[[l]][[i, k, j, k]], {k, 1, dim}];

As an element of the algebra, η can be written as η = Σkηkh
k. For each

crossing solution CCi we present the components of η stored through the variable

η[i,k]. The multiplicative constant |Zn|−2R−2 is omitted.

η[i , k ]:=η[i , k ]:=η[i , k ]:=

Sum[CC[[i]][[h, g,Mod[Mod[−l + 1, dim] + h+ k + g − 3, dim] + 1, l]],Sum[CC[[i]][[h, g,Mod[Mod[−l + 1, dim] + h+ k + g − 3, dim] + 1, l]],Sum[CC[[i]][[h, g,Mod[Mod[−l + 1, dim] + h+ k + g − 3, dim] + 1, l]],

{h, 1, dim}, {g, 1, dim}, {l, 1, dim}];{h, 1, dim}, {g, 1, dim}, {l, 1, dim}];{h, 1, dim}, {g, 1, dim}, {l, 1, dim}];

As an element of the algebra, χ can be written as χ = Σkχkh
k. For each

crossing solution CCi we present the components of χ stored through the variable

χ[i,k]. The multiplicative constant |Zn|−2R−2 is omitted.

χ[i , k ]:=χ[i , k ]:=χ[i , k ]:=

Sum[gg[h, p, i]gg[Mod[−g + 1, dim] + 1, q, i]Sum[gg[h, p, i]gg[Mod[−g + 1, dim] + 1, q, i]Sum[gg[h, p, i]gg[Mod[−g + 1, dim] + 1, q, i]

CC[[i]][[Mod[−h+ 1, dim] + 1, g, l,CC[[i]][[Mod[−h+ 1, dim] + 1, g, l,CC[[i]][[Mod[−h+ 1, dim] + 1, g, l,

Mod[Mod[−l + 1, dim]Mod[Mod[−l + 1, dim]Mod[Mod[−l + 1, dim]

+Mod[−p+ 1, dim] + Mod[−q + 1, dim] + (k − 1), dim] + 1]],+Mod[−p+ 1, dim] + Mod[−q + 1, dim] + (k − 1), dim] + 1]],+Mod[−p+ 1, dim] + Mod[−q + 1, dim] + (k − 1), dim] + 1]],

{h, 1, dim}, {g, 1, dim}, {l, 1, dim}, {p, 1, dim}, {q, 1, dim}];{h, 1, dim}, {g, 1, dim}, {l, 1, dim}, {p, 1, dim}, {q, 1, dim}];{h, 1, dim}, {g, 1, dim}, {l, 1, dim}, {p, 1, dim}, {q, 1, dim}];

Knowing the possible pairs (η,χ) is all the information we need to compute

partition functions. We invite the reader to verify all examples do satisfy η2 = χ2.

Table[η[i, k], {i, 1,Length[sols2]}, {k, 1, dim}]Table[η[i, k], {i, 1,Length[sols2]}, {k, 1, dim}]Table[η[i, k], {i, 1,Length[sols2]}, {k, 1, dim}]

Table[χ[i, k], {i, 1,Length[sols2]}, {k, 1, dim}]Table[χ[i, k], {i, 1,Length[sols2]}, {k, 1, dim}]Table[χ[i, k], {i, 1,Length[sols2]}, {k, 1, dim}]
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