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Abstract

The UK government determined that 30% of the total electricity and 15% of
the total energy should be generated from renewable sources by 2020 according to
the Low Carbon Transition Plan. However, most renewable energy technologies
are intermittent because they depend on weather conditions and they do not offer
matching capability. Energy storage is attracting intensive attention as a tech-
nology which converts renewable energy technologies into a dispatchable product
which meets variable demand loads. There is increasing interest for energy stor-
age located very close to consumers which is able to augment the amount of local
renewable generation consumed on site, provides demand side flexibility and helps

to decarbonise the heating sector.

This thesis optimises community energy storage (CES) for end user applic-
ations including battery, hydrogen and thermal storage performing PV energy
time-shift, load shifting and the combination of them. The optimisation method
obtains the economic benefits of CES by quantifying the levelised cost, levelised
value and internal rate of return. The method follows a community approach
and the optimum CES system was calculated as a function of the size of the
community, from a single home to a 100-home community. A complimentary
methodology was developed including three reference years (2012, 2020 and zero
carbon year) to show the evolution of the economic benefits during the low carbon
transition. Additionally, a sensitivity analysis including the key parameters which
affect the performance and the economic benefits was developed. The community
approach reduced the levelised cost down to 0.30 £/kWh and 0.14 £/kWh for PV
energy time shift and load shifting respectively when projected to the year 2020.
These values meant a cost reduction by 37% and 55% regarding a single home.
A cost of the storage medium of 275 £/kWh for Li-ion batteries (equivalent to a
10% subsidy over the assumed cost, 310 £/kWh) is the break-even point for Li-ion
batteries by 2020 for an electricity price equal to 16.3 p/kWh (R?=0.6).

Secondly, this thesis presents a new community hydrogen storage system integ-
rated in a low carbon community and the experimental results when performing
PV energy time-shift, load shifting and the combination of them. Long term ES
was demonstrated when the community storage hydrogen system performed load
shifting and the capacity factor of the electrolyser increased by 116% when PV
energy time-shift was performed in addition to load shifting. This system was
designed in collaboration with industrial partners and the key findings obtained

during the construction and testing phases are shared.
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Chapter 1

Introduction

1.1 World Energy outlook

Renewable energy (RE) technologies are a key alternative to reduce carbon dioxide
(CO2) emissions. However, they do not offer the same level of dispatchability as
fossil generators do. Energy storage (ES) is a flexible option to increase the pen-
etration and value of RE technologies. Community energy storage (CES) refers
to small scale and broadly distributed ES at customer sites for managing the RE
generation by plants owned by customers and their demand.

1973 2011
o Biofuels Biofuels
ydro ond waste  Qpher* * Hydro and waste -
8% 106% _gn 23 100% Oher

1.0%

Coal/peat

Nuclear
28.8%

09%

| 13 113 Mtoe |

*World includes international aviation and international marine bunkers.
**Other includes geothermal, solar, wind, heat, efc.

Figure 1.1: World total primary energy supply in 1973 and 2011 depending on the fuel .

The world total primary energy supply was 6109 Mtoe in 1973, which increased
to 13113 Mtoe by 2011 [1]. In 2011, most of the energy generated came from fossil
fuels such as oil (31.5%), coal/peat (28.8 %), natural gas (21.3%) and nuclear (5.1
%). RE technologies together with energy generated from waste contributed the
remaining 13.3% of primary energy generation as shown in Figure[L.1} Of the 6109
Mtoe and 13133 Mtoe of energy generated in 1973 and 2011, only 4671 Mtoe and

1
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8918 Mtoe were actually consumed in 1973 and 2011 respectively. The difference
in energy production and consumption was due to losses in conversion processes
such as generation, transport and consumption. The related global emissions were
equal to 15611 Mt of COy and 30273 Mt of COq in 1973 and 2010 (the last data
available) respectively, showing a total increase of 94% as calculated by the In-
ternational Energy Agency (IEA) [2]. The increase in CO, emissions was more
marked between 2005 and 2010 and only there was a deceleration in 2009 due to
the global economic crises as shown in Figure Similarly, emission reductions
happened in previous economic crisis such as the oil crisis in the mid-1970s and

the early 1980s recession.

There are several reasons why the level of COs emissions together with the
energy consumption figures are not sustainable. Although there is remarkable
uncertainty in when fossil fuels will become scarce, they are finite resources and
will be eventually exhausted. New resources for oil and gas will run out before
carbon reserves according to current assessments [21]. Another aspect related to
the finite nature of fossil fuels is that cost of extraction will increase as reserves
become scarce and this is already impacting the current prices.
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Figure 1.2: Global CO5 emissions as a function of the year [2].

Secondly, energy security is a key concern for most countries, especially those
which lack their own natural reserves. This is increasing the geopolitical tension
between countries which own fossil fuel reserves and those which do not. The
problem has become more complex when countries use energy security as a polit-
ical or defense strategy. Energy is necessary for the development of any country

and the treatment of energy as a political resource can negatively impact even
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more on those countries which are poorer.

Finally, 87.7% of the total energy is generated from fossil fuels which generate
COs and other gases which are liberated to the atmosphere according to Figure
[[.2] This is affecting the natural carbon cycle and as a result the COy concen-
tration in the atmosphere increased to 379 ppmv considering that the value was
around 290 ppmv in the pre-industrial area [2]. At the same time, the earth’s
surface temperature is rising and an increase of 0.89°C was measured between
1901 and 2012. The last decade was the warmest on records according to the last
IPCC report published in 2013 [22]. This is a consequence of the greenhouse effect
of gases produced by human activities, mainly due to the use of fossil fuels. There
is debate about whether anthropogenic increase of the temperature is related to
different natural disasters but there is clear evidence between COs concentration

and temperature increase.

The Kyoto Protocol was adopted in 1997 to set binding emission reduction
targets for different countries. As part of the Protocol, industrialized or Annex I
countries legally agreed to reduce their GHG emissions between 2008-2012 to 5.2%
below those in 1990 [16]. There are 192 parties to the Protocol (191 States and
one regional economic integration organisation, which is the EU). United States
(USA) is not a party to the Protocol, even tough it is the country which pollutes
most. However, emissions in Europe were reduced only by 3.1% by 2012 (USA
emissions increased by 24.0% by 2012) [72]. RE generation increased from 763.6
Mtoe to 1744.0 Mtoe from 1973 to 2011 but this did not avoid the failure in meet-
ing the above targets. In fact, the absolute increase of 980.4 Mtoe only meant a
percentage increase of 0.8% when considering the total energy generation presen-
ted in Figure 2.1. In contrast, the percentage of energy generated from fossil fuels
reduced from 87.5% to 86.7% but the absolute value increased from 5345.4 Mtoe
to 11386.3 Mtoe between 1973 and 2011.

Negotiations regarding a second commitment period of Kyoto took place in
Doha, Qatar, on 8 December 2012, where parties adopted the ” Doha Amendment
to the Kyoto Protocol”. The amendment includes a new commitment for Annex
I Parties to the Kyoto agreement to reduce their GHG emissions by at least 18%
below 1990 levels in a second commitment period that would comprise the eight-
year period from 2013 to 2020 [94].The main focus of Doha negotiations were on
the real implementation of the agreement and the creation of institutional mech-
anism to address loss and damage in developing countries that are particularly
vulnerable to the adverse effects of climate change. It is important to note that
the Doha Amendment has not yet entered into force and even if it does, it will not
be legally binding for those countries that are not party to the Kyoto Protocol,
such as USA, Canada, Japan and Russia.
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1.2 Technologies to reduce carbon dioxide emis-

sions

Fossil fuels are the main fuel utilised to generate the energy necessary to meet
the world’s energy demand as seen in Figure This fact will not change in the
short and mid term but there are some alternatives to reduce the related GHG
emissions. There are different technologies which will contribute to tackle the
emissions and security of energy supply problems.

1.2.1 Renewable energy technologies
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Figure 1.3: Evolution of installed wind capacity including off-shore in the world from 2000 to
2010 showing the countries in which the market was more important ||

RE technologies are those which make use of sustainable resources available in
nature. The main source of RE is the sun, which supplies on average 8000 times
more energy than the currently world primary energy consumption . The
energy from the sun is already used to generate heat when using solar thermal
collectors for domestic hot water (DHW) and to a lesser extent for space heating.
Solar energy and natural light solutions are also integrated in passive designs to
reduce space heating and lighting needs. Electricity generated by PV panels and
concentrated solar power are two reliable options to generate power. The case of
PV energy is discussed deeper in Sections [3.3] and

Additionally, the energy from the sun is also responsible for other RE techno-
logies such as wind energy (due to the different temperatures in the atmosphere),
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hydropower (due to water evaporation) and biomass and biofuels (due to photo-
synthesis) |3]. Although tidal energy is more related to the orbital characteristics
of the moon around the earth, it is also affected by the orbit of the earth around
the sun. Finally, geothermal energy makes use of the thermal energy stored in-
ternally in the earth’s core.

RE technologies are diverse and flexible in terms of the energy vector generated
by them and there are different technological options for electricity (hydro energy,
solar PV, concentrated solar power, wind energy, tidal and biomass), heat (solar
thermal energy, biomass and geothermal), biofuels and even Hy (directly from
solar energy using photocalytic water splitting, from biomass using gasification
and other chemical process and using electrolysis run by renewable electricity).
However, RE technologies which generate electricity are more mature and the
electricity is easily transported using the current network. This helped promote
the use of RE technologies in the power sector more than in the heat and transport
sectors. For example, RE technologies accounted for 19.3% of the global electricity
generated in 2009 while biofuels only accounted for 2% of the total transport needs
in 2009 [23]. Renewable electricity, heat and biofuels grew 17.8%, 5.9% and 26.0%
respectively from 2005 to 2009. Among RE technologies which generate electricity,
hydro energy is the most important in terms of annual generation equal to 3252
TWh in 2009 (16.2% global electricity production), wind energy has the largest
installed capacity just below 200 GW in 2009 as shown in Figure [I.4] and solar
PV is the technology which grew faster in the last decade, specifically with a com-
pound average growth rate of 50.2% between 2000 and 2009 [23]. The cumulative
capacity was 1.5 GWp and 40 GWp in 2000 and 2010 respectively [3]. Addition-
ally, continuous progress has reduced the system cost dramatically (according to
the International Energy Agency (IEA), the costs of PV exhibits a learning rate
of 19.3% being defined as the reduction of cost for every doubling of capacity)
and it has increased the efficiency steadily (according to the Franhoufer ISE the
average efficiency of commercial wafer-based silicon modules have increased from
about 12% to 15% in the last decade [24])

1.2.2 Energy conversion efficiency improvement

Efficiency can refer to a better use of current energy generation and a reduction
of the final demand requirements. According to the data presented in Section
[L.1], the global efficiency of the energy sector, defined as the ratio between final
consumption and primary energy supply, was 0.77 and 0.68 in 1973 and 2011 re-
spectively. Considering that 8918 Mtoe were consumed in 2011, it would have
been possible either to reduce this consumption or at least use less than 13133
Mtoe to meet this demand requirement.
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Figure 1.4: Global Energy Flows 2010 from World Energy Outlook 2012 .

The increase of the efficiency is a key factor to reduce the GHG emissions and
efficiency maximization can be implemented in all sections of the energy value
chain such as generation, transmission and demand. In terms of generation, the
use of more efficient thermodynamic cycles and heat recovery such as combined
cycle gas turbines and combined heat and power (CHP) plants are able to increase
the efficiency of the primary energy use up to 60% and 80% respectively . Con-
densing gas boilers and heat pumps (HP) offer seasonal efficiency and coefficient
of performance (COP) equal to 85% and higher than 2 respectively . For
the transport sector, FC systems seem to be a promising technology to increase
the efficiency of electric drive vehicles up to 42% considering considering the drive
train [27]. Batteries are another alternative for the transport sector, achieving
even higher efficiency up to 60% considering the drive train [28]. But the effi-
ciency of internal combustion engines (ICE) has also increased with improvements
up to 10% (30%) in the case of gasoline and up to 3.5% (35%) for diesel between

2002 and 2010 [29}30].

There is also potential for efficiency improvement in both electricity and heat
distribution. In the UK, 2% of the total electricity transported is lost in the na-
tional grid, being this was equivalent to 6.9 TWh in 2009 . Similarly, heat
losses in heat exchangers and distribution pipes can mean up to 10% of the total
heat generation. Finally, new technologies are helping to improve the efficiency
of final loads in industries, commercial buildings and homes. Some examples are
the use of control techniques to use energy only when required and efficient light
bulbs and appliances, which can reduce the energy consumption by 75% [20].

In the UK, energy use in the domestic sector accounts for 30% of the total
energy consumption and it has risen by 23% over the last 35 years , a trend
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comparable to that of many other countries. In fact, the domestic sector is attract-
ing a lot of attention because buildings account for 27.1% of final global energy
consumption (40% including the commercial sector) [33]. The decarbonisation of
the heating demand is one of the challenges to arise because heating and DHW
demand account for around 75% of the energy consumption in buildings [34]. Two
strategies for decreasing the energy consumption in the domestic sector are the
reduction of the demand requirements by introducing improvements such as insu-
lation, reduction of the stand-by consumption of appliances, low energy appliances
and lighting (passive measures), and the penetration of small scale RE technologies
and other types of efficient distributed generation technologies (active measures).

1.2.3 Nuclear energy

EDFENERGY,

Figure 1.5: Aerial view of the new power plant that will be built in Somerset by EFC according
to the design [5].

Controversy has always been related to nuclear energy but the reality is that
it is a technological option which has become more important in the total energy
share as seen in Figure In 1973 nuclear energy generated only 0.9% of the
global energy, this percentage rose to 5.1% in 2011. Nuclear energy is advertised
as a carbon-free technology for those who support its uptake. Nuclear energy uses
uranium and this fuel does not generated CO,, however there are three aspects
which make nuclear energy not a completely renewable and sustainable technolo-
gical option:

e Uranium reserves are also finite and expected to last for around 100 years
135], occurring the same with other radiative elements such as thorium and
plutonium.
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e The construction of nuclear reactor plants demand large amounts of mater-

ials, capital costs and time.

e Accidents like the one that happened in Fukoshima in 2011 increase the
social opposition to this technology.

e At the end of their useful life and after removal from the reactor core, the
fuel elements are highly radioactive. Although residues can be chemically
reprocessed to be reused as a thermal reactor fuel, there are great concerns

related to the high radioactivity of the residues and public rejection.

According to electric utility EDF, which is the main industrial partner of the
new nuclear plant which is going to be built in the UK (Somerset), Hinckley point
C technology will be used which is safer and more efficient than previous nuc-
lear technology [36]. Figure shows an aerial view of the projected nuclear
plant. EDF claims the carbon footprint of a nuclear power station, defined as
the average level of GHG emissions it is responsible for over its lifetime (from
construction to decommissioning), is about 16 g/(kWh-year) of equivalent COs.
Uranium extraction accounts for 40% of emissions from nuclear power; decom-
missioning is responsible for 35%, and less than 1% comes from operation [37].
EDF has significant experience in the nuclear sector because it manages 59% of
the total nuclear power in France, where nuclear energy is proportionally more
important (75% [38]). The British government declared this technology as a clean
technology and put it in the same context as RE technologies and carbon capture

and storage (CCS) in its low carbon transition plan [34].

1.2.4 Carbon capture and storage

Still at the research and demonstration phases, CS is a technology in which many
countries have great expectations to cut CO, emissions. For example, the UK
government launched a competition in 2007 to build one of the first commercial
CS demonstrative plants. Also, a CCS office was opened in 2011 by the UK gov-
ernment where the objective is having a cost competitive industry by 2020 [34]. In
fact, CS is one if the key technologies used by the UK government in its available
pathways analysis and pathways calculator for the decarbonisation pathway [20].

According to the IEA, CCS is a cost competitive technology to cut COy emis-
sions when incentives are in place to support carbon capture. According to their
estimations, with a cost of 50 $/t COs, 5.1 Gigatonnes (Gt) per year of COs would
be captured and stored by 2050, which is 14% of the total needed for global tem-
perature stabilisation [39]. This idea was reinforced by the fact that fossil fuels
usage will not vary in the mid-term. The IEA concluded that the key technolo-

gical challenge to overcome is the integration of the three main processes involved
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Figure 1.6: CCS in the power and industry sector according to IEA projections assuming that
CS contributes to one-sixth of COy emissions reduction by 2050 [@]

(capture, transport and storage) at large scale, since these individual components
are well understood independently [6]. CCS is not only envisaged for the energy
sector but also for big industries such as cement and other chemical industries as
schematically represented in Figure [1.6] The collaboration of different stakehold-
ers such as governments and utility companies is a key factor for the up-take of
this industry [6]. The IEA stated that fighting climate change could cost 70%
more without CCS. Around two thirds of the total CCS costs rely on the sequest-
ration of CO, and there is great potential for research development in this field .

The TEA aim is having 30 operating CCS projects by 2020 across a range of
processes and industrial sectors. The European Union is keen to provide financial
support to 12 of those demonstrations project. Four of these demonstration pro-
jects will take place in the UK where the government legislated to have CCS in
new coal plants by 2025 [20].

1.3 Renewable energy technologies variability

RE technologies together with increased system efficiency are two key options to
make world economies sustainable and clean without environmental concerns and
other issues related to fossil fuels, such as its increasing cost, uncertainty of supply
and the expected depletion of reserves. The Directive 2009/28/CE (Union, 2009)
suggested the use of RE technologies and it established binding objectives (20%
of gross end energy consumption to be supplied by RE technologies in 2020 and
10% in transport). All new construction buildings must be zero energy buildings
by 2020. The UK government also set this objective of achieving net zero carbon
dwellings by 2016 . However, the penetration of RE technologies and other

distributed generation will challenge the current energy system based on cent-
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ralised power generation far from consumer points. The flexibility necessary for
the continuous balance of demand and generation is given by thermal generation
plants (gas, coal and diesel) which offer ramping capability. Most RE technologies
are intermittent because they depend on weather conditions and they do not offer
matching capability. All RE technologies outlined in Section[I.2.1] offer a temporal

pattern which is directly related to the natural resource they are based on:

e Mean wind energy changes from one season to another (seasonal variations);
there are variations due to meteorological phenomenon such as anticyclone
and low pressure areas in consecutive weeks; on a daily basis (daily vari-
ations), wind blows faster at night; and even turbulence modifies the in-

stantaneous speed profile second by second.

e The solar resource reaching the earth surface varies depending on the season
specially far from the equator; as it happened wind energy, anticyclone and
low pressure areas modify the presence of clouds on the sky; every day of
the year there is a clear pattern due to the day and night cycle; and the
movement of the clouds changes the radiance in a matter of minutes.

e Hydro generation does not vary in short time scales like wind and solar
energy. It is basically affected by the flow of the rivers which is related to
the seasons (wet and dry) and the melt of the snow.

e The moon and the sun’s gravitational field cause the natural rise and fall
of coastal tidal waters. These forces create two tides every day of the year
although the different relative position of the moon and to a lesser extent of

the sun varies the size of the tides along the year.

e Biomass resource availability also varies with the season according to the

growing time scales of the different crops.

Additionally, RE generation is affected by the geographical availability of the
wind, irradiance and tidal resources which modifies the yield in different spatial
scales. For example, the irradiance is always higher next to the equator; off-shore
wind turbines generate more electricity than on-shore in the same country and tidal
schemes are not commercially interesting in the Mediterranean sea. Finally, it is
not completely possible to forecast the real output of any RE technology although
yield uncertainty varies depending on the technology. In the case of PV generation,
day-ahead forecast error can be up to 60% in areas like central Europe as calculated
when comparing four different regions in Europe |40] but power availability from
tidal schemes is highly predictable. Forecasting RE generation is very important
for the integration of RE technologies in electrical markets which are based on
scheduling according to the demand. The potential of ES to help RE technologies

to behave as conventional plants is discussed in Section [3.1] There are several

10
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technological options to improving the matching capability of RE technologies
which are presented in Chapter [2]

1.4 Integration of renewable energy technologies

into energy systems

The intrinsic variability and unpredictability of RE technologies together with
their geographic dispersion is an important driver for the redesign of electrical
power networks. Most RE technologies are converted into electricity and the
current network is utilised to transport variable RE generation to the electrical
demand loads. At the same time, the decarbonisation of the heating and transport
sectors will be necessary to achieve the above targets because both sectors rely on
fossil fuels and accounted for 21% and 15% of the total emissions in the UK in
2010 [41]. The use of flexible energy vectors such as hydrogen and electricity will
be a key element in order to balance renewable generation and electricity, heating
and transport demands.

The domestic sector is attracting a lot of attention because buildings account
for 27.1% of final global energy consumption (40% including the commercial sec-
tor) [33] and heating and domestic hot water (DHW) demand account for around
75% of the energy consumption in buildings [34]. Low carbon heat generators
such as biomass boilers, HPs as electrical heating with coefficient of performance
(COP) higher than 2.5 as seen in this work (based on a steady-state model and
assuming appropriate installation and control by the customer) and fuel cell (FC)
systems running as CHP generators will replace conventional natural gas boilers in
the coming years. CCS is capital intensive and therefore will be most cost effective

if deployed as base-load generation [20].

Significantly increasing the input from RE sources (20% of energy consump-
tion produced from renewable resources by 2020 in the European Union [42]) and
the decarbonisation of the heat and transport sector requires extra flexibility to
match supply and different demand loads continuously due to the modification
of the generation and demand profiles. At the moment, this flexibility is given
by fossil fuel generators which offer ramping capability. However, the worldwide
agreement on the need to reduce greenhouse gas (GHG) emissions demands the
alternative solutions. Energy storage (ES) has already been considered in the lit-
erature as the missing link for electrical power networks due to its potential to
increase the robustness and reliability of energy systems, reduce the volatility in
markets which govern the price structure, optimize the use of current and future

assets and deliver RE generation to final loads when managing energy vectors [10].
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ES is not the only technology available to guarantee the continuous balance
between supply and demand. Others technologies are demand side management,
interconnection between different countries (or keeping the same status quo by
using flexible fossil generators). However, ES could be a game changer due to
its intrinsic flexibility. ES can play the role of a load or a generator, can provide
short-term or long-term flexibility, can be located at the distribution or generation
levels and in scales which range from kWh to MWh.

Any decarbonised grid should integrate RE technologies, heating and transport
technologies at the energy consumption level in order to reduce the carbon dioxide
emissions of the domestic sector (and those related to heat supply in particular),
engage with the public, empower customers to meet decarbonisation targets and
create business models based on low carbon technologies [20]. The modularity of
some RE technologies like solar PV is shifting part of the generation from large
power parts to next to the consumption loads. This migratory path of generators
is converting communities in generation plants and the existence of new loads is
altering demand profiles. Simultaneously, customers aim to generate their own
electricity and use it at home.

The way ES may be utilised within energy systems is being reviewed at the
moment in response to the changing requirements and opportunities derived from
the migratory path of RE generators and the use of different energy vectors. Com-
munity energy storage (CES) is coming to the spotlight as a technology which:

1. Supports the further penetration of RE technologies at the energy consump-
tion level while keeping the grid stable at the edge.

2. Helps customers to use their own RE generation by shifting surplus genera-
tion to meet the demand load later as argued in Section .

3. Enables utility companies to create new business models which satisfy cus-

tomers’ preferences including cost-effective energy prices and green energy.

4. Introduces service benefits such as voltage support and grid stability which

are very valuable for distribution network operators (DNOs) [43].

5. Plays a role in different markets (aggregations of benefits) and obtain related
economic revenues including PV energy time-shift and demand load shifting

as explained in Section [5.4}

Germany and Australia are the two countries in which conditions are ripe
enough for the development of a market for battery storage in conjunction with
domestic PV energy. In Germany, the take off of domestic ES was driven by the
massive deployment of PV generation in the recent years (36.5 GWp of PV power
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installed by May 2014) and a subsidy for domestic battery systems launched in
2013. This subsidy equates up to 30% of the battery capital cost if PV self-
consumption is demonstrated to be 60% or higher [44]. In the case of Australia,
the uptake is also related to the recent boost of PV plants installations (3.2 GWp
in February 2014) considering it is the continent which has the highest average
solar radiation, 2111 kWh/(m? - year), but also the sharply increase of households
electricity prices (72% on average in the last 10 years). The average price of the
electricity in Australia was 0.28 A$/kWh in 2013 [45].

1.5 Motivation

There in an increased interest for ES located very close to consumers which is
able to augment local RE technologies (and convert them into a dispatchable
product), help to decarbonise the heat and provide demand side flexibility [43].
Community energy storage (CES) was suggested by American Electric Power who
is installing smaller and broadly distributed ES systems at customer sites, their
Ohio GridSMART Demonstration project [46]. However, there are several tech-
nical and economic questions which should be answered before the full deployment
of these systems. These questions include:

e What is the real cost, value and profitability of CES associated with end

user applications?

e What is the impact of the size of the community on the performance and
the economic benefit of CES?

e How are these parameters affected by the performance and the size of the
CES system?

e What is the optimum CES system considering the technology and size?

e How does the aggregation of ES applications affect the business case?

Such a holistic approach which focuses on CES for end user applications has
not been reported in the literature. Previous attention was on a specific ES techno-
logies and /or applications as detailed in Section ?7. In particular, there has been
an special emphasis on ES systems for single homes or alternatively on distributed
ES located at the substation level. Therefore, there is a research gap studying the
impact of the size of the community and the CES size on the performance and
business case. The literature tends to report on the technological performance
of ES without considering any cost analysis or on the economic benefit based on

basic performance assumptions.
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Figure 1.7: Scale of CES studied in this thesis ranging from a single home to the distribution
level.

Finally, combining modeling and experimental work adds value to the research
by using the experimental research to validate those from simulation as repres-
ented in Figure [I.§l Addressing CES in the field and include all product stages
from concept design to testing and appraisal is key for expanding the knowledge
on practical aspects such as the integration of different subsystems and installa-
tion of a CES system into a community. This is valuable information for utility
companies and customers interested in installing and running CES systems.

Durabili
e Economic benefits

o Reference years
e Sensitivity analysis

e Feedback to
stakeholders

Figure 1.8: Approach followed in this thesis for investigating the optimum CES system.
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1.6 Aim

The aim of the work presented in this thesis was to identify the optimum CES
system for different end user applications by evaluating the performance and eco-
nomic benefits. It makes use of a new method and methodology using simulation
modeling to obtain the optimum CES system, as a function of the size of the
community. The project also designed, built and tested a CES system using Hs
technology in a seven home community. Key research objectives were:

1. Optimise CES for different end user applications as a function of size of the

community.

2. Investigate the effect of different technological and economic parameters on

the performance and business case.

3. Determine the potential impact of the UK’s decarbonisation roadmap in the

performance and economic benefits of CES.

4. Design and build a CES system using Hs technology (H-CES) for a seven

home community.

5. Test the performance of the H-CES system when performing end user ap-
plications and validate the modelling results.

1.7 Industrial collaboration

This work was in collaboration with different industrial partners. The simulation
modelling work was made in collaboration with E.ON as part of a Community
Battery Project undertaken at the University of Nottingham and part funded
by E.ON. This project investigated the potential benefits of a community battery
(through theoretical and simulation studies) to provide an initial demonstration of
”second use” 24 kWh Li-ion battery operating within the Creative Energy Homes
at the University of Nottingham, undertaking a battery energy management al-
gorithm which performs community energy optimization functions. From E.ON
perspective, the interest was in understanding the optimum size of battery for a
particular size of energy community and how this may be influenced by future
changes in the UK energy energy system.

The H-CES system for the Creative Energy Homes was made in collaboration
with two manufacturers: ITM Power which manufactured the polymer electrolyte
membrane (PEM) electrolyser and McPhy Energy which supplied a solid state
hydrogen store based on magnesium (Mg) technology (a Ballard Power systems’
polymer electrolyte membrane fuel cell (PEMFC) stack was also used in the sys-
tem). For these manufacturers, the interest was to take part in integrating a
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H-CES system into a micro grid which manages the demand and the generation

of a smart energy community.

1.8 Outline of Thesis

This thesis is grouped into eight chapters. These nine chapters can be structured
in three different parts as schematically represented in Figure[L.9] After the intro-
duction given in Chapter [I], Part I comprises Chapter 2| which reviews ES in the
energy arena and different ES applications and technologies respectively. Part 11
focuses on end user applications (Chapter [3)) and technologies which are suitable
for them (Chapter [4f). Part III searches for the optimum CES using two different
strategies: a novel method and methodology (Chapter [5) which is implemented
using simulation modelling (Chapter @and the design and construction of a H-
CES system in a seven home community (Chapter @

Chapter 1: Introduction

Part I: Energy storage literature review

Chapter 2

Part Il: ES for end user applications

Chapter 3 and Chapter 4

Part Il :Optimum CES

Chapter & and Chapter 6 Chapter 7

Chapter 8: Conclusions & Outlook

Figure 1.9: Structure of the thesis.

Chapter [2] reviews the role of ES in the current energy arena and provides a
comprehensive review of ES state of art. RE technologies do not offer the same
level of dispatchability as traditional fossil generators do and therefore flexibility
should be provided by alternative technologies such as interconnection, demand
side management and/or ES. Interconnection and demand side management are
firstly introduced, and then main ES applications are related with the different ES
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technologies available in the market. Opposite to power applications, attention
is paid to energy applications, ES technologies being classified according to this
criteria. The last part of this chapter discusses previous ES models utilised in the
literature and previous approaches to assess the economic benefits of ES.

Chapter |3| selects the applications which are the main focus of this work: end
user applications. Firstly, the strategic benefits derived from the performance
of end user applications are reported. Then, PV energy time-shift (PVts), load
shifting (LS), heat decarbonisation, power curtailment and the combination of
them are defined. These applications are investigated with the modelling and
experimental work of this thesis. This is followed by the modeling of the energy
consumption level including different technologies and loads which are managed
by CES. The community demand data used in this work, the PV array model and
the models of HPs and FC systems are introduced.

Chapter [4] selects the ES technologies which are suitable for playing the role of
CES when performing the end-user applications chosen in Chapter [3| Battery by
means of lead-acid (PbA), lithium-ion (Li-ion), Hy storage and water tanks were
selected as key technologies. The chapter also introduces a holistic approach for
modelling these ES technologies including the performance, durability and eco-
nomy of CES. Then, the performance and durability submodels utilised for the
different ES technologies are presented, the same economy submodel being used
for all of them.

Chapter [5| introduces the method developed for obtaining the optimum CES
system when performing end user applications as a function of the size of the
community. Firstly, the method is presented and the algorithms which apply the
method depending on the ES technology and applications are explained. The
methodology includes three reference years (2012, 2020 and hypothetical zero car-
bon target) to assess the impact of the changes on PV penetration, HP penetration
and demand, among others, in the performance and economic benefits of CES. A
sensitivity analysis is designed in order to tackle the uncertainty in CES perform-
ance and economic benefits during the decarbonisation pathway. Data from the

UK is utilised for these three reference years.

Chapter [0] identifies the optimum CES system as a function of the size of the
community for different end user applications when analysing modelling results
obtained from the application of the method. The performance and the economic
benefits of different ES technologies are compared for a given end user applica-
tion and how different applications impact on the performance, cost, value and
profitability of a given ES technology is quantified. Additionally, the benefits in-

troduced by the community approach are discussed when comparing results on
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different community sizes.

Chapter [7| describes the H-CES system designed, built and tested for the Cre-
ative Energy Homes at the University of Nottingham. Learnings gained from the
integration of the different subsystems are explained and potential improvements
suggested. The second part of this chapter presents and discusses the experimental
results obtained from the H-CES system when performing PVts, LS and the com-
bination of them. The efficiency and capacity factor of the electrolyser and the
PEMFC system were quantified depending on the application together with the

description of the performance of the solid state hydrogen storage.

Chapter [§| concludes this thesis by analysing the method and methodology
utilised in this study and drawing out the main conclusions derived from the
application of both of them to the different communities. It also discusses the
benefits and drawbacks of the H-CES system and concludes with some interest-

ing areas which arise out of this work and should be recognized as further research.
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Chapter 2

Energy storage applications and
technologies

This chapter begins with an introduction of different technological options for
facilitating the integration of variable and unscheduled RE generation such as
flexible generators, interconnection, demand side management and ES. Among all
of them, ES offers great flexibility due to the range of technologies available which
provide versatility in terms of energy density, power density, discharge duration
and scale of deployment, among others.

A review of different ES applications is performed including those to support
the penetration and performance of RE technologies, manage different demand
loads, assure the proper network capacity management, reliability and perform-
ance. Next, ES technologies which are suitable for different applications depending
on their main characteristics are presented. The last part of this chapter discusses
different ES technologies models used in the literature and previous approaches to

analyse the economic benefits and the cost of ES.

This literature review was accomplished in order to select what ES applications
are relevant for end users and what technologies are suitable for them. The selected
applications which are the focus of this work are explained in more detailed in
Chapter |3| including the current economic drivers to perform them. Additionally,
a critical review of the ES technologies selected to perform end user applications
and the ES modelling approach is presented in Chapter [4]

2.1 Flexible generation

There are different requirements of the electrical markets which call for flexible
generation to meet variable demand such as the peaks in the demand load, fre-
quency regulation and spinning reserves. Currently, around 98% of the demand
is met by dispatchable generation in the electricity market ahead of time [20)]
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Figure 2.1: Generation mix by fuel type in the UK in the winter 2011/12 [7].

and according to this figure, most flexibility is provided from the generation side
using dispatchable generators. As seen in Figure nuclear power plants are
allocated first because they are relatively inflexible. More efficient gas and steam
power plants are next in merit because the have low operational cost and therefore
attract high load factors (base load plants or high merit plants). Alternatively,
plants with high operating costs including open cycle gas turbines and diesel gen-
erators only run during peak demand and generate a small share of the total
electricity. Finally, renewable electricity generation has a considerable impact on

market prices due very low marginal cost and/or obligation schemes [47].

Likewise, frequency response and generation reserve are provided by generat-
ors equipped with appropriate governing systems that control their outputs to
counteract the frequency fluctuations that arise from relatively modest changes in
demand or generation [48|. Coal fired power plants together with pumped storage
hydroelectricity schemes are two of the preferred options for frequency response.
Finally, power systems increase their robustness by using open cycle gas turbines
and reciprocating combustion engines for tertiary reserves which are on standby

in case of any generation failure and can be connected quickly [21].

The current energy system does not lack flexibility from the generation side
but, as reported above, most of the flexible generators are not high merit and con-
sequently they are carbon intense. Advances in nuclear technology suggest that
new nuclear reactors may offer at least some degree of flexibility for weekly load
variations but there is much uncertainty related to the potential of CCS for gen-
eration flexibility [20]. Therefore, the way in which electricity markets operated
should be reviewed in order to keep the supply/demand matching while reducing
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CO; emissions. Also, if the approach to counterbalance the penetration of RE
technologies and other distributed energy technologies is increasing the reserve
capacity, the system efficiency reduces and the assets are misused (typically, only
50% of the generation assets and the network are utilised [49]).

2.2 Interconnection

Figure 2.2: Schematic representation of the Supergrid transport high volumes of renewable
electricity to the European load centres using high DC voltage [§]. The Desertec project focuses
on the use of solar-thermal power plants in South European and Middle Eastern and North
African (MENA) regions.

Interconnection is a robust alternative for varying regional flows in short-term
temporal scales (minutes or even seconds) and helping to integrate variable RE
generation by exporting it where simultaneous demand is occurring. The UK is
taking part in the construction of a 1 GW connection with the Netherlands and
there is potential to construct new lines with other countries such as Norway and
France. According to the UK Government in 2010, capacity could grow between
200-500% during the next 15 years . The interconnection of networks allows
the transmission of electricity and gas between markets usually organised on a
national basis.

The European Union is a good example of this technological option when
considering the Priority Interconnection Plan created in 2007 . The European
Union stated that interconnected networks are vital to the development of healthy
competition and constitute a prerequisite to the successful development of an in-
ternal European energy market. It also prevents the risk of short supply by di-

21



Energy storage applications and technologies

versifying sources, for example for electricity by facilitating the development of a
“oreen network” based on RE technologies. The reality is that national networks
were designed and developed following national interests and they are separated
by natural barriers such as seas and mountains. However, interconnection among
the different national grids can increase the reliability, efficiency, competitiveness

and secure of supply as argued by the European Commission [51].

There currently are seven interconnections among different European regions.
Additionally, there are intercontinental interconnections such as the Iberian pen-
insula with Morocco and the Baltic countries with Russia. There are also gas in-
terconnections between Baltic countries and Russia, Central eastern Europe and
Russia, and Mediterranean countries and north Africa, among others. The Su-
pergrid was envisaged to make use of the different RE technologies which are
located far from the European main demand load centres as shown in Figure 2.2
According to this mega project which would incorporate high voltage DC links,
solar energy in the Sahara and south of Europe, off-shore wind energy on the seas
around northern Europe and hydro energy in central Europe and Nordic coun-
tries would meet most European demand load throughout the year [52]. However,
Siemens and Bosh already left the Desertec Project due to the uncertainty on the
economic feasibility of the project and the geopolitical tensions in the north of
Africa.

2.3 Demand side management

Demand side management with deferrable loads could be utilised to make the
demand play a role in the matching of variable generation and demand, voltage
stabilisation and frequency control [53]. If flexible generation and interconnection
are large scale technological options for enhancing the flexibility, then demand
side management can be utilised to match variable generation and demand locally.
However, demand side management can be implemented regionally and nationally
when the standardization necessary for the communication technology infrastruc-
ture and data protocols are delivered [54]. Previously, balancing demand and
generation has been achieved by controlling the supply and short-term demand
has been assumed inelastic. In fact, there was no incentive or available techno-
logy for changing customer demand profiles on the short-term. In addition to
regulated incentives, tariffs are one of the main economic drivers to stimulate the
participation of industrial, commercial and domestic customers in demand side

management [55].

Electric drive vehicles and HPs can also play a role as flexible demand loads
in the coming years and research is looking at the best ways of integrating the

transport and heat sectors into the smart grid. By achieving this, demand side
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The smart home
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Figure 2.3: Representation of a smart home with smart appliances, smart metering and commu-
nication with the network @ﬂ

management techniques would allow higher penetration of RE technologies, en-
hance the reliability of the grid and decarbonising the transport and heating sector
at the same time. Car charging and electric heat can provide large quantities of
short-term flexibility ranging from a few minutes to several hours .

Among demand side management advantages, it has been argued that it has
the potential of providing flexibility at lower cost than ES . However, its im-
pact is limited by the amount and type of demand loads which can be deferred
(up to 30% of the demand [20]) and customer preferences should always be con-
sidered. There is also a debate about whether demand side management should
be introduced using a compulsory roll-out in which a regulator sets the rules of
installation, communication and market or a deregulated model in which the in-
stallation is left to free initiative or market agents . The UK government set
the ambitious objective for every house to have a smart meter by 2020 to increase
the information which people have about their energy use and engage them with
demand side management alternatives . Figure shows a representation of
a future smart house with demand side management tools.
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Figure 2.4: Potential benefits introduced by ES in different parts of the electricity value chain

as .
2.4 Energy storage

ES is a technological option which can also increase the dispatchability of RE
technologies and its value [56]. ES is an enabling technology which can develop
multiple applications but as concluded by different reports ,, , the lack
of understanding of the role of ES in the future energy system is currently an
obstacle limiting its uptake. Alternative technologies such as flexible generation
or interconnection can reduce the future value of storage up to 25% but not dis-
place its role. However, demand side management in the form of electrified space
and water heating in residential and commercial sectors, electrified transport sec-
tor and smart appliances in the household sector could reduce the market size for
storage by more than 50% when providing energy arbitrage, reserve and frequency
regulation services [49]. This conclusion for the UK was based on not cost attribu-
tion for demand side management based on the mandatory deployment of smart
metering infrastructure mandated by the British Government.

ES is already utilised in the UK with 1.7 GW (equivalent to 10 GWh) of
pumped storage hydroelectricity, hot water tanks in 19.3 million dwellings in 2006,
electrical storage heaters in around 1.55 million flats which run with Economy
7 [57). Likewise, the storage of fossil fuels has been successfully used for the
power, transport and heating sectors, specifically 47 TWh of natural gas and 30

TWh of coal .

There are several technologies available for electricity and heat storage. Elec-
tricity is stored as another type of energy such as mechanical, chemical or thermal.
Some of these technologies, such as lead-acid (PbA) batteries for small scale stand-
alone RE applications and pumped storage hydroelectricity for bulk storage have
been successfully utilised in the last few decades. However, most ES technologies
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still are under research and development. There are many pilot ES installations
worldwide which are providing real-world data related to technical performance
and economic feasibility beyond the research and manufacturing testing environ-
ment [43]. The opinion in favour of ES is growing at the same time that the
penetration of RE technologies does. In this sense, the Energy Storage Council
and The Electricity Advisory Committee of USA published two reports in which
the potential benefits of ES in different parts of the energy value chain were ex-
plained as schematically explained in Figure [10L/58]. The European Union
considered ES as a research priority for the integration of RE technologies [59).
In the UK, the Department of Energy and Climate Change also suggested that
scenarios with great penetration of RE technologies require a very significant in-
crease in ES capacity, demand shifting and interconnection in their 2050 pathway

analysis [20].

The penetration of RE technologies is the main driver for the deployment of
ES at different sections of the energy value chain. The increasing presence of RE
technologies in the energy mix requires RE technologies to take part in ancillary
services such as frequency control, voltage control and power quality . Weather
conditions already affect both daily and seasonal demand profiles. However, as RE
technologies become more important, the influence of weather conditions on the
generation sector will increase but ES can reduce this dependency. ES strategically
allocated at different points of the energy value chain can help to assure reliability
and quality of the supply. ES can also island a portion of the grid and reduce the
negative impact of a power cut .
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Figure 2.5: Different ES technologies as a function of the duration of the discharge .

Most ES installed worldwide correspond to bulk storage (pumped storage hy-
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droelectricity) located at the generation level within the grid to improve the load
factor of power plants which supply the base demand load and also contribute to
frequency regulation. The Llyn Stwlan plant in Wales with a power rating of 90
MW and capacity of 360 MWh is a good example in the UK [61]. However, ES
is a residual asset at the moment in all electricity systems and pumped storage
hydroelectricity accounts for only 140 GW worldwide (840 GWh approximately
assuming a 6 h discharge), compressed air energy storage (CAES) being the next
technology with a mere 0.5 GW (3 GWh approximately approximately assuming
a 6 h discharge) in 2012 [11]. In contrast, natural gas reserves of 33647 GWh in
the UK (4% of the annual demand) while 193734 GWh in Germany (20% of the
annual demand) are used to buffer any weather impact on the demand or tech-
nical lack of supply [62]. In the case of the electrical systems, electricity generation
must be equal to the demand continuously. As a consequence, the distribution
networks are sized to meet the maximum load which only occurs several hours per
year. Figure [2.6]shows the demand profile in Great Britain on the 30th November
2013. The incorporation of new electrical loads (HPs and electric drive vehicles)
will require a upgrade to the distribution lines but the size of the new cables and
related equipment will be expensive to install and difficult to justify. This is the
reason why some countries such as Japan and Germany plan to install a energy
storage capacity (GW) equal to 15% and 10% of the total installed generation
capacity, respectively, in the coming years [43].
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Figure 2.6: Demand in the UK on the 30th November 2013 excluding Pumped storage hydro-
electricity and interconnections according to the National Grid.
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2.5 Energy storage applications

H. Ibrahim et al. compared ES technologies depending on different character-
istics such as efficiency, cost and energy density |17]. Among different type of
classifications for ES, power applications versus energy applications as shown in
Figure is key for understanding different type of stationary applications. This
classification is related to the time scale of the discharge necessary for the applic-
ation. Power applications are characterised by high power discharges which last
for a short period of time ranging from seconds to minutes. Alternatively, energy
applications are characterized by discharge which last several hours. Finally, long
term storage is defined as the use of discharges during different days, weeks or
even seasons.

2.5.1 ES for the electricity generator
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Figure 2.7: Daily demand (including the transmission losses, station transformer load, pumped
storage demand and interconnection demand) and wind generation load factor (defined as the
ratio of average output over the theoretical maximum output over a period of time) in the UK
in the winter of 2011/12 [7].

From an electricity generation perspective, ES can help to improve the com-
petitiveness, capacity factor and management of different power and heat plants.
From a market point of view, ES can be used to maximize the revenues associated
with generation by selling energy when it is most profitable for the generator.
Depending on the time structure of the market, ES technologies which perform
cycles of several hours (typically half a day) are necessary for this purpose. Ad-
ditionally, the scale of the generator fixes which ES technologies are suitable for
this application, pumped storage hydroelectricity being the most suitable option
so far [60].
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Likewise, ES can help to reduce the impact of weather conditions on the output
of RE generators. Figure compares the wind generation load factor with
the UK demand load profile in consecutive winter days as reported by National
Grid [7]. As demonstrated in this figure, the peaks in the wind load factor (which
depends on the wind speed across the UK) do not always coincide with the demand
peaks (affected by weather conditions, day of the week and hour of the day, among
others) and ES can be utilised to better match them. Therefore, ES is necessary to
increase the penetration of wind energy as explained in Section [1.3] Wind energy
peaks and troughs can be up to 30 times higher and lower than the daily average
production and anticyclone weather can last for several weeks [63]. Any country
like the UK which wants to rely more on wind energy could use a combination
of short and fast ramping storage with long term energy storage to become less
vulnerable to the weather patterns.

2.5.2 Load shifting and peak shaving

LS consists of levelling-out the demand (grid import) by charging ES systems at
valley periods and meet the demand load which occurs at periods in which the
price of the electricity is higher. Peak shaving strictly means to meet the max-
imum peak demand load. From a generation point of view, demand load-levelling
is achieved by using big scale technologies such as pumped storage hydroelectricity
and CAES. At the distribution level, battery storage could be utilised, typically
at the sub-station level or even closer to the consumption points as studied in this

work.

ES can also be used to meet the maximum peaks in the demand. The max-
imum peaks are met by power plants that are switched on for short periods of
time operating at higher cost as seen in Figure for the UK. An alternative
solution would be to use more efficient power plants, store the energy generated
by them and use it for the peak periods. There are several ES technologies avail-
able for this application depending on the magnitude of the peak and its duration.

From a customer perspective, electricity bills are typically broken down into
a part which is proportional to the subscribed power and another related to the
consumed energy. The subscribed power becomes monetary more important in
the case of industrial customers which use high intensive electrical demand loads.
However, they usually pay for a maximum value which is not often used. ES can
be used to smooth the real demand load and even reduce the subscribed power,
especially when the value of the maximum demand load and when it occurs can
be forecasted [60]. In the domestic sector, ES can reduce the typical peak during

the afternoons and/or evenings by performing LS.

28



Energy storage applications and technologies

By increasing the efficiency and improving the performance of current electri-
city assets, ES balances the electricity system and can help to postpone the use of
new generation units and transmission lines. The generation, transport and distri-
bution systems were designed to meet the maximum peak demand load using the
traditional network approach as seen in Figure[2.1l There are several factors which
suggest that this approach is not the most efficient. For instance, daily demand
is very variable and the maximum value is only required during several hours per
year. On top of that, maximum power required increases more rapidly than max-
imum daily energy demand . ES acting as a variable demand can modify the
profile seen by the generator, optimise the transmission and distribution systems
and defer upgrades.

2.5.3 Energy Arbitrage

Energy arbitrage is conceptually similar to LS but differs on the scale of the applic-
ation, the price structure and stakeholders which are involved. Energy arbitrage
consists of purchasing electricity in the wholesale market when it is cheap (high
generation and/or low demand) and sell it to the distributors or final customers
to create an economic benefit. ES is a tool which can help to reduce the risk
of electricity price and volume derived from the retailer activity. Energy arbit-
rage is typically accomplished by bulked ES technology such as pumped storage
hydroelectricity and CAES which help to reduce the cost of the cycles [56].

2.5.4 Renewable energy integration

Solar field Thermal storage

Figure 2.8: Thermal storage for a concentrated solar power plant. Excess heat collected in the
solar field is sent to the heat exchanger and typically warms molten salts going from the cold
tank to the hot tank. When needed, the heat from the hot tank can be returned to the heat
transfer fluid and sent to the steam generator. .
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ES can facilitate the integration of RE technologies according to different
strategies [56]. As discussed in Section[2.5.1], ES transforms intermittent (and un-
scheduled) RE profiles into a high-value dispatchable energy product (good citizen
within the grid). From a network perspective, ES can support the participation
of RE technologies in different electricity markets (regulation markets) and allow
them to behave as conventional power plants performing frequency regulation and
network restoration. The curtailment of RE generation on weak distribution net-
works or in periods of low demand can also be avoided by ES [65]. Molten salt ES
systems are already helping concentrated solar power plants generate electricity
at night, to be explained further in Figure 2.8 ES can also be help RE plants to
meet the local demand of communities as investigated in this work.

2.5.5 Electrical system regulation

ES can help to keep the national grid frequency in acceptable boundaries by meet-
ing short-term demand fluctuations. In fact, ES can play two opposite roles: de-
mand load or energy source. Currently, grid frequency response is developed by
generators able to increase and decrease their output on the minute scale. ES can
replace traditional generators running at partial load for adjusting the frequency
in the different markets developed for this purpose. Likewise, ES can be used
in the voltage regulation market and support voltage regulation and even other
types of power quality requirements. For this range of applications, ES techno-
logies with great cycling capacity and power density such as supercapacitors and
flywheels are required. Another ancillary service which can be developed by ES
is the restoration of the network after a total or partial failure. For this purpose,
large scale ES systems can contribute (as power plants do) following every country
specific protocol [60].

2.5.6 Spinning reserves

Similarly to the electrical system regulation, ES can be used instead of or in
combination with traditional generators to respond to unexpected failures in the
electricity system. Similarly, it consists of using existing efficient generators at
optimum load and then store energy generated for this market. Again, flywheels
and supercapacitors in addition to batteries with good dynamic response like Li-

ion technology are candidates to supply the necessary additional capacity.

2.6 Energy storage technologies

Most important factors which should be considered to select any ES technology for
any of the applications introduced above are: energy capacity, power rating, depth
of discharge (DOD), discharge time, round trip efficiency, durability, cost, self-
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discharge, environmental impact, energy and power densities . ES technologies

have been compared as a function of these parameters using comparison graphs
as the one shown in Figure for the size and weight density for different ES
technologies. The ideal ES technology should meet [66]:

long cycle life

high specific energy (Wh/kg) and high energy density (Wh/m?)

high energy efficiency

able to operate at a wide range of environmental conditions

reliable in operation

maintenance-free

made of readily available and inexpensive materials that are environmentally

friendly

efficient reclamation of materials at end of service-life

Next, ES technologies are individually presented and the main characteristics

regarding the criterion outlined above are emphasized.

Figure 2.9: Size and weight density ranges of different
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2.6.1 Power storage technologies
Flywheels

Electricity can be stored by converting it to kinetic energy using flywheels coupled
with a motor generator in a vacuum atmosphere to reduce friction. Flywheels are
high power storage devices with a high cycling capacity (10000-100000 cycles) and
efficiency higher than 90% [11]. Other advantages are that they can be manufac-
tured following a modular design (the power rating typically ranges between 1-20
MW while the energy capacity varies between 5-10 kWh), with little maintenance

and absence of harmful raw materials.

Flywheels were previously used for propulsion applications such as engines
and large road vehicles as a short energy storage system which smooths the
power load during deceleration (charge) and acceleration (discharge). Accord-
ing to the material utilised for the wheel, high and low speed flywheels are defined
using high strength, low-density composite material such as carbon-fiber/epoxy or
Kevlar/epoxy and metallic alloys respectively |67]. The maximum energy which
can be stored depends on the tensile strength of the raw material of the fly-
wheel. Cost varies massively depending on the material ranging between 160-
16000 £/kWh [19]. Flywheels are suitable for applications in which energy must
be discharged in short periods (1 minute typically). They have been used to
prevent fast fluctuations in the power output of wind and PV farms and for fre-
quency regulation [68]. Some manufacturers of flywheels are Beacon Power and
Powerthru”

Supercapacitors

Energy is stored by creating an electric field between two electrodes. Due to the
absence of electrochemical reactions, supercapacitors have good cycling capacity.
This technology still has high cost (90-440 £/kW and 8700-17000 £/kWh [11])
and it is characterised by low energy density (5-15 Wh/kg) but high power density
(800-2000 W /kg) [17]. Supercapacitors usually have long-life, high round-trip effi-
ciency (>95 %) but they suffer from considerable self-discharge. As a consequence,
they are more suitable for short-term ES.

Supercapacitors are suitable for power quality, frequency control, voltage con-
trol in electrical systems even in points close to consumers (the dynamic response
of supercapacitors being superior to flywheels). At the moment, supercapacitors
are currently utilised in the portable electronics, automotive industries, aviation
and military industries. Maxwell Technologies (USA) is one of the main manufac-

turers for solutions for RE technologies support at the moment.
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Superconducting Magnetic Energy Storage

Superconducting magnetic energy storage (SMES) uses a magnetic field created
by the flow of DC current in a coil of cryogenically cooled superconducting ma-
terial to store energy [10]. A SMES system includes a superconducting coil, a
power conditioning system, a cryogenic refrigerator, and a cryostat/vacuum vessel
to keep the coil at the low temperature required to maintain the coil in a super-
conducting state. SMES are highly efficient at storing electricity (greater than
95%) and can provide both real and reactive power for grid applications.

Power is available almost instantaneously and very high power output can be
provided for a brief period of time. Due the construction requirements, this techno-
logy has high operating costs and it is therefore best suited to provide continuous
deep discharges. Grid stability in distribution system and power quality at man-
ufacturing facilities requiring ultra-clean power would be possible applications.
SMES is commercially available with manufacturers such as Bruker EST and Su-
perPower and companies like ABB showing interest in pilot projects. The still
very high initial cost (>200 £/kW [11]) limits the development of this technology.

2.6.2 Large scale energy storage technologies
Pumped storage hydroelectricity

Pumped storage hydroelectricity consists of using hydroelectric energy for storage
purposes. Whenever demand is low (valley time), water is pumped to an upper
level where water is stored. Then, it is used to activate a hydraulic turbine in
periods with increased demand. This is a well-proved technology which has been
used for high power (more than 200 MW) and high energy (several GWh) applic-
ations by energy producers such energy arbitrage and frequency regulation. By
2012, it accounted for 99% of the global ES capacity [11].

The round-trip efficiency ranges from 65% to 80% depending on the technology,
and the lifetime of the plant can be higher than 40 years. The main disadvantage
of this mature technology is the necessity of specific geographical locations. As
a consequence, most potential locations are already being used. Pumped storage
hydroelectricity storage remains the most cost effective technology for bulked en-
ergy storage and as a consequence, it has been utilised when comparing ES with

other alternative solutions such as flexible generation and interconnection [69,[70]

Compressed air energy storage

CAES is another technology suitable for large scale power and energy storage. It
is conceptually similar to pumped storage hydroelectricity and the basic difference
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Figure 2.10: Schematic representation of an underground CAES plant [11].

lies in the type of substance used to store energy (compressed air instead of wa-
ter). In this case, off-peak electricity is used to compress air (typically between
40-70 bar), which is then stored in large caverns suitable for keeping pressurised
gas. Then, the compress air is released through a turbine to generate electricity
as shown in Figure 2.10[ This technology has been proven in a few installations
worldwide [71] and it can be used as a middle-term, or even long-term energy
storage with round trip efficiencies close to 70%.

Similarly to pumped storage hydroelectricity, the main disadvantages are the
requirement for specific natural caverns which have a geographically limited avail-
ability and the high capital required [72]. Depending on the location and tech-
nology utilised, initial cost varies between 10-160 £/kWh and 260-1000 £/kW
[11,/19).

Lifetimes of more than 30 years are achieved by CAES plants. Two real ex-
amples of large scale CAES can be found in Germany (the plant in Hunfort with
a power rating of 2900 MW built in 1978) and USA (the plant in McIntosh with a
power rating of 110 MW built in 1991). CAES has been also suggested for small
scale installations by using high pressure cylinders up to 300 bars [17]. The need
for high pressure drops the efficiency down to 50%.

Flow batteries

This is a technology which receives several names in the literature such as Flow
batteries, Redox batteries, regenerative fuel cells or redox fuel cell batteries due
to its hybrid nature between battery and FC. The storage principle is based on
the electrochemical reaction between two electrolyte tanks separated by an ion-
exchange membrane. Typically bromine salt solutions are used as electrolytes
(ZnBr and NaBr). The two electrolytes are pumped separately from the two
tanks to two different electrodes where oxidation and reduction reactions take
place. An ion-exchange membrane separates the two electrodes and it allows ions

to move in one direction only.
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The energy system scale depends primarily on the size of the electrolytic tanks
(as in the case of Hy storage) while the power output is determined by the size of
the electrochemical cell stack [18]. Round trip efficiencies range between 75% and
85% and self discharge is not relevant [64]. This technology is expected to achieve
energy and power capacities similar to CAES (MW and MWh) and it is also a
promising technology for demand load levelling applications (MWh) but CAES
cost is lower at this moment. Published cost of flow batteries ranges between
100-650 £/kWh and 400-1600 £/kW [19].

One of the first flow batteries was installed for demand load levelling in the
UK by Innogy ple (12 MW and 120 MWh). Other companies working with real
pilot demonstrations worldwide are Reflow Limited (Australia) and Prudent En-
ergy (USA). According to them, some advantages are that flow batteries can run
over the whole state of charge (SOC) range without impacting on the round trip
efficiency and life of the system (in comparison with traditional batteries). This
fact together with the unlimited cycling capacity is promising to reduce the cost of
performing any application. Among potential disadvantages, effort is being done

to increase the power and energy densities.

2.6.3 Modular energy storage technologies
Battery technology

There are many batteries technologies available in the market ranging from the
traditional and well-proven PbA technology to the emerging lithium-ion (Li-ion)
technology. Basically, batteries are chemical energy storage devices consisting of
two electrodes separated by an electrolyte. Electrochemical reactions transform
chemical energy into discharging currents and vice versa. Generally speaking, bat-
teries have high energy density (up to 150 Wh/kg for Li-ion [17]) but low power
density (up to 100 W /kg [64]) in comparison with supercapacitors (always higher
than 1 kW/kg [64]). They have been traditionally considered ES systems (instead
of power storage systems) because of limited life when operated with short and

continuous cycles. Power and energy ratings are not separated in a battery.

PbA batteries are the standard technology because they have been used in the
automotive and PV industry for a long time. The main reasons are the low cost,
relatively easy maintenance and low self-discharge. On the other hand, some disad-
vantages are limited cycle life (especially at deep and continuous cycling), poor per-
formance at extreme temperatures and unfriendly lead-acid content which makes
these batteries very heavy. Among nickel-cadmium (NiCd), nickel-metal (NiMH)
and Li-ion chemistries, the last one is the most promising technology and it is

capturing the attention of vehicle and power industries. At this moment, Li-ion
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Table 2.1: Qualitative comparison of PbA, NiCd, NiMH and Li-ion batteries.

Battery Advantages Disadvantages
Limited DOD and cycle
life; low energy density;

PbA Low self-discharge; easy

maintenance; low cost
Lead content
Good cycle life and per- severe self-discharge,
NiCd  formance; low mainten- toxic heavy material;
ance low energy density
Good voltage character-
NiMH  istic; no toxic materials; Severe self-discharge
great energy density
Licion high efficiency and en- high cost and suffer at
ergy density deep-discharge

batteries are intensively used in electronic equipment such as laptops and mobile
phones because they have the highest energy efficiency (>90% when considering
DC electricity) and the highest energy density as shown in Figure The main
downside is the still high initial cost as reported in Appendix [B.2] Nevertheless,
active research and increasing demand will help to introduce Li-ion batteries in
both vehicle and stationary applications.

Table [2.1] compares the main chemistries used with small scale RE installations
[73]. Previously, PbA was the best candidate for small RE autonomous systems
because it offered a good compromise between cost and performance [17]. However,
Li-ion offers a better performance and therefore PbA may be substituted when
the cost of Li-ion reduces sufficiently as investigated in Chapter [0}

Finally, high-temperature battery technologies such as sodium sulfur battery
(NaS) and Zebra battery have been used in several demonstrations projects to
support RE technologies, peak demand load management at substation level and
smart grid implementation. Japan is the best example for the successful deploy-
ment of NaS at the substation level with several examples [74]. Despite high
efficiency (80%) and great power density, the high temperature makes the thermal
management complex to develop and control. As a consequence, these technolo-
gies have only been used in the MW/MWh scale [43]. An example of a 1 MW NaS
battery manufactured by NGK is being utilised by SSE in the island of Shetland
(Scotland) funded by the UK Government |75]. This NaS battery matches RE
generation and demand in the island and meets the peak demand load.
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Figure 2.11: Schematic representation of a Hy storage installation connected to a PV installation
showing the three main components.

H, is typically utilised for mid-term and long-term ES because it does not suffer
from self-discharge and the energy rating is decoupled from the power rating [76].
Thirdly, it does not offer same level of cycling capability and dynamic response
of other technologies such as supercapacitors, flywheels and Li-ion batteries. Hs
ES systems comprise three basic elements: electrolyser, Hy tank and FC system

as schematically represented in Figure 2.11]

The electrolysis process consists of using direct current to electrochemically
split water into its constituents, namely hydrogen and oxygen [77]. Different elec-
trolytes have been used to generate Hy. First electrolysers used an acid electrolyte
but most commercial electrolysers use low-temperature technologies, either al-
kaline electrolyte or polymer electrolyte membrane (PEM). Alkaline is the most
mature technology (see Table because it does not require expensive platinum-
based catalyst which is used in PEM electrolysers. However, PEM technology is
currently the centre of attention because it has several advantages such as ecolo-
gical cleanliness, higher power density and easier maintenance [78].

Regarding the Hy tank, pressurised gas has been used widely as seen in Table
and it is the standard technology. High pressures are used to increase the
energy density of the tank and composite materials are used instead of metals to
increase the volumetric energy density. As a result, Hy can be stored at 700 bar
yielding densities of 4.5 wt% and 2.5x10% kg/l. Increasing the pressure even more
is not interesting because of the amount of energy required by the compressor [79].
Another alternative is liquid Hs, but the cost of Hy liquefaction is relatively high,
requiring around 30% of the LHV of the stored Hy. Moreover, very low temperat-
ures and boil-off issues mean liquefied Hy is not a suitable technology for portable
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applications.

Compressed and liquid storage Hy do not offer the potential to meet the gra-
vimetric and volumetric targets for on-board transport applications published by
different bodies such as the DOE [79]. This is the driver for research on metal
hydrides. Chemically bound H, in metal hydrides is a promising technology for
applications in which there is weight or a space constraint. In this technology, Hs
is released from the metal hydride by increasing the temperature or reducing the
pressure. A qualitative measurement of how easy is to store Hy as metal hydride is
given by the temperature at which Hy uptake starts at 1 bar. In the case of mag-
nesium, with a storage capacity of 7.6 wt%, this temperature is 280 °C. MgH, is a
promising technology because it has the highest energy density equal to 9 MJ/kg
of all reversible hydrides. The main disadvantage of MgH, is that a relatively
large amount of heat should be managed at high temperature (typically between
300°C and 500 °C) to operate the tank [80]. Current cost of the technology is still
high for further application (around 4350 £/kg in 2010 [81]).

Lastly, Hy must be transformed back to electricity and heat using FC sys-
tems. FC systems produce electricity directly from chemical energy, so they are
more efficient than internal combustion engines without including moving parts
and harmful emissions. There are different types of FC technologies such as phos-
phoric acid fuel cell (PAFC), polymer electrolyte membrane fuel cell (PEMFC),
alkaline fuel cell (AFC), molten carbonate fuel cell (MCFC) and solid-oxide fuel
cell (SOFC). The basic differences rely on the temperature regimes, materials, fuel
tolerance and performance characteristics. For example, PEMFC systems typic-
ally use NAFION® for the membranes which operates at low temperature and
offers high power density. PEMFC systems are a really promising technology for
the vehicle sector. According to S. Barret [82], FC electric drive vehicles will be an
important actor to achieve the 2050 decarbonisation targets due to several advant-
ages such as refuelling time, driving range, well to wheel efficiency and demand
side management possibilities.

Hs is an encouraging ES technology because it is suitable for different project
scales ranging from very small applications (W) to SOFC generation plants (MW).
Important challenges are the high cost of the technology and the need to further
improvement the durability (affected severely by the start-stop cycling [83]). A
comprehensive literature review of Hy cost and durability is included in Appendix
[Cl Additionally, the required ancillary equipment increases the complexity, espe-
cially of small scale systems. Hs offers larger energy densities than batteries and
faster charging.

Three comprehensive demonstration projects were developed in Europe to test
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Table 2.2: Comparison of different Hy storage system when supporting RE technologies in three
different European projects.

HARI RE2H2 UTSIRA
RE technolo- Wind (50 kW), Wind (225 kW) Wind (300 kW)
gies PV (13 kW),
hydro (3 kW)
Alkaline 36 kW 55 KW 50 kW
electrolyser
H, tank 2856 Nm3(137 500 Nm? (25 bar) 2400 Nm? (200 bar)
bar)
PEMFC 7 kW 30 kW 10 kW
Other Reverse osmosis (30 kW)  Hj engine (55 kW)
Integration 600 DC bus 48 DC bus bar AC micro grid

the ability of Hy to support RE technologies. Table compares different tech-
nologies utilised in each project. These projects focused on different stages such
as design, installation, simulation, operation and maintenance. Experimental re-
search, modelling and simulation were used in different phases. All the projects
share some elements in common. Firstly, they were stand-alone applications for
supporting RE technologies. Also, alkaline and PEM technologies were chosen
for the electrolyser and FC system respectively. Additionally, Hy was stored as a
pressurised gas at high pressure requiring a compressor (as indicated in Table [2.2]).

Due to the flexibility of Hy storage and the three different subsystems required
(electrolyser, tank and FC system), there are many different manufacturers in-
volved in Hy technology. For example, the CES system presented in Chapter
was made in collaboration with two of the most dynamic manufacturers at the mo-
ment. [TM Power is an electrolyser manufacturer and PEMFC developer which is
focusing on the use of large scale PEM electrolysers for grid stability, power to gas
and Hy refuelling for the transport industry. McPhy Energy manufactures metal
hydrides tanks using Mg technology. Its main customers are industrial companies
which use Hy in their industrial processes and want to control their Hy supply.
Additionally, they provide Hy storage solutions (as the one presented in Chapter
7) and after acquiring the Italian manufacturer Piel at the beginning of 2013,
they also offer hybrid systems (electrolyser and tank). Finally, Ballard Power Sys-
tems supplied the PEMFC stack, this company being a manufacturer of PEMFC
systems with a focus on the transport industry.
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Thermal storage

Thermal storage depends on the heat mechanism used to store the heat: sensible
or latent heat. Among sensible heat storage technologies, water tanks which store
hot water at temperature typically lower than 100°C have been widely used in
the domestic sector supporting solar thermal installations, natural gas boilers and
electrical heating. Rocks and concrete have also been used due to their cost ef-
fectiveness. For higher temperatures, sensible thermal storage by means of molten
salts has been successfully applied into concentrated solar power plants to coun-
teract the daily cycles of solar energy [84]. Typical mixtures are based on sodium
nitrate, potassium nitrate and calcium nitrate and work at temperatures higher
than 300 °C.

Phase change material (PCM) is a latent heat technology which is currently
being introduced in the domestic sector. PCMs can be easily integrated in the
building structure without taking up any extra space to increase the thermal mass.
Some PCMs with great potential for low temperature applications are water/ice,
salt hydrates, certain polymers paraffins and zeolites [85]. Current prices varies
between 2.2-6.5 £/kg depending on the technology [86]. PCM cost depends on
the material and the energy density. Paraffin wax is more expensive than salt
hydrates, but is more commonly used due to its stability. Normal energy density
ranges from 0.01-0.06 kWh/kg. The objective is reducing the cost down to 50
£/kWh [87]. PCMs are also interesting for industrial applications when integ-
rated with other energy systems such as HPs, FC systems and other ES systems.
A PCM is utilised to manage the heat required by the metal hydride tank presen-
ted in Chapter

Alternatively, there is a strong opinion in favour of shifting surplus renewable

electricity into heat because this approach:

e reduces the problem related to the variability and uncertainty of RE tech-

nologies.

e decarbonises the heating sector which is one of the most important objectives

to reduce carbon emissions.

e is more cost effective than electrical storage and widely available.

In all future scenarios considered by the UK Government, electric heating be-
comes more important due to the penetration of HPs [20]. Water tanks by means
of immersion heaters and domestic storage heaters (heated brick-type) have been
used in the UK to transform electricity into heat. The latter were typically intro-
duced in flats around 20 years ago and they account for 7% of the heating systems
in the UK [8§].
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Table 2.3: Summary of the data reported in this chapter and comparison of different ES tech-
nologies including basic characteristics for stationary applications [11}/17,/17H19].

Technology Scale (MW) Discharge time Initial cost (£/kWh) Efficiency (%)
Flywheels 0.5-20 minutes 160-16000 80-90
Supercapacitors 0.01-5 ms to minutes 8700-17600 90-95
SMES 0.1-10 ms to s >10000 90-95
Pumped storage 100-1000 hr 3-70 70-80
CAES 10-300 hr 10-160 50-80
Flow batteries 0.05-10 s to hr 100-600 65-85
Batteries 0.001-10 minutes to hr 130-1300 60-88
Hydrogen 0.001-50 hr to days 10-500 25-50
Thermal storage 10-500 min to days 20-100 60-95

@ Round trip efficiency

Similarly, electrical heaters and/or HPs can run using RE generation and the
heat generated can be stored in any of the thermal technologies discussed above.
There are currently several companies selling immersion heaters integrated with
domestic solar PV applications such as ImmerSun® and Coolpower in the UK.
Likewise, research is looking into the use of district heating schemes or the use
of water tanks in single homes for this purpose [89,090]. There are some pilot
projects which have implemented this demand flexibility to match stochastic RE
generation such as in the City of Summerside in the Canadian province of Prince
Edward Island, with a 12 MW wind farm and electrical storage heaters and DHW
tanks [91], The Smart Region Project in the island of Pellworm and Ecolsland
project in Scotland [92]. EDF is already working on this technological possibility
to manage the peak demand load in France and they argued that there are 11
million individual water tanks which potentially account for 20 TWh a year of
electricity storage when coupled with HPs or immersion heaters [93].

2.7 Previous ES modelling approaches in the lit-

erature

Different ES technology models have been developed and utilised in the literature
with different levels of detail and comprehensiveness depending on the research
purpose and the level of accuracy pursued. Previous work can be classified as stud-

ies which considered only technical aspects, only economic aspects or both of them.

An example of the first category is the study of the voltage stabilization and
power management of an ES system in distribution grids [94]. An electrical model
approach was followed and the ES system was modeled as a combination of a load
and generator. The impact of ES in distribution grids with high penetration of
PV power was quantified using perfect ES properties [95]. It was concluded that
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using a storage of 1 kWh per 1 kWp PV may reduce the PV induced over-voltage
up to 100%. At the single home scale, the integration of ES and demand side
management was studied using constant ES properties in a different work [96].
The technical aspects of others ES models utilised in the literature are discussed
in Chapter {4 for the technologies which are compared in this thesis.

A technology-agnostic approach has been widely used in previous work which
focused more on the economic benefits and/or cost of ES. For example, the dif-
ferent economic benefits and the potential market of the whole range of ES ap-
plications (17 in total) have been assessed using market data from the USA [56].
According to this comprehensive report, load shifting, RE capacity firming, load
following (frequency control) and demand charge management (peak shaving) are
the four applications which greater economical potential with 79,30,29 and 19
million dollars respectively. Whether distributed ES can economically foster the
integration of RE technologies and other distributed technologies by providing de-
mand flexibility was investigated in another study [97]. The revenue obtained by
distributed ES when performing arbitrage was maximised using a linear optimisa-
tion model. The ES technology model included the capacity, power rating, round
trip efficiency and durability following an agnostic approach and assuming con-
stant values. It was concluded that distributed ES can reduce he electricity cost
of a standard household up to 17%. Additionally, the impact of the uncertainty
related to the forecast of the electricity prices and the demand load was evaluated.
It was established that the less accurate forecast techniques only deviated the eco-
nomic benefit by 15% (from results obtained from perfect foresight). Finally, the
aggregation of distributed ES system was able to reduce the cost of electricity
by 24.8% from a market perspective. A similar approach was also followed for
the assessment of the future value of ES across the energy value chain in the UK
including large scale and distributed ES [49]. According to the conclusions, ES
(bulked and distributed) for more than 6 hours does not add value significantly
because the marginal value of ES reduced sharply to less than 5 £/(kWh-year).
Efficiency affects the value of ES modestly, specially for low ES penetration levels
e.g. high initial ES cost. This conclusion is valid as long as the installed ES
capacity is low and the potential for arbitrage i.e saving renewable curtailment re-
mains high. When the efficiency increased from 50% to 90%, the value increased
less than 20%. It was argued that efficiency has a secondary role for applications
related to savings in capital expenditures across the network, saving in operating
costs and RE integration.

In a different study, wind energy time-shift and the connection of wind gener-
ators on weak areas of the distribution network was studied using a methodology
to calculate the annual revenue and cost of different ES technologies assuming

constant round trip efficiency [65]. Alternatively, engineering-economic models for
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NaS, Li-ion, flywheel and supercapacitor technologies were developed to calculate
the cost associated with power applications, specifically frequency regulation, base
load wind integration, load-following wind integration and peak shaving [98]. A
cost sensitivity analyses in which the impact of main ES parameters such as cost,
efficiency and lifetime on the annual cost of performing these applications was
included. It was concluded that the capital cost together with the power/energy
ratio were the two most important factors which affected the cost of perform-
ing power applications. While the approach was comprehensive and it considered
most factors which affect the value of ES such as round trip efficiency and life of

the project, these parameters were assumed constant based on the literature.

Eleven different ES technologies were compared when performing LS, frequency
regulation and quality power improvement with wind farms [99]. CAES reduced
the cost of performing LS to 0.329 million dollars (considering a power capacity
of 3 MW and a 5 h discharge) and the cost of performing frequency regulation to
0.994 million dollars (based on a 10 MW power capacity and a 15 min discharge)
while flywheels reduced the cost of improving the power quality with a total cost
of 0.994 million dollars (when discharging 10 MW for 30 s). S. Nykamp et. al
analysed the break-even point for battery technology supporting PV in power dis-
tribution grids as a function of the efficiency and durability including operational
and capital expenditures [100]. This study concluded that the break-even points
range between 90 and 440 £/kWh depending on the lifetime of the storage asset.

According to this literature review, previous studies which focused on the eco-
nomic benefits of ES used a technology-agnostic approach and/or constant values
of key ES parameters such as round trip efficiency and life. Additionally, the cost
and the benefits of ES were ignored in those studies in which the technological

performance was the main focus.

2.8 Single home battery systems

The implementation of battery technology at single homes has been identified as
one of the key potential ES business opportunities taking place in the next 10
years. The German residential battery storage subsidy of 30% of the initial in-
vestment has already been a success and 4000 new batteries were installed based
on it by May 2014 after the first year [101]. As a consequence, previous research
has analysed the power flows and seasonal energy flows [76] and identified the
optimum power flows of battery systems [102,|103]. The voltage characteristics of
different battery technologies available in the market were compared using simula-
tion modelling and experimental research [73]. Using only the chemistry cost, the
research concluded that Li-ion technology offers the most stable voltage plateau

and this technology will be the most cost competitive when the capital cost of
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Li-ion batteries comes down to four times higher that for PbA batteries.

However, most work has focused on calculating the optimum battery system
for single homes according to different RE generation and demand profiles. The
same optimization method based on discrete time-series was utilised in all the
cases [96}/104-106]. The optimum battery capacity was defined as the one which
maximize the ratio between the self-consumption (kWh) and the battery capa-
city (kWh) and only Braun et al. took the optimization decision based on the
IRR [105]. Another study concluded that batteries become quickly attractive,
even without government subsides, with an electricity price annual growth rate
of 4% [107]. Only two of the works did not assume constant battery round trip
efficiency [764/105].

Interestingly, an analysis of the environmental impact of PbA batteries (includ-
ing their manufacture) in addition to an economic analysis, found that a battery
system for home would cost around £1000 pa. [108]. The environmental impact
analysis considered the manufacture (GHG emissions, fossil fuel depletion and
metal depletion) and the operation. It was concluded that the environmental im-
pact of a PbA battery has an equivalent impact in terms of equivalent CO, as
driving 4362 km in a new petrol vehicle.

2.9 Summary

After the introduction of other technological options for improving the dispatchab-
ility of RE technologies, ES characteristics were highlighted by describing different
ES applications and technologies in this chapter. Most applications focus on sup-
porting RE technologies and the role they play in different electricity markets that
provide versatility to the energy system. The fact that ES can play the role of a
demand load and a generator convert it into a very flexible asset.

ES flexibility was also emphasized by the range of different technologies which
are currently available on the market. A comprehensive literature review was
made including the current state of the art, cost, durability and manufacturers.
Some technologies like pumped storage hydroelectricity and CAES are the most
suitable for large scale ES. Pumped storage hydroelectricity is the most mature
technology and has been successfully implemented in many countries for optim-
ising the production of electricity but the lack of new available sites limits further
deployment. CAES together with flow batteries and Hy are others alternatives for
the MWh scale. Power energy storage is provided by different technologies such
as supercapacitors, flywheels and even Li-ion batteries. The higher cost of SMES

limits its application. Power storage is suitable for the distribution lines (close
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to customers) where electricity supply quality makes a difference. There are also
a range of technologies which are suitable for small scale and distributed applic-
ations (kWh-MWh) such as batteries, Hy and thermal storage which demand is
increasing due to the penetration of RE technologies next to consumption points,
the penetration of HPs, FC systems, electric drive vehicles and the development

of the smart grid strategies.

Regarding ES models utilised in previous research, those studies which focused
on the economic benefits of ES used a technology-agnostic approach and/or con-
stant values of key ES parameters such as round trip efficiency and life. These
studies mainly focused on single home battery systems, distributed ES or ES to
support generation plants, CES not being included in their analyses. Addition-
ally, the cost and the benefits of ES were ignored in those studies in which the
technological performance was the main focus.

ES has the potential of introducing several benefits on different sections of the
energy value chain and increase the flexibility of energy systems when integrating
RE technologies and new demand loads. All technologies are available at the mo-
ment and they have been already proven for different applications satisfactorily.
There are two main gaps to overcome for the wider use of ES in energy systems.
The still high initial cost of many of the ES technologies and the lack of under-
standing about what benefits ES bring and what stakeholder (or stakeholders) is
the beneficiary. Regarding the initial cost, only technologies which are sustainable
when produced in mass can effectively play a role in a sustainable future. There
are four key aspects which need to be addressed for the deployment of ES in the
energy sector:

e The performance of ES technologies depending on the application and the
ES capacity.

e The cost of ES technologies depending on the application or applications
they perform (£/kWh). This levelised cost can be compared with alternative

technologies depending on the application.
e The value (£/kWh) and profitability added by different applications

e The interaction between different applications i.e. how adding another ap-
plication impacts on the performance and economic benefits.

The rest of this thesis introduces an optimisation method which addresses these
four research priorities for end user applications. Chapters [3| and {4] use this ES
review as a starting point to delimit the applications which are relevant for end
users and the technologies which are suitable for them respectively.
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End user applications

Among all ES applications introduced in Chapter [2| only some of them meet the
end users’ requirements by increasing the value of their RE plant and/or man-
aging their demand. This chapter focuses on applications which help customers to
manage their own RE generation and demand and describes the related technical
characteristics. Attention was paid to the relation between the applications and
the economic and strategic benefits derived from them. Firstly, customer applica-
tions were analysed independently and the possible integration of several of them
by a CES system when performing two different applications at the same time is
discussed. The final part of this chapter models the PV generation, heat genera-
tion and demand managed in the customer applications considered in this work.
Specifically, models for the PV generators, domestic demand loads and low carbon
heat generators are presented together with the required input data. The output
of these models are the input data for the method and methodology presented in
Chapter

3.1 Smart customers

The role that end users play in the energy system has changed over the last 20
years and it is being reviewed at the moment. An end user refers to a customer
who consumes and potentially generates energy (electricity and heat) at home.
Commercial and industrial companies are not considered in the analysis. The in-
creasing cost of energy firstly in the seventies and especially in recent years has
made customers pay more attention to RE technologies together with other meas-
ures to reduce their bills. Among others, the refurbishment of their homes with
the introduction of more insulation, more efficient appliances and new controls for
them.

Governments have also responded to the increasing cost of energy and legis-

lation has been introduced to support more efficient technology and improve the
insulation level in the domestic sector [34,/109]. However, the development of more
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efficient and cost-competitive micro RE technologies such as solar PV and solar
thermal has been the key driver to change the role that customers play in the
energy arena. Customers requirements and interests are evolving as the grid does
and customers require new services but also they want to play a more active role
by:

Reducing their energy bills or at least keeping them at similar levels.

Generate and manage their own energy.

Reduce their carbon footprint.

Securing their energy supply.

Monitoring and managing their own demand to take decisions in real-time.

Although these new requirements may be seen as challenging for generators,
utility companies and governments, they can also be seen as potential opportun-
ities. Some of the potential benefits are being explored in different pilot projects.
For example, The SmartRegion Pellworm project is lead by E.ON in collaboration
with other industrial and research partners, which manages a decentralised hybrid
ES system comprising a vanadium redox flow battery, a Li-ion battery and HPs.
This hybrid system uses RE generated in the island and provides a stable and
cost-efficient electricity supply based on RE technologies. Specifically, the renew-
able generation, 21 GWh per year, is three times larger than the demand. The
objective is minimised the dependency on the connection to the mainland’s grid
via two 20-kilovolt-undersea cables [110].

While ES is not the only technology available to meet customer requirements
and as discussed in Chapter [2] there are alternative solutions for integrating in-
termittent RE, ES has the potential to meet all customer requirements outlined
above. In fact, when a CES system supports local RE technology, is also connec-
ted to the grid and incorporates an in-built monitoring system, it is able to reduce
customers’ energy bills, reduce carbon emissions, help customers maximize the
benefit afforded from variable tariffs and secure the supply. CES has the potential
of enabling:

e Utility companies to create new business models to integrate customers’

needs while allowing the optimum performance of a smart grid.

e Governments to reduce the carbon footprint of the country and reduce energy

imports.
e End users to satisfy their expectations in the new energy arena.

e DNOs to manage their assets efficiently.
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3.2 The benefits of ES

By legislating for CES, governments would support technology which helps in-
tegrating RE technologies next to the demand load centres. CES can contribute
to reduce the intermittency of local RE power supply to the grid and helps to
meet peak demand [43]. The multiple benefits associated with the deployment of
distributed ES were classified by A. Nourai et al. in three different categories: stra-
tegic, service and market benefits [111]. The key aspect for the creation of an ES
business case is the consideration of applications with internalizable benefits (those
that can be received by a given stakeholder in the form of revenue or reduced cost)
for one or more stakeholders [56}/65,111]. While the related economic revenue of
applications which offer ancillary services such as energy arbitrage and frequency
regulation is determined by the way in which electricity markets work in terms of
generation schedule, reserve, frequency control and ensuring its reliability [21], the
revenue related to other ES applications such as RE technology integration and
LS is not so straightforward because markets are rapidly developing. Likewise,
the economic impact of societal benefits such as CO, reduction and engagement
of zero carbon customers is even more complicated to estimate [56}/111].

As it is suggested in the latest German Renewable Energy Act [112], RE plants
should be able to operate as traditional power plants and ES can help to achieve
this target. Related to this, different market models and environmental initiat-
ives can be developed. An example of this is the use of CES to maximize the
self-consumption of PV generation and reduce the CO, generated by the domestic
sector. Additionally, when a CES system incorporates a management system and
monitors different energy flows, energy balances can be visualized by the end users
contributing positively to reduce energy consumption by increasing the awareness
of the balance between the local RE generation and demand. Customers can also
profit from having their own energy back-up for any outage and some degree of in-
dependence (energy autarky) [106]. Table|3.1{shows the relationship between new
drivers for the implementation of CES, the related applications and how they could
be internalized. This work focuses on ES applications with internalizable benefits
in order to investigate the optimum CES system. In the next section, applications

which help to manage the local RE generation and demand are discussed.

3.3 End user applications

End user/utility customer applications are those which satisfy end user needs by
managing their local RE generation and demand. This terminology was utilised by
a report prepared from Sandia Laboratories to the DOE Energy Storage Systems
Program [56]. In this work, a similar approach was utilised and end user/utility
customer applications which offer internalizable benefits are the focus in order to
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Table 3.1: Relationship among the ES drivers, applications and the economic (internalizable)
benefit derived from the applications at the energy consumption level.

ES driver ES application Internalizable Benefits
PV generation PVts Self-consumption bonus
Network optimization LS (tariffs) Bill reduction
Peak demand load reduction Peak-shaving Bill savings/cost deferral
Grid stability Avoiding RE curtailment  Electricity not curtailed
Renewable heat Heat decarbonisation Renewable heat incentive

explore the economic benefit. The stakeholder who internalizes the benefits can be
the final customer, a utility company or an energy service company depending on
who owns the CES system. In shake of the simplicity, end user/utility customer
applications are referred as end user applications in this work.

Among the different applications presented in Chapter [2| two of them were
investigated in depth and the optimum CES system was obtained for them: RE
time-shift and LS. The reasons for choosing these applications were that they are
energy applications instead of power applications and that domestic RE generation
and demand are covered by them. By considering energy applications, this work
investigated applications that occur on a daily basis instead of power applications
e.g. voltage control and power quality which are more related to punctual events
or problems derived with the network performance [60]. Additionally, customers
are charged mainly by their energy use. By dealing with RE generation and local
demand, RE time-shift (which manages the local RE) and load shifting (which
manages the demand) cover the customer requirements outlined in the Section
[3.1 Other applications such as the avoidance of PV curtailment and heat decar-
bonisation were investigated but as complimentary applications, with no dedicated
optimization algorithms. This implies that the optimum CES system was not ob-

tained for these applications.

REts was investigated for only PV energy, as this is the most widespread power
technology in the built environment due to its modularity, very low maintenance
and quiet performance |113]. The PV penetration in the UK was 1.7 GWp with
1.3 GW,, (77%) due to installations with a capacity less than 4 kW, in Septem-
ber 2013 [114]. In the UK and other countries such as Germany and Spain, the
main reason for the PV success was the legislation of feed-in tariffs by different
governments. The reason why CES linked to wind generators was not considered
in this work is the yield of micro-wind turbines in the built environment is not
very attractive due to obstacles reducing wind speed and increasing turbulence.

According to a report prepared by the Energy Saving Trust, micro wind turbines
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Power curtailment
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Figure 3.1: Different end user applications considered in the analysis. PVts, LS and the com-
bination of them were optimised. Heat decarbonisation was investigated as a complimentary
application to the previous ones, while power curtailment was integrated with PVts.

are only suitable for locations in which the average wind speed is higher than 5
m/s, typically located in remote rural areas [115]. Moreover, wind generators are
noisy and this means that they cannot be easily integrated in urban and semi-
urban areas [116]. However, large wind farms (onshore and offshore) will provide
most RE generation in the UK by 2020 [34] and it will be one of the drivers for
performing LS and the use of related tariffs according to the wind energy patterns
described in Section |1.3[[65,[117]. Figure|3.1{shows the hierarchical relationship of
the applications considered in this work that build from top to bottom.

3.4 PV energy time shift

CES can support the penetration and the use of PV generation according to dif-
ferent control strategies. The application of the different control strategies depend
on the size of the PV plant and if its main purpose is meeting the local demand
or exporting to the grid. Some ES strategies considered for PV generation in the
literature include constant output power control or capacity firming, fluctuations
reduction control and other strategies which aim at optimizing the ES performance
or durability [56,(118]. For example, the call for tenders of the French government
stated that new power PV plants with an installed capacity greater than 250 kW,
were encouraged to integrate ES in order to guarantee a grid daily power injection
with a trapezoidal shape in French islands. The injection profile should be known
one day before by the grid operator and the final profile should not vary more
than £2.5% in order to be paid [119].

PVts consists of storing surplus PV energy and using it on-site later to meet
the local demand. PV generation mismatch to the domestic daily and seasonally
demand loads are shown in Figure PVts allows end users (or utility com-
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Figure 3.2: Daily and seasonal mismatch in a single house with a 3 kW,, array according to the
demand data and PV model presented in the last part of this chapter.

panies) to manage their own PV electricity, reduce their energy bills and secure
their energy supply. From a DNO perspective, PVts can contribute to reduce the
maximum peak demand load and defer or avoid distribution capital investment,
mitigate possible voltage problems, reduce the losses (and the related power reg-
ulation needs) and increase the reliability of the distribution system [95]. This is
the reason why governments of different countries such as Germany, Spain and the
UK (among many others) are promoting the use of local PV generation on-site
instead of exporting electricity to the grid at the moment.

Self-consumption was explicitly promoted in Germany by the creation of a self-
consumption bonus in 2009 which gave incentives to PV owners who use the PV
power generated on-site, as opposed to exporting it into the grid . The addi-
tion of the self-consumption bonus (0.2501 €/kWh) plus the price of the electricity
for the customer (0.1945 €/kWh being the average in Germany) was higher than
the export tariff (0.4301 €/kWh ). The self-consumption bonus was eliminated in
the latest German Renewable Energy Act published in 2012 . However, using
PV generation to meet the local demand is interesting at the moment because
the price of the electricity is higher than the export tariff in Germany and in the
UK. In the UK (from March 2012), all electricity generated by PV installations
with a peak power rating lower than 4 kW, is paid 0.218 £/kWh, reducing to
0.168 £/kWh for installations between 4 and 10 kW, [76]. The export tariff is
equal to 0.031 £/kWh, which is significantly lower than the cost of the electricity
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(around 0.13 £/kWh) (Ltd, 2012). As a result, the use of PV energy on-site is
valued (August 2012) at 0.348 £/kWh or 0.298 £/kWh reducing to 0.249 £/kWh
or 0.199 £/kWh when exporting to the grid for installations with a peak power
rating higher than 4 kW, [120]. From a CES system perspective, whenever there
is surplus PV generation, electricity is stored and used later when demand is larger

than generation.

The economic benefit derived of performing PVts, Revpy,s (£), was obtained
using Equation [3.2] for battery technology. The round trip efficiency, 7, is obtained
from the ratio between the electricity discharge, Ey;s (kWh), and the charge, Eupqr
(kWh), as shown in Equations[3.1]and [3.2] From an economic point of view, PVts
only makes sense for battery technology when 7 is higher than the ratio between
the export bonus, P, (£/kWh), and the price of the electricity, P; (£/kWh),
(n > P.,/P;) as demonstrated by Equation [3.2]

H, storage generates electricity, Eyise (kWh), and heat, Eyg, (kWh), simul-
taneously when using a FC system running as CHP generator as explained in
Section [3.11.1] Therefore, the heat round trip efficiency, 7, plays a role in ad-
dition to the electrical round trip efficiency, 7., according to Equations and
3.4} The price of the heat denoted as P, (£/kWh) was obtained when dividing
the price of the natural gas by the typical efficiency of a condensing gas boiler,
0.85 [25]. The heat generation is multiplied by the ratio P,/P; < 1 due to the fact
that electricity is worth more than heat and therefore the PVts condition became
Ne +nn X (Py/P;) > P../P;. Equation is a simplification of Equation when
considering that all the energy stored is transformed into electricity only.

ReUPVts = Edis X R - Echar X Pem (31)

Pex
Revpyis = Ecpar X P X (n - I2 ) (32)
ReUPVts = Edise X R + Edz'sh X Ph - Echar X Peac (33)

P P,
ReUPVts = Lichar X Pe X (776 + np X i )

3.4
P 3

3.5 Load shifting

A CES system can shift the electricity imported by a home or community without
changing the customer habits and this is the key advantage over demand-side
management tools as represented in Figure LS with ES is related to tariffs
which make a difference in the electricity price depending on time of day. There
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Figure 3.3: Representation of load shifting performed by ES and its impact on the electricity
imported by a community.

are different types of tariffs, Time-of-use tariffs or Real-time pricing tariffs being
the most common options [55]. In terms of the CES management, it consists of
charging the CES system whenever the price of electricity is low at the valley
period, P;, (£/kWh), and using the energy stored when the price of the utilities
electricity, P;, (£/kWh), and heat, P, (£/kWh), is higher (peak period). The
revenue obtained from LS, Revps (£), is calculated using Equations and
derived from Equations [3.5] and for battery and Hy storage respectively.

ReULS = Edz's X -Pz'p - Echa'r X Pz'v (35)
=
Revrs = Eepar X Py X (77 -5 ) (3.6)
ReULS - Edise X -Pz + Edish X Ph - Echa'r X Piv (37)
P, P
=F P, — .
ReULS char X ip X (776 + Mh X R Pz > (3 8)

For battery technology, LS is only possible when the round trip efficiency is
higher than the ratio between the valley and the peak prices (9. > P,,/P;, ). The
LS condition also includes the heat price, P, (£/kWh), and the heat round trip
efficiency, 1y, for Hy technology (e +nn X (Pyy/Pn) > Piw/Pyp) as it happened with
PVts. Similarly to PVts, Equation [3.6]is a simplification of Equation |3.8|

In this work, two different tariffs were investigated: a Time-of-use tariff and
a Real-time pricing tariff. The two tariffs selected in this work are Economy 7
and a 4 period tariff derived from the prices of the imbalance market in the UK,

described in more detail below.
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3.5.1 Economy 7

Economy 7 is a 2-period Time-of-use tariff which should be considered as a refer-
ence because it has been used in the UK in homes with electrical space heating for
the last 40 years to promote the smoothing of the daily peak by using more cost-
effective based load generation. The two prices are constant through the year and
the consumer knows them beforehand. This tariff defines two different periods:
day (peak) and night (valley). Although there are several versions of Economy 7
depending on the electricity supplier, the Economy 7 tariff assumed in this work is
supplied for a total of 7 hours between midnight and 7 am (local time). The day
and night electricity prices were taken from a real tariff in 2012: 0.1347 £/kWh
and 0.0632 £/kWh including VAT respectively.

3.5.2 Four period Real-time pricing tariff based on the
prices from the imbalance market
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Figure 3.4: NETA prices from the imbalance market for every day of 2011. The daily market
has been split into 48 half hour time periods. Four different periods have been distinguished for
creating a real time tariff [14].

As an example of a future consumer tariff, a real-time pricing tariff based on
the electricity prices of the New Electricity Trading Arrangements (NETA) in the
UK in 2011 is suggested. NETA is a daily market in which generators and suppliers
sell and buy electricity respectively by notifying their position for each half-hour
(48 prices per day) according to the generation and demand for the day ahead.
The price is obtained from the equilibrium between generators and suppliers in
the market. Figure shows the half hourly prices from the market for every
day of 2011. The minimum and maximum half hourly prices in 2011 were equal
to -11.6 £/MWh and 179.7 £/MWHh respectively, the average being equal to 46.6
£/MWh. According to pattern followed by the prices shown in Figure four

fixed periods were selected for every day of the year and the four prices of the tariff
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per day, p, were calculated using the half hourly prices from the NETA market, p;,
using a weighted arithmetic mean with respect to the amount of electricity which
was traded per period, F;, as represented in Equation 3.9, The four periods were
defined as:

Eiyxpr+EyxXpy+---+E, Xp,
E1+E’2+...+En

D= (3.9)

1. Period 1: between 21:30 and midnight and between midnight and 06:30
hours. The average of the weighted price for the period 1 is 40.6 £/MWh
(0.0406 £/kWh).

2. Period 2: between 06:30 and 13:30 hours. The average of the weighted price
for the period 2 is 53.0 £/MWh (0.053 £/kWh).

3. Period 3: between 13:30 and 15:30 hours. The average of the weighted price
for the period 3 is 47.0 £/MWh (0.047 £/kWh).

4. Period 4: between 15:30 and 21:00 hours. The average of the weighted price
for the period 4 is 50.4 £/MWh (0.0504 £/kWh).

The ES management system forecasts the community demand load which will
be shifted when it receives the price signals from the market the day before. Then,
it schedules the valley charging e.g. Day-Ahead Real-Time Pricing. In the rest of
this work, this tariff is referred to as the NETA tariff.

For the 2020 and zero carbon scenarios, the NETA tariff prices were increased
to consider customer prices because prices from the NETA market do not reflect
the real selling price. Assuming a typical selling price of 0.13 £/kWh in 2012,
the weighted price for the four periods was increased by the ratio between 0.13
£/kWh and the average price of the NETA tariff (0.048 £/kWh). Therefore, the
ratio between the prices of the four periods in a day were always kept constant.
The prices presented above for both tariffs were obtained from data available in
2011. In order to study different scenarios in different reference years (2020 and
zero carbon), the prices of the NETA tariff were increased using the average trend
of the last 7 and 25 years as shown in Table 5.3 These two set of data were
used to consider all prices since records were found (70s) but giving more relev-
ance to the data of the last seven years in order to forecast future energy prices.
Figure shows the average value of the four electricity prices of the NETA tar-
iff in 2020 and the zero carbon scenario after increasing the prices regarding the

weighed average values in 2011 while keeping the ratio between the prices constant.
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Figure 3.5: Average value of the four electricity prices of the NETA tariff in 2020 and the zero
carbon scenario.

3.6 Combination of applications: PV energy
time-shift and load shifting

It has been argued that the combination of different economic benefits derived from
more than one application should be used to create a business case [11]. However,
this potential benefit from the combination of applications has not translated into
actual research investigating how to integrate different applications by an ES sys-
tem, most studying the applications independently [65,98,121}[122]. Alternatively,
S. Sundararagavan et al. included the combination of LS, frequency regulation and
power quality in their analysis, but they only studied the cost of performing these
applications (not the profitability or value as defined in Section and assumed
some of the most important parameters of ES systems such as durability and ef-
ficiency are constant [99]. The cost of performing all applications combined was
just 2.6% higher than the cost of performing the three of them individually for
CAES, while a 38.1 % and 39.7 % higher for PbA and Li-ion batteries respectively.
Wade et al. reported on simulation work prior to the deployment of a real ES sys-
tem taking place on a 11 kV distribution network, investigating how a generic ES
system responded to voltage control and power flow management. They argued
that the corresponding economic benefit should be identified fore each application
in order to prioritise the events which add more value and identifying where in
the value chain and what stakeholder could take advantage of it [94].
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Additionally, the comprehensive report prepared by Sandia for the DOE in-
cludes a specific section about the combination of applications, what they called
storage Value Prepositions [56]. They also outlined the main reasons why the
aggregation of benefits is not a common practice yet. Among the market failures,
they argued that different benefits sometimes accrue different stakeholders which
is why coordination is a key factor. Among the technical issues to be solved, the

lack of engineering standards was highlighted.

The performing of PVts and LS together was investigated for the different ES
technologies included in this work. PVts was combined with Economy 7 and the
NETA tariff. Unlike ES systems which operation at the distribution level respond
to different events on multiple networks but the occurrences of those events is
given by the network state, CES considered in this work perform PVts and LS on
a daily basis.

3.7 Power curtailment

Power curtailment is a straightforward solution for a local network which is not
flexible enough to cope with high levels of RE export when the local demand is
low. This happens in countries such as Germany, Spain and the UK in which the
percentage of RE generation is high enough to be able to destabilize the network
frequency or the local voltage in a period with low demand. For example, wind
curtailment peaked in 2010 in Spain with 202.2 GWh (losses approximately €70
million) [123]. Power curtailment has been investigated on weak electricity grids
and it was found that, long-term ES (charging capability longer that 1 day) is ne-
cessary to exclude curtailment but that daily storage (24 h) allowed 3 times more
wind power injection than short-term energy storage (10 min) [65]. Germany was
the first country to introduce curtailment capability as a new requirement for PV
plants [112]. According to latest German Renewable Energy Act, all existing and
new PV generators should be able to curtail the power output when it is higher
than 70% of the peak capacity installed and any power which is curtailed is only
paid at 95% of the FiT. In the case of a PV installation with ES, the maximum
power injected to the grid should be lower than 60%. The PV owner must pay
50% of the cost of installing the curtailment equipment.

In the present work, PV power curtailment was considered in the sensitivity
analysis for 2020 and the reference scenario for the zero carbon year as shown in
Table 5.2l It was assumed that the PV power is curtailed when the electricity
injected into the grid is higher than 70% of the rating of the plant. It was also
assumed that any electricity which is curtailed is not paid the generation bonus,
Gy(£/kWh). The electricity which is not curtailed but stored by a CES system can

be used later to meet the demand load. Therefore, a revenue can be obtained from
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avoiding RE curtailment, Revey (£), as shown in Equation (for batteries).
Different to PVts and LS, power curtailment was studied as a complimentary
application to PVts and therefore was not independently optimised in this work.

Revey = Ecy x (Gy+1 x P,) (3.10)

3.8 Heat decarbonisation

Another illustrative ES application is the use of CES to support the decarbonisa-
tion of the heating sector. One of the key objectives of the UK and many other
countries is the decarbonisation of the heating sector because heat accounts for
over three quarters of the energy which is used in houses [34]. In the UK, the
Renewable Heat Incentive was launched in 2012 and it promoted the use of low
carbon heat generators |[109]. However, this incentive is directly related to the
heat generation system and does not include the CES system. However, CES can
be an attractive option to meet the spacing heating and DHW demands using
RE technologies. Heat decarbonisation is considered in this thesis as a societal
benefit (it implies the reduction of the CO5 emissions) but there is not a direct
internalizable benefit related to the use of CES for this purpose at the moment.

The impact of meeting the heat demand on the CES performance, durability
and economic benefits have not been assessed yet in the literature and this is one
of the key considerations of this work. This research assessed the impact of the
heat demand load on the CES size, performance, durability and economic benefits
depending on the application (PVts, LS and the combination of them). Heat
decarbonisation is accomplished when batteries connected to HPs or electrolysers
connected to FCs (running as CHP generators) are charged with electricity from
local PV generation and/or from a decarbonised grid. Models of HPs and FCs

running as CHP generators are presented in Sections |3.11.2] and [3.11.1] at the end

of this chapter.

3.9 Other service benefits

If the applications listed above can obtain service benefits which can be intern-
alized due to the current possibility of obtaining economic revenue by customers
or utility companies, there are other service benefits which associated revenue is
difficult to quantify [56] but their calculation is out of the scope of this work.
However, these service benefits should be considered by governments and other
stakeholders in order to determine the level of support to CES [111]. Among
them, transmissions and distribution (T&D) capital deferral, service reliability

and voltage support can be considered the most important. The maximum peak
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in the demand could be reduced (or at least it does not increase markedly), less
PV generation is injected to the grid in weak areas and/or at periods when de-
mand is not high by performing any or several of the applications discussed in
this work. These positive effects can defer the upgrading of the current electrical
lines and transformers or even make them not necessary (T&D capital deferral),
voltage would keep close to the safety level in the area (voltage support) and less
faults may occur (improved service reliability). Additionally, the improvement in
the reliability of the community energy supply against any possible grid failure
could be another factor to consider.

3.10 The energy consumption level

The ES applications discussed above manage the electricity demand, heat demand
and the local PV generation of customers. Therefore, modelling these different
parameters is necessary to investigate these applications. The second part of this
chapter presents the models and experimental data selected to quantify the dif-
ferent domestic loads, the PV generation and the performance of low carbon heat
generators. These models and related input data together with the ES technology
models presented in Chapter [4] are necessary to apply the method presented in
Chapter

3.10.1 Demand data

A large domestic demand data set including electricity and heat demand data
was required in order to evaluate the optimum CES system as a function of the
community size for the different applications introduced above. The most suit-
able data set was the hourly electricity and natural gas consumption data recor-
ded at the Milton Keynes residential community located at the north of London
(UK) [124] for a year and a half between 1990 and 1991. 130 dwellings with dif-
ferent sizes and number of occupants were recorded but only the data related to
102 of these dwellings was usable due to problems with the monitoring system.
As a consequence, 100 homes were used to probe the method which also matches
the largest community size tested in the present work. These dwellings have a
conventional design for the UK but the construction included energy efficiency
features (primarily increased insulation in the roof, wall, and flooring and energy
efficient boilers). The average heat and electricity demands of the 102 homes were
equal to 12.5 and 3.2 MWh /year respectively. This consumption can be qualified
as medium when compared with the consumption of an average house in the UK.
According to Utley and Shorrock [32], the annual space heating and domestic hot
water demand of the average household was 16.8 MWh in 2006 and the annual
electricity consumption was 3.0 MWh. However, the total energy consumption due
to space heating in the UK reduced from 30.5 Mtoe to 29.9 Mtoe (2%) from 2006
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Figure 3.6: Flowchart of the algorithm which converted hourly recorded electrical demand data
into minute resolution data using a second set of electrical demand data recorded every minute.

to 2008 due to improved insulation and heat generators (boilers) while electricity
consumption (6.8 Mtoe) keeps almost constant. According to the standard assess-
ment procedure (SAP) used by DECC, the dwellings range between 75-90 (the
average SAP in the UK was 54 in 2010 [125]). Overall, it has been considered that
the data recorded at Milton Keynes is representative of the current stock of houses.

Electricity hourly consumption was transformed into minute resolution data
when comparing with another set of data from 57 houses while keeping the hourly
energy consumption invariable. The “comparison” set of data was built when
using a combination of real demand data from 7 homes and modeled demand data
from 50 homes. The real demand data was selected from a total of 22 homes
in the East Midlands, UK and only the homes with similar characteristics
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e.g. no electrical heating and no electrical shower were selected. In order to make
the “comparison” set of data larger, modeling results from dwellings with similar
characteristics were incorporated to the comparison set of data [127]. The reason
why the “comparison” set of data was not directly incorporated in the final set of
data was heat demand was not monitored or modeled.
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Figure 3.7: Electrical and heat demand of a single home and 50 homes from the data set
monitored at Milton Keynes after changing the temporal resolution to 1 minute.

The algorithm utilised to transform the temporal resolution is explained in
Figure 3.6, Any dwelling from the “final” set of data from Milton Keynes (i) is
referred in the chart as “Dwelling”. Any dwelling from the “comparison” set of
data (t) was referred in the chart as “Comparison dwelling”. Every “Dwelling”
had an hourly (k) energy consumption E (kWh/h) for every day (j) of the year and
the algorithm searches the minute (m) demand data W, (kW) which represent the
closest hourly (k) energy consumption E. (kWh/h) from any “Comparison dwell-
ing” at the same hour of any day of the year (1). In the case of the heat demand, it
was assumed constant for every hour due to the fact that the dwellings monitored
in Milton Keynes had water tanks to facilitate the performance of the natural gas
boilers. The electrical and heat demand of a single home and the aggregation of
the demands of 50 homes with a temporal resolution of 1 minute are represented

in Figure [3.7]

In addition to the demand data, the irradiance, dry bulb temperature and
other environmental variables were also recorded at a weather station located in
the community. This environmental data were necessary to model the perform-
ance of the PV generators and the low carbon heat generators as shown below.
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Figure 3.8: Single diode model of a PV panel utilised in this work

3.10.2 PV generation

The objective was to accurately calculate the performance of PV panels using tech-
nical data supplied by manufacturers of PV arrays and the environmental variables
recorded at the Milton Keynes community. The model selected was developed by
Villalva et al. [128] and it is based on a single diode model as represented in Figure
3.8, The model includes the temperature dependence through the nominal oper-
ation cell temperature (NOCT) [129]; losses due to current flow through different
semiconductors and contacts are represented by a series resistance, Rs; and losses
due to leakage current of solar cells are represented by a parallel resistance, Rp.
A double diode model was not considered because accuracy would only be slightly
improved despite it introduces a lot of complexity [113]. The current source is not
ideal and it depends on the irradiance (W/m?) and the PV panel temperature (K).

The irradiance and outdoor temperature are the necessary input data. A sky
model presented by J.A. Duffie and W.A. Beckman which simulates the presence
of clouds on the sky was used to calculate the tilted irradiance from horizontal
irradiance measured with the pyranometer [130]. Finally, a maximum power point
tracker system (MPPTS) was simulated to obtain the maximum power from the
PV panel depending on the irradiance and temperature conditions.

PV array size and orientation

The domestic PV installations with a rating up to 4 kWp were 348360 in 2012
and added 996.7 MWp according to DECC [114]. This means that the average
domestic PV installation was 3 kWp. This value was also concluded by a research
report created by the UKERC in which it was explained that future domestic solar
applications will average round 3 kWp based on arrays areas between 15-20 m?. As
a consequence, 3 kWp was selected as PV array size for the different PV scenarios
studied. Regarding the orientation, different azimuth angles were incorporated
to simulate different orientation possibilities in a real community. The azimuth
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Table 3.2: Electrical characteristics of the PV panel modelled in this work.

PV panel parameters Value
Maximum power (W) 235
Voltage at maximum power (V) 43
Current at maximum power (A) 5.48
Open circuit voltage voltage (V) 51.8
Module efficiency (%) 18.6

Temperature coefficient at open circuit voltage (V/K) -0.130

angle v varied between —50° and +50° according to 10° degree changes. These
orientations were proportionally introduced in the communities. The electrical
characteristics of the PV panel selected for this work at standard conditions are
shown in Table 3.2l They are based on the PV panel HIT-N235SE10 manufac-

tured by Sanyo which uses silicon monocrystalline technology [131].

3.11 Low carbon heat generators

In order to decarbonise the heating sector, low carbon heat generators are being
introduced in the domestic sector. There are several technologies which can be
used to meet the heat demand without using traditional fossil fuels (typically
natural gas).

e CHP generators. In this work, FC systems working as CHP generators are

considered.
e HP systems.

e Biomass boilers will be very interesting when there are biomass resources in
the area. Biomass boilers are not discussed in this work due to the fact that
their integration will be similar to previous gas boilers integration.

e Solar thermal energy has been successfully utilised for DHW application
and new domestic and commercial buildings should integrate solar thermal
installations in many countries such as Spain, Germany and the UK. A well
designed installation can achieve solar factors of around 50% when using a
thermal buffer in the form of water tank |132]. Solar energy is not discussed
in this work because it is a well-established technology which already uses
thermal storage (water tanks) to increase its load factor.
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3.11.1 Fuel cells

CHP systems generate both electricity and heat on-site aiming at increasing the
efficiency of fuel utilisation and they have been considered as a complementary en-
ergy system to RE technologies in a transition to a low carbon economy [133}[134].
CHP systems have already been introduced for service buildings such as hospitals
and airports where electricity demand is more constant and heating and cooling
demands complement throughout the year [135] and in communities where the
aggregation of demands increases the number of operational hours using a district
heating network to supply heat.

FCs are electrochemical energy conversion devices with no moving parts, quiet
operation and low emissions due to high efficiency which are used as CHP sys-
tems [27]. There are three main decisions to take when using a FC system for a
domestic application: technology, operational strategy and size. Polymer electro-
lyte membrane (PEMFC) and Solid oxide fuel cells (SOFC) are the technologies
which attract more attention in spite of being very different in terms of the range
of operational temperatures, materials used in the manufacturing and perform-
ance. The basic difference is that a SOFC operates at high temperature (typically
between 500 °C and 1000 °C) and it generates heat with higher exergetic content.
A PEMFC system usually performs at a nominal temperature around 80 °C and it
requires high purity hydrogen to avoid the poison of the electrocatalysts (e.g. plat-
inum) [136]. When the PEMFC system has a reformer integrated, this is more
complex and costly than in the case of a SOFC (SOFCs internally reforms the
natural gas). On the other hand, PEMFCs have faster response time, including
shorter start-up times. In this work. PEMFC was selected for the modelling work
because a PEMFC stack was also utilised for the real community hydrogen stor-
age system (H-CES) presented in Chapter [7] Additionally, PEMFC systems offer

quicker response time (on the ms scale) and higher power densities (0.7 W-cm™2).

The 1D PEMFC theoretical model utilised in this work was previously presen-
ted by O’Haire et al. [27]. The approach suggested by Mench [137] was used to
calculate the Nernst voltage of a PEMFC cell. This theoretical model was integ-
rated with the balance of the plant (BoP) together with other practical aspects of
FC systems using an approach presented in a previous work [138].

Figure shows the electrical and heat efficiency for the PEMFC system
as a function of the current density of the stack. The model took into account
activation losses, ohmic losses and concentration losses at uniform temperature
based on standard parameters for the technology [27]. At very low load, all the
electricity generated is utilised by the parasitic losses and it has been considered
that the PEMFC system only runs when the electricity generated is larger than
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Figure 3.9: Polarization curve of the PEMFC stack, electrical and heat efficiency of a natural gas
fed PEMFC system as a function of the current density. The system is off for current densities
less than 1600 A/m? due to the parasitic losses.

the BoP ’s electrical consumption. This corresponds to a current density higher
than 1600 A/m?. Once the electricity generation is higher than the parasitic
load, the PEMFC system is able to supply both electricity and heat. According
to the Figure 3.9 the electrical efficiency is higher when the PEMFC runs at
a intermediate load. The electrical and heat efficiency impacts on the results
obtained by Hy technology, especially for LS as discussed in Chapter [6]
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Figure 3.10: PEMFC rating according to the largest rectangle method when considering the
electricity and heat demand loads.

Having selected the technology, the next step consisted of selecting the size of
the PEMFC system for any community and the performance strategy. The largest
rectangle method is given by the PEMFC system which maximizes the energy de-
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livered throughout the year (the sides of the rectangle are the PEMFC rating and
the number of operational hours) [139]. The novelty in this case was that instead
of using the heat load to obtain the size of the PEMFC system, the community
electrical load was utilised. This decision reduced the size of the PEMFC systems
for any community and reduced the electricity export to the grid [138]. The com-
parison between the results from the largest rectangle method considering the heat
and the electrical demand loads are shown in Figure [3.10] Regarding the strategy,
the PEMFC systems followed the thermal load. The objective was to increase the
number of operational hours [138]. The rating of the PEMFC system was propor-
tional to the size of the community as seen in Figure [3.10] The heat demand load
has a stronger seasonal pattern than the electrical load but the PEMFC systems
were rated to run close to full load continuously for any community:.

Figure [3.11] shows the electrical, heat and total efficiency of the PEMFC sys-
tems as a function of the size of the community. The total efficiency was lower
than that obtained for a SOFC system in a previous work [76] because a PEMFC
system generates more heat due to lower electrical efficiency and the fraction of
heat which is supplied to the heat demand load was reduced by the efficiency of the
heat exchanger for the thermal application (equal to 0.7 [27]). The total efficiency
was kept constant with the size of the community but the electrical efficiency was
higher for the 5 and 10 communities.

The different load factor of the PEMFC systems also affected the Hy require-
ments for the communities. This was clearer in the transition between the single
home and the 5-home community due to the randomness of the heat demand load
in the single home. Specifically, the annual Hy consumption of the PEMFC system
in the single home, 5-home and 10-home communities was 60 kg, 661 kg and 1201
kg.

3.11.2 Heat pumps

HP technology is already available in the market and HPs are being used as altern-
ative to natural gas boilers for decarbonising the heating sector using electricity
as energy vector. HP technology is modular and very suitable for single homes,
specifically those with thermal requirements which can be classified as low or me-
dium [140]. HPs can harness electricity generated by RE technologies but one of
the main environmental problems derived from their use is the high CO, potential
of the refrigerants used in the thermodynamic cycle. In fact, their global warm-
ing potential can be up to 3500 times greater than CO, on a 25-year horizon [141].

A HP transports heat from a low temperature heat source to the indoor envir-

onment (high temperature) by using a compressor which increases the pressure of
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Figure 3.11: Electricity, heat and total efficiency of the PEMFC system as a function of the size
of the community in 2020.

a refrigerant. An evaporator is used to extract the heat from the low temperature
heat source and a condenser is used to supply the heat into the space to heat up.
An expansion valve closes the refrigeration cycle and supplies liquid refrigerant to
the evaporator. Depending on the temperature of the heat and cold sources, dif-
ferent refrigerants are used such as R-134A, R-718 (water), R-22 and R-407. For
this work, the R-134A refrigerant is selected because it evaporates and condenses
at temperature suitable for domestic applications.

Depending on the fluids used to transport the heat between the low heat source
and the final application, there are different HP systems: water to water, water
to air; air to water and air to air. Air-source HPs are widely used due to easier
installation in spite of lower coefficient of performance (COP) when the outdoor
temperature is very low (less than 0°C). Ground-source HPs use the ground which
has a more constant temperature through the year (ranging from 7°C-15°C [142])
to increase the COP. The type of fluid used to distribute the heat inside the build-
ing is usually air or water. Air is used when the HP warms a small dwelling or a
single a room. For this work, air-source HPs which use water to distribute heat
were simulated because this is commonly utilised for individual dwellings when
considering its modularity, ease of installation and limited space requirements.

In order to quantify the performance of a HP, modelling the main components
which integrate the system shown in Figure|3.12| was necessary. The model utilised
in this work is detailed in the Appendix [A] The COP as a function of the out-
door temperature when the water is generated at 40°C and 60 °C is represented
in Figure [3.13, The COP is proportional to the outdoor temperature since the
difference between the evaporator and condenser pressure reduces. For the same

reason, the COP increases when the heat supplied is generated at lower temper-
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Figure 3.12: Schematic representation of the HP with the different components modeled in this
work as explained in the Appendix A.
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Figure 3.13: COP as a function of the outdoor temperature when the water is generated at 40°C
and 60 °C including a cubic fitting.

ature. The values obtained by this steady-state model are based on appropriate
HP installation as well as appropriate control by the end users. Results in Figure
[3.13] are in agreement with those reported by the most wide-ranging monitoring
exercise of domestic HP installations performed by the Energy Saving Trust [140].
According to this comprehensive report, the mid-range COP for air-source HPs
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was between 2.3 and 2.5, while efficient, proper installed and well used air-source
HPs achieved seasonal COP up to 3.3. However, the HP model presented in the
Appendix[A]does not consider operational aspects including high temperature gen-
eration to combat Legionnaires and transients for preventing frost formation on
the evaporation coil |[143]. Regarding the size of the HPs, the heat rating is given
by the maximum heat demand load for any home considering in the community
(comprising space heating and DHW demand as explained in Section .

3.12 Summary

This chapter delimited the ES applications which are the focus of this study. CES
introduces different types of benefits with are relevant for different stakeholders
such as end users, utility companies, DNOs and governments. While economic be-
nefits are key for the developing of a business case, strategic and service benefits
should also be considered in the analysis although calculate the monetary value of
them is not straightforward. Indeed, “smart” customers aim to play a more active
role in the energy system and CES has the potential of being a game changer for
them.

PVts and LS were identified as key applications because they are energy ap-
plications which manage the end users’ RE generation and demand on a daily
basis. According to this, the current economic incentive for performing PVts in
the UK was assessed. PVts makes sense due to the fact that importing electricity
is worth more than exporting electricity. In the case of LS, two different tariffs
were defined in terms of number of periods and price structure: Economy 7 and a
four period tariff derived from the prices of the imbalance market. Additionally,
heat decarbonisation and the avoidance of power curtailment complemented the
range of applications which are included in the analysis as complimentary applic-

ations.

In order to simulate the different end user applications, this research uses de-
mand monitored in a real 100-home community in the UK. Additionally, PV panel,
PEMFC system and HP models were developed. These models use the environ-
mental variables monitored at the community as input data and are utilised to
simulate the different scenarios explained in Chapter

The consideration of several applications by the same CES system including
the optimum management of the PV generation and the demand of end users
has been considered a key factor for the deployment of CES in the coming yeas.
Additionally, the potential strategic benefits derived from the performance of CES
systems and the impact in the role of customers in the energy area should also be

considered in the analysis.
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Chapter 4

Energy storage technologies for

end user applications

Among all the ES technologies introduced in Chapter 2], only some of them are suit-
able for CES to meet the technical requirements of end user applications presented
in Chapter |3| and play the role of CES. The current chapter will present the ES
technologies selected for performing PVts, LS and the combination of them ac-
cording their discharge and scale characteristics. Battery by means of PbA and
Li-ion, H, storage and water tanks were modeled for performing these applications.

A comprehensive modeling approach using robust models to fully understand
the performance and the economic benefits of CES is presented in this chapter.
The models are comprised of a performance, durability and economic submodels.
Although the performance and durability submodels depend on the specific char-
acteristics of each technology, the same rationale was used for all the technologies
considered. This is one of the strengths of this work and helped to compare differ-
ent ES technologies and extract conclusions from their performance and economic
benefits in Chapter [6]

4.1 Energy storage requirements for the end-

user applications

End user applications are energy applications (instead of power applications) be-
cause of the duration of the discharge. In the case of LS, the discharge could be as
long as the length of the peak period (17 h for Economy 7) and it lasts for several
hours depending on the available charge for PVts. These discharge requirements
rules out ES technologies such as flywheels and supercapacitors which offer max-
imum discharges of several minutes. Secondly, pumped storage hydroelectricity
and CAES usually have power ratings (100 MW-1 GW) too large for community
applications and the ability to store energy is linked to certain geographical loca-
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tions.

Thirdly, technologies for end-user applications should be modular to be integ-
rated in communities of different sizes ranging from a single home to hundreds of
homes (up to 11/0.4 kV substations which range between 150-500 houses). Only
battery, Hy and thermal storage offer this modularity with systems which can range
from the kW to MW scale and are suitable technologies for PV management and
demand management.

4.2 ES technologies for end-user applications

4.2.1 Battery technology

Two different batteries technologies are compared: PbA and Li-ion batteries. PbA
was selected because it is the standard battery used in different applications such
as off-grid RE installations. The main reason for this widespread use is the cap-
ital cost of the storage medium a seventh that of Li-ion batteries in 2009 [144].
Other advantages are low self-discharge current and relatively easy maintenance.
Finally, PbA batteries are highly recyclable and this fact can be very attractive
for demonstrating the complete sustainability of the storage technology. However,
PbA batteries have limited cycle life, especially in environments with extreme
temperatures and they are made of environmentally unfriendly lead [108]. There
is also interest in utilising PbA technology for CES due to the fact that efficiency
and durability keep on increasing while maintenance requirements and capital
cost reduce. Advanced PbA batteries can achieve round trip efficiencies up to
85-90% [145] but still have low energy density up to 35 Wh/kg [64]. PbA tech-
nology has been already investigated for end-user applications, typically at singe
homes [76,(102}/104,/104] along with companies offering PbA products such as Solon
and Hitachi.

As reviewed in Section [2.6.3] Li-ion batteries are characterized by high round
trip efficiency (up to 93% DC efficiency) [99] and high energy density up to 150
Wh/kg [17]. This chemistry is already used in the portable industry for laptops
and mobile phones. Its high discharge rating (up to three times the nominal capa-
city, 3xC, according data reviewed from Hitachi) makes it attractive for electric
drive vehicles. The reduction of cost expected by manufacturers [105] and the
exploration of new business models (like the use of second-hand batteries from the
vehicle industry in stationary applications) is the reason why Li-ion technology
has been investigated for end user applications by different authors [103}/105]118]
and companies such as Hitachi and Saft have already put into practice the first
field trials to better understand the performance and durability of Li-ion batteries
depending on the application |105].
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4.2.2 Hydrogen technology

Regarding the Hy generation, PEM technology was selected for the experimental
and modelling work. PEM technology was already introduced for FC systems
in Section [3.11.1] In addition to the advantages outlined in Section [2.6.3, PEM
electrolysers are able to generate pressurized Hs, therefore a Hy compressor is not
necessary, resulting in higher efficiency. Using PEM technology for the modeling
and experimental work allowed the comparison between simulation and experi-
mental results as discussed in Chapters [0 and

In the case of the Hy tank, the modelling approach was technological agnostic.
Only the H, storage requirements resulted from the balance between the Hy gen-
eration by PEM electrolysers and Hy consumption by PEMFC systems were iden-
tified. In other words, the storage tank capacity is a dependent variable of the
balance between the PEM electrolyser Hy generation and the PEMFC system’s
consumption. A solid state Hy tank selected for the experimental installation is
introduced in Chapter [7}

4.2.3 Thermal storage

Among the different technological options for thermal storage discussed in Chapter
2, a hot water tank in a single home has been considered in this work. The
main reason for this is that there are 19.3 million hot water tanks in the UK
(2006) [32]. Most of them were deployed in the 1970s before the development
of “combi” natural gas boilers (which do not need the support of a water tank
to provide instantaneous DHW). Therefore, only a totally distributed thermal
storage scenario is considered in this work by studying the performance of a water
tank in a single home.

4.3 Characteristics and requirements of ES mod-

els

As reviewed in Section [2.7], one of the key gaps for fully understand the economic
benefits of CES (and ES in general) is the lack of models which describe the
performance and ageing of ES technologies together with the economic benefits
derived from ES applications. In order to fully understand the performance and
economic benefits of CES, ES models should fulfill the following:

e Be comprehensive enough to describe key ES parameters including round

trip efficiency and effective capacity under partial loads [144].

e Simulation step should be equal to one minute in order to reflect how changes

in RE generation and demand affect the CES performance. A shorter sim-

72



Energy storage technologies for end user applications

ulation step was not considered because capturing the dynamics of CES
systems and their transient response was not the objective.

e Being holistic and describe the performance, durability and economic bene-
fits of CES.

e Being conceptually simple to allow the comparison between different tech-
nologies and perform parallel sensitivity analysis by modifying the same or

equivalent parameters.

e Being representative of ES technologies and not specific to one manufacturer
of ES.

e Not being too computationally heavy to run different ES scenarios.

4.4 Modelling of ES technologies

L e e e e e e —

Figure 4.1: Modelling of the ES technologies following a holistic approach which describes the
performance, durability and the economic behaviour.
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The four technologies discussed in this work have been modelled following the
same rationale. This can be considered one of the key aspects of this work because
these technologies use different chemical and physical principles as seen in Section
[4.5] The holistic approach considered in this work is schematically represented in
Figure 4.1

Although not always mentioned in the literature, PbA, Li-ion and H, are famil-
ies of ES technologies within which similar materials, chemical and physical prin-
ciples to store energy are shared. For instance, there are several types of PbA
batteries which use the same electrochemistry principles but are different in terms
materials used to form plate grids, separators, containers and battery construc-
tion |18]. Similarly, there are many Li-ion electro-chemistries depending on the
anode, cathode and electrolyte materials. In the case of Hy storage, there are dif-
ferent types of PEM membranes. The models used in this work focused on those
specific technologies which have been developed for being integrated with RE tech-
nologies and the input data parameters were based on average performance values.

Finally, the environmental impact of different ES technologies was not con-
sidered in this work. Regarding the in-use impacts, this work assumes that elec-
tricity managed by the CES comes from local PV plants or has an important
share of RE generation when imported from the grid (which make prices of elec-
tricity more variable) in the 2020 and zero carbon scenarios. Additionally, the
manufacturing impacts are already assumed in the initial cost. In fact, ES techno-
logies which are expensive typically use raw materials which are difficult to extract

and/or process and this impacts on the cost.

4.4.1 The performance submodel

The performance submodel describes the technological behaviour of the techno-
logy for any given size and obtains the round trip efficiency together with other
parameters derived from the application developed such us the equivalent full
cycles (EFC) and discharge (kWh). A mathematical model which describes the
charge and discharge principles was selected for each technology. Together with
the physics and chemistry principles, the input data necessary for the performance
submodels include the maximum charge and discharge ratings and the depth of
discharge (DOD) or effective capacity.

4.4.2 The durability submodel

The durability of a CES system is quantified depending on the technology. Key
factors which affect the degradation are the depth of discharge and discharge rate,
and start-ups and operation hours for batteries and PEM electrolysers respectively.
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4.4.3 Economic submodel

The same economic submodel was applied with each technology. It assesses the
cost, profitability and value of CES when performing the applications considered in
this work. The economic submodel obtains three financial parameters which are
interesting for different stakeholders such as customers, utility companies, gov-
ernments and manufacturers. Specifically, the internal rate of return, IRR, the
levelised cost of energy storage, LCOES, and the levelised value of energy storage,
LVOES, were used to assess the economic performance of the four technologies.
In addition to the performance results, the main input data are the initial cost of
the CES system, the durability of the project, the energy prices and governments
incentives in the form of feed-in tariffs.

Results obtained from the different submodels depends on the ES application,
the PV generation, the demand and the CES size. The available input data for
the performance submodels were less diverse than the input data necessary for
the durability and economic submodels. This is related to the level of uncertainty
associated with the durability and cost of ES technologies as seen in Appendices

Bl and [Cl

4.5 Performance submodels

In this section, the submodels selected for each technology in this work are presen-
ted after reviewing different performance models available in the literature.

4.5.1 Battery technology

Figure 4.2: Schematic representation of the battery performance model utilised for PbA and
Li-ion battery technologies.
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There are three main types of performance models which have been used in
the literature for battery technology: mathematical models (more simple but in-
accurate), electrical circuits which are more intuitive and easy to use and elec-
trochemical models which are more comprehensive but complex to integrate in
simulations [146]. For end user applications, the second option has been more
widely adopted, using a voltage source in series with a resistance to model the
battery voltage and considering how the state of charge (SOC) affects these elec-
trical parameters. A literature review of PbA and Li-ion performance models is
included in Appendix [F]

An equivalent electrical circuit was also utilised in this work for both PbA
and Li-ion batteries as represented in Figure [£.2l The resistor is used to model
the losses derived from the charge and discharge processes and therefore increases
and reduces the voltage at the battery terminal respectively. The SOC is the
key parameter which affects the battery voltage. The SOC is a dimensionless
parameter utilized to quantify the amount of energy stored by a battery related
to the maximum capacity SOC=1-Q/C, @ being the real charge, and C' the bat-
tery capacity. The SOC is calculated using the charging and discharging currents
and the battery capacity. The SOC was the independent variable used to obtain
several dependent variables: voltage V} , round trip efficiency 7, etc. Equation
represents the voltage of the battery Vi, as a function of the charging (pos-
itive) and discharging (negative) current Iy, the internal resistance Ry, and the
equilibrium voltage Vj.

‘/bat = VE) + Rbat X Ibat (41)

PbA performance submodel

The PbA performance model selected for this work is derived from the experi-
mental work carried out by J. B. Copetti et al. [147]. They tested different types
of PbA batteries manufactured for PV applications in different performance con-
ditions according to variable PV generation. Using the Shepherd model (Equation
as a starting point, the voltage for a single PbA cell was modelled as a func-
tion of the SOC. The Shepherd model was expanded by using experimental results
which were normalised as a function of the effective capacity C. Then, mathemat-
ical equations which represent the charge and discharge voltages, Vi and Vigig
respectively, as a function of the SOC, the battery current, and temperature,
ATy, were derived. ATy, is the difference between the battery temperature and
a reference temperature equal to 25°C.

Different values were used depending on the charge and discharge cycle as
shown in Equations [4.2] and [4.3] respectively. The model considered the variation
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of the internal resistance and the capacity with the SOC, with [,,; and the tem-
perature. The temperature was assumed to be constant in this work (the thermal
approach is explained in Section [£.5.1)). Cly, is the effective battery capacity in
Ampere-hour, K represents the variation of the real capacity with the current and
it was defined as a function of the nominal capacity and Iy, [147].

Q Tyat 6 0.48
Viate = (2+0.16 — 0.036 1-0.025x AT},
bate = (2+ . CAh) Can 17 (Zbat)®- - (1-— %)1-5 - x( X AThat)
(4.2)
Q .\ DI ( 4 0.27 )
Viata = (2.085—0.12x — X + +0.02 ) x(1—0.007x ATy,
batd ( CAh) CAh 1 + (Ibat)1/3 (1 _ %)15 ( b t)

(4.3)

Li-ion performance submodel

A similar approach to the one followed with PbA was used for Li-ion batteries.
The model selected represents the battery as a voltage source (open-circuit voltage)
with a series impedance which represents the main losses and is based on the work
developed by O. Tremblay et al. [148]. This model is available in the library
SimPowerSystems of Simulink [149]. Some assumptions of the model are:

e The internal resistance was assumed constant during the charge and dis-
charge cycles.

e The voltage changed according to the community size as explained with PbA
technology.

e The parameters of the model were deduced from discharge characteristics

and assumed to be the same for charging.
e Temperature was assumed constant.

e The self-discharge of the battery was not taken into account.

Previous battery performance submodels for end user applications

The Li-ion model utilised in this work simplifies the dynamic response of the
battery with regard other models found in the literature as detailed in Section
[[.2l This modelling assumption was based on two different factors. Firstly, Li-
ion models in which the transient behaviour is considered were used with power
applications. However, battery systems were sized according to the daily energy
requirements (although the power requirements were also included as explained
in Section for any application in this work. As a result, the ratio between
the discharge rating and the capacity of different battery systems was conservative
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(the minimum equal to 3 kW /7.2 kWh for a Li-ion battery performing in the single
home) and this reduced the impact of several dynamic effects such as temperature
and fast cycling [146].

Secondly, those models which describe the transient behaviour were designed
and simulated for short periods of time. Demonstrating the accuracy of differ-
ent models or simply validate them when performing power applications was the
objective. Some of the applications of these models were continuous, pulse and
periodic four-step discharges over a three hour period [146]; charge and discharge
cycles over three hours in addition to transient response test using pulse simula-
tions [150]; test and validation of the model at different temperature and charge
and discharge rates |151].

The level of detail of the PbA and Li-ion models utilised in this work is more
exhaustive than those utilised in the literature for end user applications. Previous
studies which focus on PV energy time-shift also simplified the battery models
by using constant round trip efficiency [96,102-104]. Only Braun et al. used a
comprehensive model of a Li-ion battery for a single home provided by the battery

manufacturer, Saft, in a collaboration project [105].

Temperature considerations

The operational temperature of a battery affects the performance but its effect
have been further discussed in the case of Li-ion technology. The temperature
mainly affects the open-circuit voltage and the SOC [150]. In addition to these
two parameters, how temperature affects the capacity fading of a battery was con-

sidered in a different research work [151].

M. Chen et al. investigated the temperature and self-discharge of Li-ion batter-
ies [146]. Tt was concluded that these effects can be neglected in low power applic-
ations and the derived model did not consider any temperature effect. Same ap-
proach was also utilised for investigating Li-ion technology for PV integration [118§].

In this work, temperature effects were neglected for both battery technolo-
gies assuming a constant temperature equal to 25°C when considering battery
systems were sized for energy applications. As explained in Section [£.5.1] any
battery system integrates a management system which controls the temperature
of the battery. Secondly, the capacity of the battery reduces but the efficiency of
the battery increases if the temperature is higher than the optimum. Therefore,

these results partially counteract each other [152].
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Table 4.1: Comparison of the control levels implemented by the management system for PbA

and Li-ion chemistries.

Control Parameter (Unit) PbA Li-ion
Maximum charge rate (A)  0.2-C  3-C
Maximum discharge rate (A) 04-C  3.C

ASOC 0.5 0.6
Maximum SOC 0.9 0.8
Minimum SOC 0.4 0.2

Temperature (°C) 25 25

Self-discharge considerations

It has been broadly reported in the literature that self-discharge in periods in which
the energy is stored internally by batteries is one of the disadvantages of this ES
technology, especially for nickel based chemistries [17]. PbA tubular technology
only suffers from 5-20% of self-discharge per month [144]. The self-discharge of
PbA technology in a single home when performing PVts was investigated in mod-
elling simulation work using manufacturer data |76]. Self-discharge only accounted
for less than 0.5% of the annual charge due to the fact that the battery performed
daily cycles and energy was not stored for more than two hours typically. There-
fore, self-discharging effects are not considered for PbA and Li-ion technologies in
this work.

Energy storage management system for battery technology

The management system is responsible for managing the performance of the bat-
tery by limiting the maximum charge and discharge ratings, the depth of discharge,
DOD, and controlling the temperature. The voltage of the battery should be con-
tinuously monitored to set the optimum commands. There is a maximum voltage
which is used as upper threshold for battery charging and on the other hand,
there is a low battery threshold which prevents aggressive discharging. Table

summarizes the values assumed in this work for PbA and Li-ion technology.

It has been suggested by manufacturers and discussed in the literature that
charging PbA batteries is less efficient than subtracting the charge [104]. There-
fore, the maximum charge rating is usually limited more than the maximum dis-
charge rating and this approach was followed in this work. Specifically, the max-
imum charge and discharge rates were C/5 and C/2.5 in agreement with technical
data from the manufacturer Hitachi. This manufacturer was also contacted for
the maximum charge and discharge ratings for Li-ion technology according to the
values indicated on Table 4.1} The SOC range was fixed by the own PbA perform-
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ance submodel and it agreed with the data supplied by the manufacturer Solom.
Likewise, to enable the deployment of the Li-ion batteries over 20 years, the active
SOC range was constantly limited to 60% of the capacity [105]. The maximum
and minimum SOC for Li-ion technology was based on technical data from Saft.
The management system prevents high voltages and deep DOD and the degrad-
ation is slowed to ensure that any replacement of the battery within its expected

operation time is not necessary.

4.5.2 PEM electrolyser performance submodel
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Figure 4.3: PEM electrolyser polarization curve showing the Nernst, cathode, anode and ohmic
voltages and the final electrolyser cell voltage.

The PEM electrolyser model took into account activation losses, ohmic losses
and temperature variation in the PEM electrolyser cells [153-155] and uniform
temperature was assumed. Equation [4.4] shows the voltage of a single electrolyser
cell, V., considering the Nernst voltage, E..,, the activation voltage in the cath-
ode, Veacte, the activation voltage in the anode, Vi eqcta, ohmic loss, Veeonm, and
concentration loss, Veecon. Figure [4.3| shows the polarization curve of the electro-
lyser. The literature review performed and the details of the PEM electrolyser
model are detailed in the Appendix [D]

‘/ele = Eelen + ‘/eleactc + ‘/eleacta + ‘/eleohm + Vvelecon (44)

For any electrolyser rating, the consumption required by the auxiliary equip-
ment or BoP was considered constant and equal to 10% of the nominal electro-

lyser rating based on the standard state of art. This means that the electrolyser
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needs more electricity than a tenth of its rating to start generating H,. This para-
meter together with modelling parameters were checked with the PEM electrolyser
manufacturer I'TM Power which collaborated with the experimental installation
presented in Chapter[7] The theoretical PEM electrolyser model work was presen-
ted and used in two previous works [76}13§].

4.5.3 Hot water performance submodel

This model is based on the thermodynamic behaviour of a hot water tank when
considering uniform temperature (perfect mixed) across the tank. The water tank

was defined by the following parameters:
e Tank capacity my, (kg)
e External area of the tank Ay (m?)

e Heat loss coefficient Uy (W/m?K)

e Control of the tank: maximum temperature, Twime: (K), and minimum
temperature, Tywmin (K). The minimum temperature is given by the applic-
ation.

The amount of water stored by the tank, my (kg), is the optimization variable
and therefore it will be varied as explained in Section[5.1] The external area of the
tank depends on the volume of the tank which is a function of the capacity. Real
water tank data was selected for this variable. Finally, the heat loss coefficient
was taken from a well insulated tank integrated in a solar heating and cooling
installation and it was equal to 0.548 W/(m? - K) [141].

Hot water tank storage in a single home was used for the baseline scenario
due to its current use in the UK. It will be connected with a PV array of a single
home to supply DHW using electricity. As a consequence, the temperature of the
tank, Ty, (K), was controlled between 40°C and 60 °C. Equation [4.5 shows the
equation which governs the performance of the tank. @i, (W) and Quy (W) refer
to the inlet heat flow generated by the electricity from the PV array and the outlet
heat flows to the DHW demand load respectively. Finally, cga0 (4180 J/(kg-K)),
refers to the specific heat of the water and, T, .., is the temperature of the room
where the tank is based. In shake of the simplicity, it has been considered a
constant temperature equal to 15°C.

ATWt _ (Q'm - Qout) o UWt X AWt X (TWt - Troom) (45)

Mp20 X C My20 X CH20

Additionally, a PV controller system should be installed in order to divert any
surplus PV generation into the immersion heater placed in the tank. There cur-
rently are several products in the market which integrate the control and the elec-
trical connections such as the ImmerSun® | EMMA® and the Optimmersion®. In
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shake of the simplicity, the thermodynamic behaviour of the water tank depending
on the PV supply was only considered in the analysis.

4.6 Inverter modeling

ES systems need electronic components to deliver and absorb the electricity that
they manage. Assuring the quality of the electricity supplied meets the networks
standards is really important and this is achieved by the use of power converters
and inverters. Battery and Hs technologies are based on electrochemical reactions
using DC electricity. LS requires an AC/DC converter for charging the CES system
and a DC/AC inverter for the discharge. Same configuration was suggested in
this work for PVts because CES systems were linked to several PV installations
in the community. This configuration is schematically represented in Figure [£.4]
A bidirectional inverter performs the DC/AC and the AC/DC conversion for the
charge and discharge respectively for battery technology. The electrolyser only
requires an AC/DC converter due to the fact that the inverter is integrated in the
PEMFC system [13§].

Dwelling 1

Dwelling 2 o ) energy stdrage
d L / system
Dwelling n N

Figure 4.4: Schematic representation of the bidirectional inverter connected to a battery system.

Same configuration was used with Hs technology when using an AC/DC converter instead of a

bidirectional inverter.

4.6.1 Battery inverter rating

The rating of the inverter is a key parameter for understanding the performance
results as discussed in Chapter [0} The objective of any CES system is not meeting
the maximum peak demand load of the community. On the contrary, smoothing
the maximum peak load should be accomplished. Additionally, the inverter effi-
ciency depends on the load factor as shown in Figure . According to this
figure, the inverter efficiency sharply falls when the load factor is less than 20%.

82



Energy storage technologies for end user applications

i

Efficiency
o o o o o
o1 (=2 ~ [ ©o
T T T T T
L L L L L

N
IS
T
L

0.2 -

0.1 =

I I I I I I I I I
0O 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Load factor

Figure 4.5: Efficiency of the converters and inverters utilised in this work as a function of the
load factor.

As it can be seen in Figure [3.7] the ratio between the minimum and the maximum
demand load is sometimes lower than 0.2, especially for smaller communities due

to the random nature of the different demand loads.

The inverter rating fixes how much power is absorbed (and discharged) by the
battery but also affects its round trip efficiency. The optimum inverter rating is a
trade-off among the battery charge/discharge capability, round trip efficiency and
capital cost. The LCOES defined in Equation is a parameter which accounts
for these three variables. In order to select the inverter rating for any battery
system, three different ratings were compared: equal to the maximum demand
load (22.6 kW for the 10 home community), equal to half the maximum demand
load (11.3 kW for the 10 home community) and a rating which makes sure the load
factor of the inverter is higher than 20% with percentile equal to 95% (5.2 kW for
the 10 home community). Figure shows the LCOES as a function of the size
of the community for these three inverter ratings. Finally, an inverter rating equal
to half the maximum load was selected because it obtained LCOES values on the
range of the lower rating but the impact of the CES system in the community is
much larger i.e. the larger inverter rating allows the CES system to shift more
generation or demand depending on the application. However, using an inverter
rating higher than 50% of the maximum demand load reduces the efficiency due
to the random nature of the demand (according to Figure and increases the
cost (as seen in Figure . Finally, Figure shows the inverter rating as a
function of the size of the community for different scenarios defined in Chapter
and analysed in Chapter [6]
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Figure 4.6: Levelised cost of ES for Li-ion battery when performing PV energy time-shift as a
function of the size of the community for different inverter ratings.
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Figure 4.7: Inverter rating (equal to half the maximum demand) as a function of the size of the
community depending on the scenario.
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4.6.2 PEM electrolyser converter rating

An electrolyser uses an AC/DC converter to generate Hy. From a technical and
economic point of view, the rating of the converter is equal to the rating of the
electrolyser stack in all electrolysers including the one in the H-CES at the Univer-
sity of Nottingham [156]. The electrolyser converter was also characterized by the
same efficiency curve represented in Figure [4.5] Likewise, Figure [4.4] also applies
for Hy storage when considering an AC/DC converter instead of a bidirectional

inverter.

4.7 Durability submodels

The durability of the CES system is limited by several performance and envir-
onmental factors for any ES technology. Therefore, quantifying the durability
depending on the performance is necessary in order to assess the CES economic
benefits. Wear factors are those which deteriorate the performance characteristics
such as the effective battery capacity and round trip efficiency. Wear factors also
end up reducing the durability of the ES system.

4.7.1 Lead acid and lithium-ion battery life submodels

Battery durability submodels for PbA and Li-ion are discussed in the same section
because same principles apply and the same submodel was used for both techno-
logies. Cherif et al. determined that the battery capacity is the factor which is
most affected by the life conditions [157]. Another parameter which is affected by
the battery wear is the resistance of the battery. This was considered by Braun
et al. who used a formula to relate the internal resistance with the state of health
(SOH) of the battery for Li-ion technology using confidential parameters from
Saft |105]. The SOH is defined as the fraction of allowable performance degrad-
ation remaining before the end of the life, (when the SOH has been reduce to
zero). It was assumed that a fresh Li-ion battery offers an efficiency of 97.4%
(when discharging with a current of C/2 A and the SOC varied from 0.8 to 0.2
at a room temperature equal to 25°C). They argued that the resistance and the
losses as a result doubled by the end of the life (efficiency equal to 94.1%). Due to
the limited impact of the internal resistance, its variation was not considered in
this study. Therefore, the battery wear was represented by the capacity reduction
for PbA and Li-ion batteries in this work.

Calendar losses

A battery deteriorates as a result of the number of cycles, the DOD, the tem-
perature and the environment where it is operating. Typically, these factors are
grouped in the literature as calendar losses (when the battery does not operate)
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and cycles losses (when it does) [151]. The battery temperature plays an import-
ant role in the calendar losses and the effect has been modeled using an Arrhenius
formula for Li-ion technology [151]. This approach was utilised in this work for
Li-ion technology.

Calendar losses have not been considered for PbA technology in the literature
because cycle losses are more important. However, the durability of PbA batteries
continues improving and according to technical data supplied by Solom, new PbA
batteries can last up to 20 years. It was argued that the traditional floating mode
operation together with new battery management strategies reduce the impact
of the DOD. As a consequence of the reduction of the impact of the cycle losses,
calendar losses become relatively more important. This is the reason why calendar
losses for PbA battery were also considered in this work. However, modeling the
calendar losses as a function of the environmental parameters and the chemistry
was out of the scope of this work. A linear relationship between the capacity loss
with the maximum battery life (years) was chosen. This means that even if a
battery is not used, the battery capacity reduces and the battery would have to
be finally disposed when reaching a specified minimum capacity.

Regarding the temperature effect, it was assumed this parameter is controlled
by the management system minimizing its effect. This assumption was also con-
sidered in a previous work about battery life prediction models based on exper-
imental results [152]. This decision reduced the computational heaviness of the
final models.

Cycle losses

Regarding the cycle losses, the number of cycles and the DOD were considered
by the wear model. A dimensionless parameter, Z, which quantifies the loss of
capacity per FFC which is discharged was utilised. The model was suggested
by Riffoneau et al. when they investigated the optimum algorithm for battery
scheduling for PVts [103]. Z is a linear life coeflicient characteristic of any battery
technology. For any discharge, the reduction of the capacity, AC, was assumed
linear to ASOC (and the initial capacity, Cpom) within the SOC range given in
Table [4.1] as shown in Equation [4.6]

AC = Z x Chom x ASOC (4.6)

Battery end of life

The state of health, (SOH), of the battery has been suggested in several works
to measure the continuous loss of capacity of the battery (in parallelism with the
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Table 4.2: EFC, cycle dimensionless life parameter (Z) and calendar losses (monthly percentage
of capacity reduction) depending on the battery technology and the reference year.

Parameter 2012 2020 Zero carbon
EFC 1000 1250 1500
PbA Z 3107 2107 1107
Calendar losses (%/month)  0.17 0.15 0.12
EFC 2400 3000 3600
Li-ion Z 2.4-107* 1.25-107* 0.83-1074
Calendar losses (%/month)  0.10 0.09 0.08

SOC) ) [103]105]. Although there are different criteria, the capacity fade (or ca-
pacity reduction due to the performance) is also used to estimate the end of the life.

Typically, a percentage of the initial capacity is used for assessing the end of
the life, 80% being used before [105]. This value is usually chosen because the
manufacturers do not guaranty the battery performance under this value. This
is not a physical constraint as batteries still operate under 80% of their nominal
capacity, but the performance and behaviour under this limit is not well charac-
terized. Taking into account that batteries still work when the capacity is lower
than 80% of the initial capacity, a battery reduction of 70% was considered to
estimate the durability of the battery in this work.

A literature review was performed in order to quantify the maximum EFC that
PbA and Li-ion batteries can achieve as shown in Appendix [B] According to data
collected, 1000 EFC and 2400 EFC were selected as representative of the current
state for PbA and Li-ion technologies when considering ASOC of 0.5 and 0.6 re-
spectively in 2012 |158|. Additionally, the data presented in Table were used
to quantify the improvement on the cycle capability of both battery technologies
for 2020 and the zero carbon year as discussed in Section [5.4] The data used in
this thesis is presented in Table [£.2] This table shows the EFC' selected for each
technology as a function of the reference year and the equivalent dimensionless
parameter Z used by the durability model. It also shows the calendar losses (ca-
pacity reduction) when the battery is not used.

The EFC shown in Table refer to the discharge would be performed for any
battery system throughout the whole life if only cycle losses play a role (battery
continuously cycling). However, the battery is not always cycling and calendar
losses also impact the performance reducing the durability. As a consequence, the
real EFC performed by the batteries are lower than the maximum FFC used as
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input data.

4.7.2 PEM electrolyser durability submodel

Durability data is not available for PEM electrolysers and therefore data of
PEMFC systems were utilised when considering that materials and principles util-
ised in both technologies are similar. The degradation of FC systems and electro-
lysers responds to electrochemical processes (oxidation and reduction, transport-
ation of cations and electricity conduction) as explained in Appendix @ These
processes are affected by the factors such as the pressure balance between the

cathode and the anode, temperature and quality of the deionised water.

The PEMFC stack utilised in the H-CES system presented in Chapter [7| was
manufactured by Ballard and it is able to perform up to 1650 cycles. A review
of current FC technology for small scale residential applications concluded that
the average life of PEMFC systems and SOFC systems is 4 years and 3 years
respectively [134].

The electrolyser degradation increases the voltage necessary to perform the
electrolysis reducing the electrolyser efficiency over its lifetime. Degradation also
increases the heat generated during the process. It was found that the voltage
increase is greater in the first 2000 hours of operation ranging between 20 and
50 uV/h and then reduces to less than 3 pV/h [156]. In a different experimental
research, the degradation rate of a PEM electrolyser was constant and equal to
1.5 pV/h [159).

In this work, the wear model of the PEM electrolyser comprises a degradation
rate (V/cell) per start-up and a degradation rate as a function of the number
of operational hours. The durability model of the electrolyser was based on the
targets published by different organisation and research councils. A literature
review was performed for this purpose and values are presented in Appendix [C]
According to this literature review, 20000 h, 40000 h and 60000 h were selected as
maximum operation hours for the electrolyser in 2012, 2020 and the zero carbon
year respectively.

4.7.3 Hot water tank and PV controller durability sub-
model

Two manufacturers of hot water tanks were contacted for assessing the life of a

water tank: Mcdonald Engineers and Grant. According to them, hot water tanks

can last 20 years or more when properly maintained (a typical product guarantee

is for 5 years). In this work, 20 years were selected as replacement of the tank.
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Regarding the PV controller, the company ImmerSUN® was contacted. In
this case, the PV controller is called ImmerSUN® and it is guaranteed for three
years. In terms of life expectancy, the components used in the unit are similar to
the components found in inverters and other electronic devices, all of which the
manufacturers publish a life expectancy of between 15 and 20 years. The company
therefore considers that the InmerSUN® should match the life expectancy of these
electronic devices. In this work, 20 years were also considered for the PV controller.

4.8 CES performance parameters

The parameters which were used to quantify the performance of CES systems are
presented below. These parameters depend on the application and the technology
as quantified in Chapter [6]

4.8.1 Battery technology performance parameters
Equivalent full cycles

The EFC are the number of full discharges (ASOC=1) that a battery system
performs throughout its life. In reality, the management system prevents the bat-
tery to be fully charged or discharged on a cycle. However, the FFC' is widely
utilised to quantify how well the asset (the battery) in the battery industry. The
calculation is given by the equation in which the life, Life (year), is the num-
ber of years the battery system is operational according to the durability model
presented in Section [4.7.1] Eys (kWh/year) is the annual discharge during those
years and C,,,,, is the initial battery capacity.

Egis % Life

EFC =
Cnom

(4.7)

Round trip efficiency

The round trip efficiency 7 is defined as the ratio between the annual electricity
discharged by the battery system, Eys (kWh/year), and the annual electricity
charged into the battery system, E..,. (kWh/year), taking into account the ef-
ficiency of the electronics (converter and inverters) as modeled in Section [4.6]
Therefore, the seasonal value of the round trip efficiency is shown in Chapter [0]

according to Equation
Edis

Echar

n= (4.8)
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4.8.2 Hydrogen technology performance parameters

For H, technology, the capacity factor, the electrolyser efficiency, the Hy ratio and
the tank size were selected as key performance parameters.

Capacity factor

The capacity factor, Ctactor, s a parameter which is used to quantify how much
an asset performs throughout the year. It is typically used with RE technologies
because the operational hours depend on the location. It is defined as the ratio
of the operational hours per year, Hy.,, (h), divided by the number of hours in a
year (86400 h) as shown in the Equation [4.9}

Hyear
86400

C(factor - (49)

Electrolyser efficiency

The electrolyser efficiency, 7., was obtained using the Equation and it con-
siders the losses of the stack and the BoP when generating Hy throughout the year.
The seasonal electrolyser efficiency was obtained by using Equation when con-
sidering that the annual discharge, Fys (kWh/year), is the annual electrolyser
yield.

Hydrogen ratio

The H, ratio, Haqti0, is the ratio between the annual hydrogen yield of the electro-
lyser, me. (kg/year), and the annual Hy mass consumed by the PEMFC system,
mpevre (kg/year), as shown in Equation .11}

Mele

(4.10)

H2ratio =
mpeEMFC

Tank size

The size of the Hy, storage tank, Ty;.. (kg), is a dependent variable, the electrolyser
rating (kW) and the PEMFC system rating (kW) being independent variables in
this work. The Hs mass stored in the tank depends on the balance between the
electrolyser generation and the consumption from the PEMFC system and the
H; mass in the tank was obtained according to this balance. The tank size was
obtained from the maximum storage requirement i.e. the moment of the year in
which the amount of Hy stored is larger. The maximization is shown in Equation
4.11) in which myy (kg) refers to the Hy mass in the tank for any minute of the
year.

Tsize(kg) = maz(mpo) (4.11)
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4.8.3 Community performance parameters

Two parameters were defined in order to quantify the impact of a CES system in
the community in relation to the community PV generation and the demand: the
PV ratio and the demand ratio.

PV generation supplied to the CES system

The PVgg is the fraction of the total PV generation, Epy(kWh/year), which is
supplied to the CES system, Epyps (kWh/year), as shown in Equation [4.12]

E
PVgs = EPVES (4.12)
PV

Demand load met by the CES system

The Dgg is the fraction of the demand met by a CES system as shown in Equation
4.13l Egs (kWh/year) is the total annual energy discharge for the CES system
and Ey (kWh/year) is the annual energy demand for the community.

Dpg = -2 (4.13)

Depending on the scenarios, the annual demand and the discharge include
different types of domestic demand loads. For example, if HPs are considered in
the analysis, the demand considers the community global electrical consumption
which is the addition of the electrical demand load and the electrical consumption
of the HPs.

4.9 Economic submodel

The economic submodel assesses the economic performance of CES when per-
forming one or more applications. It obtains three different economic parameters
which can be used to evaluate the attractiveness of CES: the levelised cost of en-
ergy storage, the levelised value of energy storage and the internal rate of return.
The calculation of three complementary economic parameters is another interest
point of this work in comparison with other works in the literature which only

calculated the internal rate of return [105] or the net present value [56].

4.9.1 Levelised cost of energy storage

The levelised cost of energy (£/kWh) is a parameter which has been widely used
to compare the total cost associated with the electricity generation of different gen-
eration technologies throughout the life [160]. In this work, the same concept was
utilised to evaluate the cost of ES. The levelised cost of energy storage, (LCOES)
(£/kWh), compares the cost associated with the development of an application
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Levelised
cost of ES
(£/kWh)

Figure 4.8: Schematic representation of the balance between the LVOES and the LCOES which
determines the value of the IRR. The LVOES is higher than the LCOES when the IRR is higher
than the discount rate assumed in the economic analysis (10%) and vice versa.

throughout the life of the system. It is calculated as shown in Equation
TLCC (£) refers to the total levelised cost (initial cost and maintenance cost)
throughout the life of the project considering the value of money with time. EF
(kWh) refers to the energy flow related the performance of an ES application by
the CES system. A discount rate, r, equal to 0.1 was utilised after discussing this
value with one of the sponsors of this project (E.ON), this value also being used
in previous ES evaluations ,. The discount rate is the rate used to calculate
the present value of cash flows in the valuation of a project and includes the time
value of money, the risk associated with the project and the inflation.

LooBS — —1LCC (4.14)

ko T

The LCOES was used with the different applications discussed in this thesis.
When applied to PVts, this parameter quantifies the cost of meeting the demand
load by using surplus PV energy stored from the PV arrays (£/kWh). Likewise,
it quantifies the cost of meeting the demand load by using energy stored from the
grid for LS. The cost associated with the charge can be obtained when multiplying
the LCOES