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Abstract 

This thesis investigates space-vector modulation and one-dimensional modula­

tion applied to the cascaded H-bridge multi-level converter as a model for one 

port of the UNIFLEX-PM power converter system. The UNIFLEX-PM con­

verter is a modular system including galvanic isolation at medium frequency 

intended to replace transformers in future distribution and transmission sys­

tems. Power converters in this application must produce good quality voltage 

waveforms with low power loss. 

In this work, modulation methods are developed using theoretical analy­

ses and simulation studies, before being verified experimentally using a low­

voltage, laboratory-based power converter operating at the low switching fre­

quencies applicable to high-power applications. 

Using space-vector modulation, the relationship between the phase of the 

sampling process and the distortion of the line voltages is used to reduce the 

harmonic distortion of the output voltages. Different loads are attached to the 

cells of the cascaded H-bridge converter and limits are derived determining the 

range of loads for which it is possible to equalize the capacitor voltages. An al­

gorithm which uses redundant states to balance the capacitor voltages without 

increasing the switching frequency is applied to space-vector modulation and 

one-dimensional modulation and its performance is compared to the derived 

limits. 

The geometrical effect of capacitor voltage ripple on the space-vector dia­

gram is used to derive the influence on the spectrum of the line-voltages. It 

is identified that second and fourth harmonics of the capacitor voltages con­

tribute to fifth and seventh harmonics of the line voltages. A feed-forward 

scheme to compensate for the ripple of the capacitor voltage is derived and is 

shown to reduce the magnitude of un-wanted harmonics. 

All the methods developed in this thesis can be applied to converters with 

any number of cells. 
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Chapter 1 

Introduction 

Grid-connected power-electronic converters are central to recent trends in the 

electrical generation, transmission and distribution industry. Should these 

trends continue into the future, power-electronic converters will become wide­

spread, essential components of electricity networks. 

There are several driving forces behind the increased interest in power elec­

tronics for such applications. First is the ever-increasing demand for electrical 

energy, fuelled in part by rising populations. Second is the strain placed on elec­

trical networks by the increasing adoption of renewable energy sources, which 

are often intermittent and situated far from the load centres they supply. Fi­

nally, political and regulatory pressure to increase competition, to reduce the 

negative impact of power generation on the environment and to increase the 

diversity of primary energy sources [1] is leading to increased interest in dis­

tributed generation. 

Figure 1.1 shows a conceptual structure of a conventional electricity net­

work. Power is generated in bulk at centralized generating stations connected 

to the high voltage transmission network, which is a meshed network responsi­

ble for the bulk transmission of power from the generators to the distribution 

networks. The distribution networks are largely radial in nature and distribute 

power from the transmission network to many customer loads connected at 

different voltage levels depending on their power requirement. The greatest 

number of loads are residential and commercial properties connected at the 
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Figure 1.2: Distribution network including distributed generation 
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lowest voltage levels. The design and operation of the distribution network is 

targeted at delivery of power in one direction only: from the interconnection 

with the transmission network to the loads. 

In contrast, a distributed generation system (Figure 1.2) contains many 

generation and storage facilities connected directly to the distribution network, 

including micro-generation at a domestic level and small-scale generation at 

commercial and industrial premises. The power demands of local loads are fed 

from generators in the same distribution network and if the generation within 

the local network exceeds the load power is injected back into the transmission 

network. 

The benefits of small-scale generation are largely of a political or economic 

nature and include the following [2]: 

• The negative impact of electricity generation on the environment is re­

duced by increasing use of renewable sources. 

• Energy efficiency is improved by locating generation close to loads and 

also by greater adoption of combined heat and power schemes. 

• Providers of small-scale generation can react more quickly to the market 

forces of modern electricity markets because of lower setup costs and a 

faster planning process. 

Distributed generation satisfies the political objectives described above but 

comes with technical challenges. When customer loads become generators 

for some or all of the time, both the magnitude and direction of power flow 

in the network varies. Fault currents at the distribution level are increased 

by local generation and voltage control is made more difficult. Hence wide­

spread distributed generation requires much more active, real-time control of 

the distribution network [3], [4]. 

Central to providing this control is the concept of the smart grid, which is 

a system incorporating greater levels of monitoring and sophisticated control 

over the flow of energy [4]. Smart grids also encompass increased use of en­

ergy storage media to compensatefor intermittent renewable sources. Power­

electronic converters are essential components of the smart-grid concept as 

8 



each distributed generation or storage facility requires a power electronic con­

verter in order to interface with the grid [5], [6]. Furthermore, power-electronic 

converters allow unprecedented control over the flow of both real and reactive 

power allowing network infrastructure to be used more effectively and effi­

ciently [7]. 

The smart-grid concept is a vision of how electrical networks may be de­

ployed into the future. There is expected to be much less distinction between 

the parts of the network dedicated to transmission and those dedicated to dis­

tribution, with all parts of the network equipped to handle bidirectional power 

flow. Power-electronic converters will play an essential role in such networks 

by interfacing renewable sources, controlling power flow and improving power 

quality [8]. 

With such a wide range of applications for power electronic converters, 

there is a commercial need for flexible power converters that can be adapted 

to fit many roles and perform many functions. As an example, the UNIFLEX­

PM project, which was a collaboration between several universities and indus­

trial partners, presented a flexible structure for interfacing transmission and 

distribution systems with generation and energy storage in future European 

electricity networks [9]. 

The UNIFLEX-PM prototype is an example of a multi-level converter: 

a family of power-electronic converters capable of producing output voltages 

containing multiple discrete voltage steps. The multi-level output waveforms 

are high quality voltage waveforms with low harmonic distortion. By increasing 

the number of voltage steps, very high voltages can be reached without high 

voltage switching devices and without transformers [10], [11]. Hence, multi­

level converters are well suited to grid-connected applications and have been 

described as an enabling technology for higher power applications of power 

electronics [12]. 

A simplified representation of the UNIFLEX-PM converter is shown in Fig­

ure 1.3. Each port is an example of a cascaded H-bridge multi-level converter, 

consisting of several full-bridge inverter circuits (or H-bridges) connected in 

series. The ports are connected together via isolated d.c. to d.c. converters 

and the whole converter can be controlled to transfer power in any direction 

9 
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Figure 1.3: Single-Phase Representation of UNIFLEX-PM Converter in a 
Three-Port Configuration 

between the ports. An example application of a three-port configuration is to 

interface two a.c. systems connected to ports one and two with an energy stor­

age system connected to the third port. A key feature of the UNIFLEX-PM 

converter, in contrast to most applications of the cascaded H-bridge converter, 

is that the individual cells in each port can be connected to different systems 

so may be required to deliver different amounts of power. 

Instead of studying the complete UNIFLEX-PM structure, the work in 

this thesis focusses on a three-phase cascaded H-bridge converter (Figure 1.4), 

which is intended to represent a single port of the UNIFLEX-PM converter. In 

the rectifying configuration shown in Figure 1.4, the resistive loads connected 

to each d.c. link can be varied in order to represent the requirement of the 

UNIFLEX-PM converter to deliver different amounts of power through each 

cell. 

An important consideration when designing and implementing multi-level 

converters is the choice of modulation scheme, which is the algorithm that 

determines when to activate the switching devices that make up the converter 

and hence determines the shape of the output voltage waveform. The primary 
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Figure 1.4: One phase of a cascaded H-bridge rectifier 

requirement of the modulation process is to produce an output voltage wave­

form with the desired fundamental component. Switched waveforms inherently 

include other harmonic components and it is highly desirable that the distor­

tion due to these harmonics is minimal. Low-order harmonics in particular 

should be low in magnitude. 

Another important consideration, especially for grid-connected applica­

tions, is that the power losses in the converter should be small. As every 

switching operation contributes to power loss, high power applications require 

a low switching rate. A low switching rate, however, tends to produce low-order 

harmonics, in conflict with the requirement for good quality output waveforms. 

Careful study must therefore be made when choosing modulation schemes in 

order to balance the conflicting requirements for good quality waveforms and 

low switching frequency. 

The prototype UNIFLEX-PM converter is modulated using phase-shifted 

carrier modulation, which is a popular modulation scheme for the cascaded 

H-bridge converter. Research has shown, however, that phase-shifted carrier 

modulation does not produce the optimal harmonic spectrum [13]. Therefore, 

this thesis investigates the application of other modulation techniques to the 

cascaded H-bridge multi-level converter at the low switching rate demanded 
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by high power applications. Space-vector modulation and one-dimensional 

modulation are studied, both for the case where the d.c. voltages are constant 

and for the more realistic scenario where the capacitor voltages vary. The 

effect of significant capacitor voltage ripple on the spectrum of the output line 

voltage is investigated and methods for the modulation scheme to compensate 

for the ripple are explored. Attention is also paid to the problem of maintaining 

equal capacitor voltages in each cell, even when the loads on each cell are not 

equal. 

1.1 Thesis Structure 

Following this introductory chapter, the work in this thesis is arranged in the 

following way: 

Chapter 2 contains an introduction to multi-level converters and places 

the cascaded H-bridge converter in the context of other related topologies. 

Modulation schemes applicable to multi-level converters are also described , 
including carrier-based modulation, space-vector modulation, one-dimensional 

modulation and selective harmonic elimination. 

In order to study the modulation schemes, simulation models have been 

developed and a low-voltage, experimental converter has been constructed as 

part of the work contributing to this thesis. Chapter 3 discusses the structure 

of the simulations and of the experimental converter including design of the 

control system and the means to synchronize the converter output to the supply 

voltage. Methods applied to analyse simulated and experimental results are 

also introduced. Results from the simulations and experimental work described 

in Chapter 3 are used to support arguments throughout the remainder of the 

thesis. 

Chapter 4 analyses space-vector modulation of a cascaded H-bridge con­

verter under the simplifying assumption that all the d.c.-link voltages are con­

stant and equal. Existing space-vector algorithms are described and their 

behaviour analysed at low sampling frequency. In particular, it is observed 

that both the modulation index and the phase relationship between the sam­

pling process and the reference voltage alter the total harmonic distortion of 
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the line voltages. A method is presented to exploit this behaviour to reduce 

the harmonic distortion of the line voltages. 

In Chapter 5 the assumption of constant and equal d.c. links is removed 

and space-vector modulation is explored for time-varying capacitor voltages. 

The problem of maintaining equal capacitor voltages is investigated when the 

converter cells are subjected to different loads. This investigation is used to 

derive theoretical limits within which it is possible to balance the capacitor 

voltages. Then, a. method is presented to balance the capacitor voltages with­

out increasing the switching frequency and its performance is compared to the 

theoretical limits. 

Chapter 5 also discusses the effect of low-frequency ripple of the capacitor 

voltages. Distortion of the space-vector diagram is used as the basis for spectral 

analysis of the output waveforms. A feed-forward method is then presented to 

compensate for the effect of ripple. 

In Chapter 6, one-dimensional modulation is discussed, again for varying 

capacitor voltages; and a close relationship between one-dimensional modula­

tion and level-shifted carrier modulation is observed. The existing implemen­

tation of one-dimensional modulation is then extended to apply to converters 

with a greater number of levels and an alternative implementation is proposed 

to address flaws identified in the original method. 

Finally the thesis is concluded in Chapter 7. Common themes between the 

modulation methods are described and areas for future work are identified. 

1.2 Identification of Original Contribution 

In order to aid with the assessment of this work, this section states concisely 

the novel contributions contained in this thesis . 

• Operation of space-vector modulation at low sampling frequency 

The basic space-vector modulation algorithms used in this thesis are well 

established but they are not usually studied at low switching frequen­

cies. In this thesis, study of space-vector modulation at low sampling 
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rate identifies that the timing of the sampling process influences the har­

monic distortion of the output. A novel method is presented to align the 

sampling times in order to avoid operating the converter at operating 

points that produce high distortion. 

• Derivation of Limits of Capacitor Balancing Algorithms 

The cascaded H-bridge converter is usually assumed to have similar loads 

on each cell. The UNIFLEX-PM project identified that for greatest 

flexibility it may be desirable to use different converter cells for different 

purposes whilst interfacing with the same a.c. grid. Hence, in this work, 

limits have been derived for the imbalance of loads applied to each cell 

for which it is possible to keep the capacitor voltages equal. 

• Development of Capacitor Voltage Balancing Algorithm Ap­

plied to Space-Vector Modulation 

An algorithm to balance the capacitor voltages of a cascaded H-bridge 

converter by using the redundant states is described. The method is 

applicable to space-vector modulation and does not increase the total 

device switching frequency. The performance of the method is compared 

to the derived theoretical limits. 

• Derivation of the Effect of Capacitor Voltage Ripple on Space­

Vector Modulation 

Ripple of the capacitor voltages is known to degrade the quality of the 

converter output waveforms but the effect is not usually quantified. In 

this work, the influence of capacitor voltage ripple on the space-vector 

diagram is analysed. The distortion of the space-vector diagram is then 

used to derive the effect of the interaction between the capacitor voltage 

ripple and the fundamental reference on the spectrum of the line-tc:rline 

voltage waveforms. 

• Feed-forward compensation based on the geometry of the space­

vector diagram 
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Having developed an understanding of the effect of capacitor voltage 

ripple on the space-vector diagram, this knowledge is used to derive a 

simple feed-forward compensation scheme to improve the quality of the 

output waveform when the capacitor voltages are not constant . 

• Improvements to One-Dimensional Feed-Forward Modulation 

Finally, one-dimensional modulation is analysed and is shown to have a 

close relationship to carrier-based modulation schemes. Existing meth­

ods to balance the capacitor voltages by choosing redundant states are 

shown to increase the total device switching frequency so a novel method 

is presented to balance the capacitor voltages without increasing the 

switching frequency. The new method is more easily applied to convert­

ers with a greater number of cells than the original scheme. 
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Chapter 2 

Multi-Level Converters 

Multi-level converters are a family of power-electronic converters that produce 

output waveforms containing three or more discrete voltage levels [10], [12]. 

Examples of two, three- and five-level waveforms, all produced using the same 

fundamental reference, are shown in Figure 2.1. Two advantages of multi-level 

waveforms are evident from Figure 2.1: 

• The multi-level waveforms contains smaller voltage steps than the two­

level waveform with the same fundamental component. The smaller volt­

age steps place the switching devices under less stress and allow higher 

voltage waveforms to be produced with devices of lower ratings . 

• The multi-level waveforms approximate the sinusoidal reference more 

closely and contain less harmonic distortion than the two-level wave. 

Increasing the number of levels improves the output waveforms further by 

both reducing the size of the voltage step required for a given application and 

approximating a pure sinusoid more closely. The improved waveform quality 

comes, however, at the expense of increased converter complexity and more 

difficult control as converters with more levels contain more switching devices 

and more energy storage components. 

This chapter presents an introduction to multi-level converters. The main 

multi-level circuit topologies and their principles of operation are described 

with particular attention paid to the cascaded H-bridge converter, which is 
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Figure 2.1: Example of two-, three- and five-level waveforms with with the 
same fundamental component 

the topic of this thesis. The established modulation methods are presented, 

again concentrating on their application to the cascaded H-bridge converter. 

2.1 Multi-Level Converter Topologies 

The following multi-level converter topologies are discussed in this section: 

• the diode-clamped converter, 

• the flying-capacitor converter, 

• the cascaded H-bridge converter, 

• the modular multi-level converter and 

• hybrid converter topologies. 

The first three have received wide academic and industrial attention over sev­

eral decades and are the most mature multi-level converters. The modular 

multi-level converter is a relatively new topology and has generated much re­

search and commercial interest in recent years. Hybrid converters, which are 
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State 

81 I 84 83 82 VaO 

0 
0 0 0 0 -2E 
0 0 0 1 -E 
0 0 1 1 0 
0 1 1 1 E 
1 1 1 1 2E 

Table 2.1: Switching states of five-level, 
diode-clamped converter 

Figure 2.2: Five-level diode clamped 
converter 

created by connecting converter cells of different types in series, are also re­

ceiving research attention. 

2.1.1 Diode-Clamped Converter 

One phase leg of a five-level, diode-clamped converter is shown in Figure 2.2. 

The switching states of the circuit act to connect the output terminal to one of 

the points P, X, 0, Y or N in the split d.c. link, producing the output voltages 

shown in Table 2.1. Note that only four of the eight switching devices are 

included in Table 2.1 because the switching devices operate in complementary 

pairs: the state of the switch Sz is always the complement of the switch Sz. 

The three-level form of the diode-clamped converter, known as the neutral­

point-clamped (NPC) converter [14], is the most widely adopted multi-level 

converter in industry, having been adopted in many traditional industrial ap-
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plications, such as pumps, fans and compressors at high power levels [15]. An 

example of the NPC converter in a commercial, grid-connected application is 

ABB's BVe Light product [16]. 

Particular research attention into the diode-clamped converter has been 

paid to the problem of maintaining equal voltages in the split d.c.-link capac­

itors. The neutral point balancing of an NPC converter was modelled in [17] 

for the full range of operating conditions. Methods to equalize the capacitor 

voltages include selecting redundant states of a three-phase converter [18]-[20], 
modulating different pairs of switches with different reference waveforms [21], 
co-ordinating the control of both sides of a back-to-back converter [22] or 

including the balancing requirement in the cost function of predictive con­

trollers [23]. 

One disadvantage of the diode-clamped topology is that commutations, 

and therefore switching losses, are not shared equally between the switching 

devices. Different devices then reach different operating temperatures and the 

most-used devices are prone to earlier failure. The active NPC converter, 

which replaces clamping diodes with active switches, has been proposed to 

allow the switches to be utilized equally and therefore to equalize the losses in 

each device [24]. 

a 

Figure 2.3: Five-level, flying capacitor converter 
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Sn Sn2 Snl Vn 

-1 1 0 -E 
0 0 0 0 
1 0 1 E 

Sn: State of nth bridge 

Table 2.2: Definition of switching state notation for a single H-bridge 

2.1.2 Flying Capacitor Converter 

The flying-capacitor converter, a five-level version of which is shown in Fig­

ure 2.3, has also seen industrial use in high power drives and traction applica­

tions [25]. 

The switching state of the flying-capacitor circuit determines which ca­

pacitor voltages contribute to the output voltage. As for the diode-clamped 

converter the switching devices are operated in complementary pairs so, when 

all the upper switches are open, the output is connected to the negative d.c. 

terminal and the output voltage is at its lowest. Closing any upper switch 

contributes E to the output voltage, which is given by the following equation: 

N-l 

Vao = E~sn' 
n=l 

where N is the number of levels of the converter. 

Unlike the diode-clamped converter, any combination of states of the upper 

switches is permitted. There is redundancy of the switching states so the 

switching losses can be distributed evenly among the switches by appropriate 

modulation methods [26]. 

Much research into the flying-capacitor topology has been focussed on un­

derstanding the natural balancing behaviour that maintains the correct charge 

in the capacitors [27]-[29]. 

2.1.3 Cascaded H-bridge Converter 

The cascaded H-bridge converter, which is the topology considered in this 

thesis, is constructed from a number of single-phase, full-bridge inverters (11-
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bridges) connected in series. This inherently modular structure reduces the 

cost of commissioning and maintenance [30] and, if the converter is controlled 

appropriately, increases the tolerance to faults [31]. 

A five-level version of the cascaded H-bridge, including two cells per phase, 

is shown in Figure 2.4. Each cell contains an isolated voltage source and the 

output voltage is the sum of the voltages across the cells, each of which can be 

- E, 0, or E. If the switching state of a single cell is defined as in Table 2.2 

the output voltage of a phase leg can be expressed as follows: 

N 

Vao = ELSn, 
n=l 

where N is the number of converter cells. The result is that an N -cell converter 

can produce 2N - 1 levels and, like the flying capacitor converter, there is 

redundancy of the switching states of a single-phase leg. 

The cascaded H-bridge was first developed in the 1990s for medium-voltage 

a.c. drives [32] and for static synchronous compensation (STATCOM) [33]. In 

the drive application, the d.c. links are supplied by rectifiers which are, in 

turn, supplied by separate windings of a complex input transformer. The 

complexity and expense of this transformer limits the number of cells used in 

such applications. 

The Cascaded H-bridge topology is most suited to the STATCOM applica­

tion because, without the need to deliver real power, the d.c. links only contain 

VI V2 • 

0 
rll S2j r21 

a 

Sl~ rll S2~ r21 

Figure 2.4: Five-level cascaded H-bridge converter 
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Figure 2.5: Back-to-back module used for UNIFLEX-PM converter 

capacitors with no external supply [34], making the converter particularly com­

pact. Other applications where independent voltage sources are inherent are 

photovoltaic power generation [35] and grid-connected battery storage [36]. 

If the d.c. voltage sources in the cells of the cascaded H-bridge allow regen­

eration then the cascaded H-bridge converter can support bi-directional power 

flow [37], [38]. In the UNIFLEX-PM project the d.c. links are each supplied 

by isolated d.c.-to-d.c. converters containing a medium frequency transformer 

with another H-bridge module on the other side (Figure 2.5). Both sides of the 

converter can be cascaded to interface with a.c. systems in a flexible way [9]. 

The design of the isolation stage for the back-to-back modules [39] and control 

challenges have also been the focus of research [40]. 

An example showing a single phase of the UNIFLEX-PM structure in a 

three-port configuration is shown in Figure 2.6. In this example, Port 1 con­

tains three cells and can produce seven levels, Port 2 contains two cells and 

can produce five levels and Port 3 contains a single cell and can produce three 

levels. Power flow between each port can be controlled, for example to inter­

face two a.c. systems on ports one and two to an energy storage facility on 

port 3. Using the different modules to interface to multiple systems means 

that different cells on each port may be subject to different loads. 

In this thesis, a three-phase cascaded H-bridge converter with three cells 

per phase is studied as a model for one port of the UNIFLEX-PM converter. 

The cascaded H-bridge converter is considered in two modes of operation. 

First is the inverting mode, in which the d.c. links are supplied by single-
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Figure 2.6: Simplified representation of one phase of a UNIFLEX-PM converter 
in a three-port configuration. One module is shown in full. 
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phase rectifiers and the modulation is operated in open-loop (Figure 2.7a), 

allowing the behaviour of the modulation strategies to be investigated without 

the influence of control systems. The second mode of operation is the rectifying 

mode, where the supply is connected to the output of the converter via an 

inductor and the output is synchronized to the supply frequency (Figure 2. 7b). 

Power is drawn from the supply and fed to resistive loads connected to the d.c. 

side of each H-bridge cell. Varying these resistive loads models the requirement 

of the UNIFLEX-PM converter to use different cells to interface to different 

systems with different power requirements. 

2.1.4 Modular Multi-Level Converter 

A recent addition to the multi-level converter family is the Modular Multi-Level 

Converter (MMLC), first proposed in 2003 [41]. This topology has inspired 

considerable research effort and has rapidly gained industrial acceptance with 

Siemens offering the MMLC circuit for high-voltage d.c. applications under the 

brand name HVDC Plus [42]. 

One phase leg of a three-level MMLC for HVDC applications is shown in 

Figure 2.8. The outputs of each cell sum to make a high-voltage d.c. bus 

with the a.c. output connected in between two strings of modules. Adjusting 

the number of cells in the on state from each string of cells allows the a.c. 

voltage to be controlled. A constant d.c. voltage is provided by keeping the 

total number of active cells constant. Every commutation of the upper string 

of cells is therefore matched by a complementary commutation from the lower 

string [43]. 

Much research into the MMLC topology has been focussed on understand­

ing the dynamics of the topology and deriving control methods. [44], [45]. It has 

also been identified that the output voltages can be controlled independently 

so it is possible to use the same circuit topology for a.c.-to-a.c. conversion [46]. 

2.1.5 Hybrid Topologies 

Hybrid multi-level converters are made up of different cells connected in se­

ries [47], the simplest form being a cascaded H-bridge with different voltage lev-
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Figure 2.7: Converter structures considered in this thesis: (a) inverting and 
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Figure 2.8: Modular Multi-level converter (a) Single-phase leg (b) Cell struc­
ture 

els in each cell, also known as the asymmetric cascaded H-bridge converter [48]. 

Other hybrid converters include various series combinations of tw~, three- and 

five-level cells operating at different voltage levels, providing a broad range of 

topologies to provide a given number of voltage levels [49]. One such arrange­

ment is the combination of a three-level NPC converter with floating H-bridge 

modules reported in [50], [51] and depicted in Figure 2.9. This particular hy­

brid converter, with the ratio of capacitor voltages shown, can produce nine 

different voltage levels. 

2.2 Modulation Schemes 

The modulation scheme for a multi-level converter is the algorithm by which 

the switches are operated in order to produce the desired fundamental a.c. 

waveform, with acceptable harmonic distortion. The main modulation meth­

ods that have been applied to multi-level converters are outlined in the fol­

lowing sections, including carrier-based modulation, space-vector modulation, 
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Figure 2.9: Hybrid converter comprising a three-level NPC converter in series 
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one-dimensional modulation and selective harmonic elimination. Specific mod­

ulation methods tailored to individual forms of hybrid converter are not covered 

because they are not relevant to this thesis. 

2.2.1 Carrier Modulation 

Carrier-based modulation schemes have their origins in analogue control sys­

tems where the pulsed waveform required to operate a switching device can be 

created by comparing a sinusoidal reference to a triangular carrier waveform. 

Multi-level converters contain multiple switching devices and hence multiple 

carriers are required; for example an N -level waveform is produced using N -1 

carrier signals. These carriers can be arranged in a number of different ways, 

including level-shifted-carrier (LSC) and phase-shifted-carrier (PSC) modula­

tion, which are shown in Figures 2.10 and 2.11 respectively [13], [52]-[54]. In 

both these examples, an output voltage step is produced each time the ref­

erence crosses a carrier signal. Research has concluded that the level-shifted 

arrangement of carriers depicted in Figure 2.10, that is with all the carriers in 

phase, produces least harmonic distortion in a three phase system because a 

large harmonic at the carrier frequency cancels between the phases [13]. 

The harmonic spectrum of level-shifted carrier modulation can be further 

improved by adding a common-mode offset to the three-phase reference wave­

forms. The optimal common-mode offset for two-level modulation was derived 

in [55] and shown to produce identical waveforms to space-vector modulation. 

Similar methods were applied in [56] to identify the optimal common-mode off­

set for level-shifted carrier modulation. Example reference waveforms includ­

ing the common mode offset are shown in Figure 2.12 for two- and multi-level 

modulation respectively. 

Despite producing more harmonic distortion, PSC modulation is popular 

for the cascaded H-bridge converter because PSC modulation naturally draws 

power equally from each cell and utilizes the switches evenly [32], [53], [57]. The 

conventional implementation of LSC modulation, conversely, causes the cells of 

a cascaded H-bridge converter to operate at different switching frequencies and 

draws different amounts of power from each cell. LSC modulation has therefore 
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Figure 2.10: Level-shifted carrier modulation 
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Figure 2.11: Phase-shifted carrier modulation 
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Figure 2.12: Reference waveform including optimal common-mode offset for 
two-level (top) and multi-level (bottom) modulation 

been modified for use in the fiying capacitor and cascaded H-bridge converters 

in order to draw power equally from each cell, whilst still benefiting from 

the superior harmonic performance of LSC modulation. These modifications 

involve using the redundant states of the phase legs to cycle the role of each 

bridge during consecutive fundamental cycles [13], [26], [58], [59]. 

Regular Sampling 

In a digital control system, carrier-based modulation schemes are often imple­

mented in a regularly sampled fashion, where the duty cycles are calculated 

based on sampled reference signals. Conceptually, regularly sampled modula­

tion strategies are equivalent to comparing a sampled reference to the triangu­

lar carriers, where the reference is held constant during the sampling period. 

As shown in Figure 2.13, the reference can be sampled once per carrier period, 

known as symmetrical regularly sampled modulation, or twice per carrier pe­

riod, known as asymmetrical regularly sampled modulation. The asymmetrical 

method is superior because, at a given switching frequency, more harmonics 

are cancelled than when using symmetrical regular sampling [60]. This ob-
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Figure 2.13: Symmetrical and asymmetrical regular sampling 

servation has important implications for the implementation of space-vector 

modulation discussed in Chapter 4. 

2.2.2 Space-Vector Modulation 

Space-vector modulation is a regularly-sampled modulation technique for three­

phase converters. Instead of modulating each phase leg individually, space­

vector modulation chooses switching states of the entire three-phase converter 

based on a mathematical transformation of the reference and of the line volt­

ages produced by each switching state. In contrast to carrier-based modulation, 

space-vector modulation is concerned with the line voltages and only implicitly 

produces the phase voltage waveforms. 

The basis of space-vector modulation is the representation of three-phase 

switching states on the (o:,{3) plane [61]. Each three-phase switching state 

consists of three values, (sa, Sb, Se), which represent the output of each phase 

leg normalized by the capacitor voltages. In Figure 2.14 the possible switching 

states of a two-level, three-phase inverter are plotted with their a, band c 

components contributing vector components in the direction of the axes shown. 

For example the switching state (sa, Sb, Se) = (1,1,0) has a component parallel 
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Figure 2.14: Space-Vector Diagram for a twcrlevel Inverter 

to the a axis and another component at 1200 parallel to the b axis. The 

resultant vector is of unit magnitude at an angle of 600
• The eight possible 

switching states of a three-phase, two-level inverter therefore form the vertices 

of a hexagon; the states (0,0,0) and (1,1,1) both occupy the origin. Switching 

states occupying the same point on the space-vector diagram are known as 
redundant states. 

Figure 2.14 also shows a three-phase reference voltage vector, V-, which 

traces a circular path on the space vector diagram. The task of space-vector 

modulation is to approximate samples of the continuous reference vector using 

the discrete switching vectors of the converter. 

The switching states of a multi-level converter can be plotted in the same 

way, as shown for three- and five-level converters in Figure 2.15. In each case 

the switching states form a hexagon made up of discrete switching vectors at 

the vertices of triangles. Increasing the number of levels adds to the number of 

possible switching states and switching vectors, resulting in a larger hexagon. 

As the number of levels is increased, the redundancy of the switching states 

also increases. Figure 2.16 shows that there are many switching vectors that 

can be produced by more than one switching state in the first sector of the 

5-level space-vector diagram. The choice of redundant switching states, in 

addition to any redundancy in the phase legs, provides a degree of freedom 

that is an important feature of space-vector modulation. 
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The first step of space-vector modulation is to sample the rotating reference 

voltage vector, iJ", and to determine its location on the space-vector diagram 

,relative to the switching vectors. The space-vector modulator locates the three 

vectors nearest to the reference, selects suitable redundant states and applies 

the chosen states for time intervals obeying (2.1) to produce a time-averaged 

vector equal to the reference. 

n 

2: d,.s,. = if (2.1) 
r=l 

In equation (2.1) 

s,. is the rth switching vector to apply during the sampling period, 

dr is the proportion of the sampling period to apply that vector and 

n is the number of vectors to apply. 

Multiple algorithms exist to locate the nearest three vectors, calculate the 

duty cycles [62], [63] and to choose redundant switching states [56], [64], [65]. 

More detail of the space-vector methods adopted in this thesis are given in 

Chapter 4. 

Since its inception, two-level space-vector modulation has been known to 

be equivalent to carrier-based modulation with a suitable common-mode off­

set [61], [66]. Multi-level space-vector modulation has also been shown to be 

closely related to level-shifted carrier modulation, although the common-mode 

offset is more complex [56]. The inherent common-mode offset allows space­

vector modulation to make better use of the d.c. link voltage than carrier 

modulation with a sinusoidal reference and also reduces the harmonic distor­

tion of the output voltages [56]. The common-mode component of space-vector 

modulation can also be seen as a disadvantage of the modulation technique, 

so variants have been proposed to reduce the common-mode voltage using a 

different choice of redundant states [67]. 

Because of the relationship between space-vector modulation and level­

shifted carrier modulation, space-vector modulation does not naturally utilize 

the switches of a cascaded H-bridge evenly or draw power equally from the cells. 
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Figure 2.17: Control region for one-dimensional modulation with equal capac-
itor voltages . 

Similar modifications as were discussed for level-shifted carrier modulation 

must also be made to space-vector modulation if it is applied to a cascaded 

H-bridge converter. 

2.2.3 One-Dimensional Modulation 

One-dimensional modulation is another regularly sampled modulation scheme 

which, similar to space-vector modulation, allows freedom over the choice of re­

dundant switching states [68]. Unlike space-vector modulation, one-dimensional 

modulation is a single-phase modulation technique so must be applied individ­

ually to each phase leg. 

The basis of one-dimensional modulation is the so-called one-dimensional 

control region, such as the control region for a 5-level converter shown in Fig­

ure 2.17. In this diagram, switching states of a single-phase leg are expressed 

as row vectors listing the states of each bridge and the output voltage produced 

by each state is plotted against a horizontal voltage scale. At each sampling 

instant, the single-phase reference voltage is located in the control region and 

nearby switching states are chosen. The chosen switching states are applied for 

time intervals calculated to produce the same average output as the reference 

during the sampling period. Unequal and changing capacitor voltages can be 

accounted for by updating the control region at each sampling instant based 

on measured capacitor voltages [69]. 

As will be shown in Chapter 6, one-dimensional modulation is closely re­

lated to regularly-sampled, level-shifted carrier modulation hence it can also 

35 



be used to implement space-vector modulation [70]. 

2.2.4 Selective Harmonic Elimination 

The modulation schemes described so far are based on approximating portions 

of a sinusoidal reference during fixed periods: the carrier period or the sam­

pling period. Selective harmonic elimination (SHE) is different because the 

entire a.c. waveform is pre-programmed to produce the desired fundamental 

component and the switching edges are precisely timed in order to eliminate 

specific low-order harmonics. To operate in closed-loop, switching angles must 

be pre-calculated to eliminate the desired harmonics for the required range of 

modulation index. 

To produce SHE waveforms, the angles of the switching edges are consid­

ered to be degrees of freedom. A multi-level waveform with n switching edges 

can be derived by solving a system of n equations defining the desired funda­

mental component and n - 1 unwanted harmonics to eliminate [71]. In the 

example of a five-level SHE waveform shown in Figure 2.18, angles 0I, 02 and 

03 have been calculated in order to eliminate the fifth and seventh harmonics 

assuming quarter- and half-wave symmetry. The number of degrees of freedom 

can be increased, allowing more harmonics to be cancelled, if the requirement 

for quarter-wave symmetry is removed [72]. 

The equations defining the position of the switching edges are transcen­

dental with multiple solutions so it is usual to pre-calculate switching angles 

off-line. Solutions are required for every modulation index in the operating 

range of the converter so much research focusses on finding continuous solu­

tion trajectories over a range of modulation index using one of many numerical 

methods [71], [73], [74]. Specific challenges relating to using SHE in closed-loop 

have also been studied [75] as well as the challenges of charge balancing [76]­
[78]. 

Other modulation schemes have been proposed where, instead of eliminat­

ing certain harmonics, switching edges are chosen to fit harmonics within a 

spectral envelope, such as the requirements of a specific grid code [79], [80]. 
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2.3 Summary 

This chapter has presented an introduction to multi-level converter technology. 

The main benefits of multi-level converters are the ability to produce high 

voltage waveforms with low harmonic distortion using switching devices of 

lower voltage ratings. 

The three main multi-level converters, namely the diode-clamped, flying­

capacitor and cascaded H-bridge converters, have been described including the 

main focus of research into the topologies. Emerging circuit topologies have 

also been described, including the modular multi-level converter, which has 

received particular attention for HVDe transmission, and hybrid converters, 

which are constructed by connecting various different types of converter in 

series. Of all the topologies described, the cascaded H-bridge converter is the 

only topology that is discussed further in this thesis because of its use in the 

UNIFLEX-PM project. 

Modulation schemes for multi-level converters have also been discussed, 

including carrier-based modulation, space-vector modulation, one-dimensional 

modulation and selective harmonic elimination. The most popular modula-
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tion scheme applied to the cascaded H-bridge converter is phase-shifted carrier 

modulation because power is naturally drawn equally from each cell and the 

switching devices are utilized evenly. Level-shifted carrier modulation and 

space-vector modulation produce a cleaner harmonic spectrum so have been 

modified to also use the Switching devices of the cascaded H-bridge evenly. 

When controlling a converter using a digital control system, it is convenient 

to use regularly sampled modulation schemes, such as digital implementations 

of carrier-based modulation, space-vector modulation or one-dimensional mod­

ulation. Asymmetrical regular sampling, where the reference is sampled twice 

per carrier period, produces less harmonic distortion than symmetrical mod­

ulation, where the reference is only updated once per carrier period. This 

observation is also relevant to the implementation of space-vector and one­

dimensional modulation. 
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Chapter 3 

Research Methods 

The remaining chapters of this thesis discuss various modulation techniques ap­

plied to the cascaded H-bridge converter under differing operating conditions. 

Each chapter contains some theoretical work that is supported by results from 

simulation and from an experimental converter constructed during the course 

of study. This chapter documents the structure of the simulation models and 

the construction of the experimental converter. Included in the discussion is 

the derivation of the control system, which is common to both the simulated 

and experimental converter, and the mathematical methods adopted to analyse 

results. 

3.1 Simulation Models 

Co~puter models of a seven-level, three-phase cascaded H-bridge converter 

have been developed using the Saber simulation package from Synopsis, which 

allows event-based simulation of the modulation algorithms to be combined 

with continuous simulation of the electrical parts of the circuit. The event­

based modulation code can be ported easily to the C programming language 

for later use in the experimental converter. 

Models have been developed in three configurations: 

• an inverting model with ideal d.c. links, 

• an inverting model with d.c. links supplied by single-phase rectifiers 'and 
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(a) 

2n 

(b) (c) 

Figure 3.1: (a) H-bridge with ideal switches (b) H-bridge with positive current 
) H-bridge with negative current 

• a closed-loop rectifying model. 

In each model, switching devices are modelled as ideal switches to allow sim­

ulations to run quickly as the commutation behaviour of the power-electronic 

switching devices is not the focus of this work. Figure 3.1a show an H-bridge 

in the negative switching state modelled with ideal switches. The ideal switches 

allow curr nt to flow in either direction , as do the IGBTs with anti-parallel 

diodes in Figures 3.1b and 3.1c. 

Open-Loop Models The simplest computer model is of a three-phase , seven­

I vel cascaded H-bridge converter operating as an inverter in open loop 

(Figure 3.2) . In the most ideal model, the H-bridge modul s contain 

ideal d.c. sources (Figure 3.3a) and in a second model , th H-bridges are 

supplied by single-phase bridge rectifiers (Figure 3.3c). The a.c. load is 

a three-phase resistor-inductor combination. 

The modulator block can be altered to produce gate signal for the 
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Figure 3.2: Schematic of open loop simulation model. 

switching devices using any modulation scheme. Capacitor voltage mea­

surements are available to the modulator block so that feed-forward mod­

ulation schemes can be investigated. 

Rectifying Model A rectifying model is investigated because its control re­

quires synchronization to the supply and includes some of the challenges 

relevant to grid-connected applications. The main structure of the rec­

tifier model is shown in Figure 3.4. The H-bridge modules each include 

a capacitor and resistor connected in parallel with no d.c. supply (Fig­

ure 3.3b). Hence, this arrangement can only consume and not deliver 

active power. The a.c. reference voltages (V!,b,c) are synchronized to a 

three-phase supply and control is implemented in the synchronous (d,q) 
frame using the control structure discussed in section 3.3. 

3.2 Experimental Converter 

The experimental converter (Figure 3.5) is a three-phase, seven-level cascaded 

H-bridge multi-level converter that can be configured to operate as an inverter 
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Figure 3.3: H-bridge modules using d.c. link comprising (a) an ideal voltage 
source, (b) a capacitor and load resistor and (c) a rectified a.c. voltage source 
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Figure 3.4: Schematic for closed loop simulation 

or active rectifier. In the inverting configuration (Figure 3.6a), each H-bridge 

module is supplied by its own isolating step-down transformer. In turn, the 

transformers are supplied by a three-phase, variable autcrtransformer which 

allows the converter to be started both simply and safely without any pre­

charge system by gradually increasing the supply voltage. 

In the rectifying configuration (Figure 3.6b) the transformers are discon­

nected from the d.c. links and the output from the autcrtransformer is attached 

to the a.c. side of the converter via a smoothing inductor. Resistive loads are 

attached to each d.c. link and the converter is operated in synchronism with 

the supply. 

3.2.1 H-bridge modules 

The H-bridge modules are of an existing design that is widely used for similar 

projects in the PEMC group at the University of Nottingham. A simplified 

block diagram of the basic functionality of the H-bridge driver for one H-bridge 

leg is shown in Figure 3.7. The module contains two such circuits to control 
both legs of the H-bridge. 
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Figure 3.5: Experimental converter 

One control input is required for each H-bridge leg as til(' complementary 

signal for the second switch in the leg is generated by the driver mod ule. In 

order to prevent both switches from being act ive at the same time, which would 

short-circuit the capacitor through the device and lead to their dcstruction , 

the on-sta te signal is delayed slightly in order to int roduce a brief dead-tune to 

allow one switch to turn off completely before activating the complC'lllentary 

swit ch. 

There is also an enable line that , when inact ive, turns off all the switches 

so each H-bridge appears as a diode rectifier from the a.c. side. 

3.2.2 Control Interface 

The experimental converter is controlled using a Texas Ins truments C6713 DSP 

Starter Kit (DSK) control board interfaced wi th two FPGA-basrcl daughter 

boards of a design used to control most of the power-converter proj('cts in 

the PEMC group at the University of Nottingham. Thr FI G boards are 

accessed via the external memory interface ( E~IIF ) of the D P and p('rform 
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Figure 3.6: Structure of experimental converter in (a) inverting and (b) recti­
fying configurations 
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Figure 3.7: Functions of H-bridge interface board for one leg 

several functions: 

• timing of the DSP interrupt signal at the start of each P\V~I period, 

• timing of the gate signals, 

• analogue to digital conversion of measurement signals and 

• tripping the converter if measurements fall outside a pre-defined range 
or if the nsp programme stops running. 

Each daughter card has ten fibre-optic outputs, ten analogue-to-digital in­

puts and a number of general purpose input/output ports. To provide sufficient 

gate signals and measurements for this converter, two daughter cards are in­

terfaced together. Measurements and gate signals are shared between the two 

cards as shown in Figure 3.8. 

At the start of each PWM period, the primary FPGA triggers an interrupt 

in the nsp. The nsp responds by calculating switching states and associated 

time intervals based on the appropriate control laws and the chosen modulation 

technique. The switching states are stored in a FIFO register in the primary 

FPGA and are applied for the correct duration during the next P\VM period 

(Figure 3.9). Note that this arrangement introduces a delay of one sampling 

period between the sampling and the control action, which must be accounted 

for in the design of controllers. 
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A trigger line is also available so that an oscilloscope can be triggered 

at the same time as control variables are recorded in the DSP memory for 

later analysis. This arrangement allows demanded switching functions to be 

closely compared to the converter output waveforms and allows the operation 

of control algorithms to be analysed and debugged. 

3.3 Modelling and Control 

Controllers have been designed to allow the converter to operate as a controlled 

rectifier in the configuration shown in Figure 3.4. The controllers, which have 

been used in simulation studies and with the experimental converter, were 

designed based on a mathematical model of the cascaded H-bridge converter, 

which is derived below. 

3.3.1 Mathematical Model of the Cascaded H-bridge 

A complete dynamic model of the cascaded H-bridge in the synchronously 

rotating (d, q) reference frame is given in [81]. The modelling process described 

in this section is based on [81] but is simplified to the level required to derive 

current and voltage controllers. 

Reference Frames 

Analysis of three-phase systems can be simplified by using the (a, {3) and (d, q) 
co-ordinate systems. The (~, {3) co-ordinate system allows balanced three­

phase systems to be expressed in terms of two variables instead of three and 

the (d, q) system allows sinusoidal, steady-state signals to be represented as 

constant values. The tracking of sinusoidal quantities and the analysis of the 

dynamics of a.c. systems is made easier by the d, q transformation [82]. 

The (a, {3) frame derives from the observation that three-phase quantities 

with no common-mode component lie, by definition, in the plane defined by 

(3.1). 

Ya + Yb + Yc = 0, (3.1) 
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b 13 

Figure 3.10: Alignment of (a, b, c), (a, (3) and (d, q) co-ordinate systems with 
respect to the supply-voltage vector it. 

where three-phase voltages or currents can be substituted in place of the place­

holder variable Ya,b,c' 
The a and 13 co-ordinate axes lie in this plane and the third co-ordinate 

axis, the "I axis, is perpendicular to the plane and represents the common­

mode component. The transformation from the (a, b, c) co-ordinate system to 

(a, (3, "I) is defined as follows. 

-1/2 

../3/2 
1/../2 

-1/2) (Ya) -../3/2 Yb 
1/../2 Yc 

(3.2) 

Under this convention, vectors representing balanced, three-phase voltages 

or currents have constant magnitude of ~ times the si~gle-phase peak and 

rotate in the plane at the supply frequency w. The "I, or common-mode, 

component of the vectors can be ignored because there is no path for common­

mode currents in the three-wire systems studied in this thesis. The remaining 

a and 13 components can then be represented in complex notation, in which 
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the transformation (3.2) is equivalent to (3.3) . 

. 211' .211' 
if = Ya + ybe'T + yce- JT , (3.3) 

where 

Yet = lR(jJ) and Y/3 = ~(Yl· 

Steady-state vectors have constant magnitude and rotate at the same fre­

quency on the (0, (3) plane so they appear constant when analysed in a ref­

erence frame rotating at the same frequency, known as the (d, q) reference 

frame. For grid-connected applications it is most useful if the d axis of the ro­

tating frame aligns with the supply voltage vector i1 (Figure 3.1O). Continuing 

with the complex notation the transformation of a vector from (0, {3) to (d, q) 
co-ordinates is as follows: 

(3.4) 

Because the (d, q) frame is used to construct dynamic models of systems, 

it is useful to consider the effect that the rotation of the reference frame has 

on differentiation. 

(3.5) 

The j in the second term of (3.5) causes the d and q components to be coupled. 

This term will appear in the derivation of the model of the cascaded H-bridge 

and will later be accounted for in the control system using feed-forward decou­

pling terms. 

Simplified Model of the CHB in the Rotating (d, q) Frame 

Under the assumption that the H-bridges are identical and have equal capacitor 

voltages, an N-cell cascaded H-bridge converter in rectifying configuration can 

be modelled by the simplified equivalent circuit shown in Figure 3.11, in which 
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· N is the number of bridges per phase, 

E is the mean capacitor voltage, 

Sx is the switching function of phase-x, which can take integer values between 

-N and N, and 

U x is the instantaneous supply voltage of phase-x. 

In this model, the d.c. sides of all the bridges are combined into a single 

d.c. circuit and the capacitor voltage, 3N E, is the sum of all the capacitor 

voltages in all of the cells of the converter. Notice that, apart from the 3N 

multiplier on the d.c.-link voltage, Figure 3.11 is of the form that might be 

used to model a three-phase, two-level inverter operating in synchronism with 

the supply [83]. By combining all the capacitor voltages into a single d.c. link 

and using the average of the capacitor voltages, E, as a gain acting on the a.c. 

switching functions, the effect of capacitor voltage ripple is neglected. Hence 

this model is suitable for designing controllers but not for studying the detailed 

behaviour of the circuit topology. 

Inspection of Figure 3.11 allows the simplified model to be expressed mathe­

matically. The following equation is derived from the d.c. side of the equivalent 

circuit: 

(3.6) 

For each phase x E {a, b, c}, the dynamics of the a.c. side are given by the 

following equation: 

dix 1 ( . ) 
dt = L U x - Esx - Rac'tx . (3.7) 

In the stationary (0', (3) reference frame, the equations for the a.c. side (3.7) 

become 
di 1 (.... E.... R Z) -=-u- s- 1, dt L ac 

(3.8) 

51 



R C 

DC Side 

AC Side 
Rae 

Rae 

Figure 3.11: Simplified equivalent-circuit model of N-ceU cascaded H-bridge in 
rectifying configuration 
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and, because the expression 

is the scalar product of the switching-function. vector and the current vector 

in (a, b, c) co-ordinates, the equation for the d.c. side is given by (3.9): 

(3.9) 

where (s. i) is the scalar product of the switching function vector and the 

current vector. 

The extra factor of ~ in the first term of (3.9) compared with (3.6) arises 

because the determinant of the transformation matrix in (3.2) is not unity: 

the scalar product in the (0,13) frame is ~ times the scalar product in the 

(a, b, c) frame. Notice that even after the a.c. quantities have been converted 

to vectors, the d.c. parts of the circuit remain as scalar quantities. 

After changing the reference frame from the stationary frame to the rotating 

(d, q) frame the a.c. equation (3.8) becomes 

(3.10) 

where the jw term is a cross-coupling term resulting from the rotation of the 

reference frame given in (3.5). On the d.c. side, the transformation to the 

rotating frame does not affect the scalar product; hence 

(3.11) 

3.3.2 Controller Design 

So far, the ~q term in the model has represented the discrete switching vector. 

To design controllers it more useful to use an averaged model, for which the av­

erage of the switching function over each sampling period, (Sdq) , is substituted 

in place of~. (~) is effectively the vector of the three-phase modulation 

index in the (d, q) frame and is a continuous vector. The simplified average 
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Figure 3.12: Simplified, averaged model of N-cell cascaded H-bridge in the 
rotating (d, q) reference frame 

model is represented by the (d, q) equivalent circuit shown in Figure 3.12. 

Operating Point 

This equivalent circuit model, despite being simplified, is non-linear because 

it contains products of states: E(sdq) on the a.c. side and (,Sdq) • ~ on the 

d.c. side. To apply classical control methods to the system the model must be 

linearized around a steady-state operating point, giving (3.12) 

~(~~) = .!.(~Udq - Eo~sdq - So~E) - (jw + RLac)~~ 
dt L 
d ( ) 2 (... 1\ -:' -:' 1\"') ~E - ~E = -- So' u'tdq + 'to . uSdq --
dt 9NC RG 
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where the subscript 0 represents an operating point and t1 represents a small 

deviation from that operating point. 

A suitable operating point can be derived by analysing the circuit shown in 

Figure 3.11 in steady-state operation. Analysing the equivalent circuit in this 

way, and also assuming that the converter should be controlled to give unity 

displacement power factor, gives the following equation for SdO. 

2 Ud Rac 9N 
SdO - SdO- + -- = 0 

Eo R 2 

The important parameters are therefore 

• the ratio of supply-voltage vector to d.c.-link voltage ~, 

• the number of H-bridge cells and 

• the ratio of resistances on the a.c. and d.c. sides of the circuit. 

The steady-state current can be calculated from the d.c. side of the circuit: 

. 9NE 
ZdO= --

2RsdO 

and SqO can be calculated to enforce zero q-axis current: 

LWidO 
sqO= ---. 

E 

For the purposes of designing controllers, two operating points are considered: 

one placing the converter under light load and one under heavy load. The 

component values, of which only the d.c.-side resistance is changed between 

the two conditions, are given in Table 3.1 alongside the steady-state operat­

ing conditions. The operating conditions are also represented as phasors in 

Figure 3.13. 

Current Controller 

In this work, the d and q components of the a.c. current are controlled inde­

pendently using PI controllers acting on the appropriate components of the 
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Light Load 
Component Values Operating Point 

R 57 n Eo 100 V 
C 1 mF 

.... 
300 V Uo 

L 11 mH 
.... 
io 3.52 A 

Rae 0.3 n .... 
2.99 - jO.12j So 

Heavy Load 
Component Values Operating Point 

R 10 n Eo 100 V 
C 1 mF .... 

300 V Uo 
mR 

.... 
L 11 io 20.4 A 
Rae 0.3 n So 2.94 - jO.71j 

Table 3.1: Component values and associated steady-state operating points. 
Vector quantities are scaled to show their peak a.c. value. 

Uao -Light Load E.o JULO VaO 
Eo 

Eo 

Scale 
I I I 
0 0.5 1 
Normalized Voltage 

Uao 

VLO 
Eo 

Eo 

Figure 3.13: Phasor representation of steady-state operating points 
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Figure 3.15: Current-control loop in the digital domain 

d, q reference vector 8*. Analysis of (3.12a) suggests the control structure in 

Figure 3.14 to control id using Sd as the control input [83]. The Ud and iq 

inputs are fed forward to compensate for the other terms in (3.12a); the term 

in E is not fed forward because E is controlled by an outer control loop op­

erating more slowly than the current-control loop. An analogous control loop 

can be derived for the iq component, although care must be taken to ensure 

the de-coupling terms use the correct polarity. 

The current controller is best designed in the digital domain because, as 

discussed in section 3.2.2, the outputs of the control system are delayed by one 

sampling period. This delay has a de-stabilizing effect that can be particularly 

significant at the low sampling frequency used for low frequency PWM. The 

delay can be accounted for during the design stage if the controller is designed 

in the digital domain. 

57 



It can be shown that the digitized transfer function of a inductor-resistor 

circuit, accounting for of a zero-order hold at the input [84], is given by the 

following equation: 

where 

Gi(z) is the plant transfer function, 

Rand L are the resistance and inductance respectively and 

T is the sampling period. 

The component values in Table 3.1 with a sampling frequency of 1500Hz give 

the following plant transfer function. 

( ) 
0.06 

Gi z = z _ 0.9820 (3.13) 

Figure 3.15 shows the current-control loop including a PI controller, the 

unit delay and the digitized plant. The system has three open-loop poles: 

• a pole at the origin due to the unit delay in the control system, 

• a pole at z = 0.9820 due to the digitized plant and 

• a pole at z = 1 due to the integration of the PI controller. 

The PI controller also includes a zero, which must be positioned as part of the 

design process. These open-loop poles and zeros are shown in Figure 3.16. 

Also shown in Figure 3.16 is the root locus when the zero of the PI controller 

has been placed at z = 0.85. The zero was placed heuristically to provide a 

good balance between closed-loop damping ratio and natural frequency. The 

gain, ki' of the current controller was set to produce a damping ratio close 

to 0.7. Any further increase in gain slows the response as the real pole in 

Figure 3.16 becomes dominant. 
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Pole 

0.63 
0.67±0.23j 

Damping Ratio 

1.0 
0.74 

Natural 
Frequency (Hz) 

109 
111 

Table 3.2: Z-domain poles of the current loop 

The final closed-loop poles, given in Table 3.2 and shown in Figure 3.16, 

are produced with the following controller parameters 

ki = 6.24, ai = -0.85, 
1 

1i = 1500' 

where ki and ai are parameters of the PI controller defined in Figure 3.15 and 

1i is the sampling interval of the current controller. 

Voltage Controller 

The mean capacitor voltage, E, is controlled using another PI controller which 

regulates the average capacitor voltage using the d component of the a.c. cur­

rent (Figure 3.17.) The continuous transfer function relating E and id is de­

rived from (3.12). 
E{s) 2so R 

Gv{s) = id(S) = 9N Res + 1 

To produce a slower controller, the voltage loop operates at a quarter of 

the sampling frequency of the current controller. The z-domain root locus of 

the voltage control loop, including the dynamics of the current-loop at the new 

sampling rate, is given in Figure 3.18 for both loading conditions. 

The parameters of the voltage controller have been selected in order to pro­

vide a good compromise between the system behaviour at the two operating 

conditions considered. The zero of the PI controller is positioned to cancel 

the plant pole under the more heavily loaded condition and the gain is set 

to provide good damping at the more lightly loaded condition. The expected 

closed-loop poles for each loading condition using the following controller pa-
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Figur 3.17: Voltage controller in the digital domain 
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Pole 

-0.173 
0.412 ± 0.457j 
0.810 ± 0.208j 

Light Load 
Damping 

Ratio 

0.49 
0.50 
0.58 

Heavy Load 

Pole Damping Ratio 

-0.1802 
0.376 ± 0.518 
0.766 
0.745 

1.0 
0.43 
1.0 
1.0 

Natural 
Frequency (Hz) 

214 
57 
18 

Natural 
Frequency (Hz) 

213 
62 
16 
18 

Table 3.3: Closed-loop poles of voltage control loop under light and heavy load 

rameters are given in Table 3.3. 

1 
kv =-, 

So 

Complete Controller 

0.766 
av =---, 

So 

A block diagram of the complete control scheme is shown in Figure 3.19. The 

diagram includes blocks to transform the measured signals into the (d, q) frame 

and the PI controllers for current and voltage control. The feed-forward terms 

that were introduced in Figure 3.14 are also included for both the d and q 

current loops. 

To verify the control design, the responses of a linear averaged model, a 

switching model and the experimental converter to a 20% step-change in d.c. 

voltage demand are shown in Figure 3.20. In each case the systems begin 

at the steady-state operating conditions given in Table 3.1. Note that the 

current requirement of the heavily loaded condition is greater than the rating 

of the experimental converter so the d.c. voltage and the supply voltage have 
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Figur 3.1 : Z-Domain root locus for design of voltage controller (a) with low 
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Figure 3.19: Control scheme in d-q frame. 

been down-rated by 50% for the experimental test. The results are therefore 

presented in the per-unit system so that the responses can be compared. The 

bases of the p.u. system are the capacitor voltage at the initial operating point 

and the current drawn at that operating point with a 57n load on each d.c. 

link. 

In Figure 3.20, the response of the highly loaded condition, R = lOn, is 

shown to be slower in practice than design. The difference is likely to be 

because the speed of response at the highly loaded condition relies on the zero 

of the controller cancelling the plant pole (Figure 3.18). It is likely that the 

plant pole does not cancel exactly in the experimental converter, introducing 

a slow, dominant pole. Nevertheless, the response time is acceptable and there 

is no overshoot. 

At the lower loading condition, R = 57n, the responses of the linear model 

and the switching model agree. The response of the experimental converter 

is more damped than the models, which is likely to be because the models 

do not include properties of the switching devices, such as the voltage drop 

across the conducting devices. It is possible to produce a better correspondence 

between the model behaviour and the actual system behaviour, and even to 

design better controllers, by developing a more detailed model. However, the 

63 



1.5 r"""'::'L"":'"in-e-a"T"r -:-M-:-o~d:-el:-rR-=-=--:-1-:-00r::-----' 
F,..* 

;:i 
~ 0.5 L...-_---L __ ~ __ ...I.-_---I 

~ 1.5 ~~~----.-~~-.,...~-., 
~ Switcliing k10del R = IOn 

~ * 
~ 1 ~-~~~~~~~~~~ 
~ 

.~ 

§' o 0.5 1-----'-----''----'-----' 

ExperIment = lOn 
§ 1.5 r-::::'--r----...--~-_., 
CI> 

~ 

1 E 
id,id 

0.5 

Linear Model R = 570 
R* -------
LJ -...; I .... 

1--__ -1l.i 'E 

;". /id,i;' ____ A------------_--__ _ 

10 

5 

~_~~ _ ___L __ ~ __ ~ 0 ~ 

Switcliing Model R = 57n 
;:i 
ci 

'-" 
P.! -----

10 1 
5 8 .. ,Ad, i;' 

-.:;;..,----l 0 ~ 

Experiment R = 57n 
~ 

R* 
LJ Ij'E 10 

"Ad,id 
5 

0 
o 50 100 150 2000 50 100 150 200 

Time (ms) Time (ms) 

Figure 3.20: Response of linear averaged model, a switching model and the 
experimental converter to step-changes in d.c. voltage demand under two dif­
ferent loading conditions. 
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(a) 

~ 
(b) 

Figure 3.21: PLL Structures showing (a) (d, q) calculations and (b) linearized 
for small errors in fJ 

experimental studies in this thesis investigate the harmonics produced by the 

modulation in steady-state. The dynamic performance is a secondary consid­

eration so the controllers do not require further optimization for this work. 

3.3.3 Synchronization to the Supply 

Closed-loop control of a grid-connected inverter or rectifier requires accurate 

synchronization to the grid frequency. In the (d, q) control scheme depicted in 

Figure 3.19, the co-ordinate transformations require an input of fJ, the angle of 

the supply-voltage vector. Many synchronization methods have been published 

for single- and three-phase systems [85]. The method used in this work is a 

three-phase, phase-locked loop (PLL) operating in the (d, q) reference frame 

[86], which works on similar principles to the rest of the control system. The 

PLL (Figure 3.21a) functions by adjusting the (d, q) transformation angle to 

force the q component of the supply voltage to zero so that the transformation 

is aligned with the supply-voltage vector as in Figure 3.10. 
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With reference to (3.4), which gives the transformation between the (o:,{3) 
and the (d, q) reference frames, the q component of the supply voltage is related 

to the angle error, 0, as follows: 

where 

U q = -uasin(O*) + u~cos(O·) 
= -lui cos(O) sin(O*) + lUI sin(O) cos(O*) 

= lui sin(O - 0*) 

= lui sin( 0), 

o is the angle of the supply-voltage vector in the stationary reference frame 

shown in Figure 3.10, 

0* is the angle used in the transformation and 

o is the error in the angle used for the transformation. 

Hence, for small angle errors 

The (d, q) transformation block in Figure 3.21a can then be replaced by a sum­

ming junction and a gain, giving a linearized model of the PLL (Figure 3.21b), 

which can be used to design the parameters of the PI controller used in the 

PLL. The continuous root locus of the linearized system with controller pa­

rameters k = 296 and a = 222 is shown in Figure 3.22. This produces a system 

with a natural frequency of 40Hz and a damping ratio of 0.7. The bandwidth is 

deliberately low to prevent the PLL from tracking harmonics in the lab supply. 

Unusually for a control system, both the PI controller and the integrator 

plant must be implemented digitally as there is no real plant in the system. 

The integrator and PI controller can be implemented using a single difference 

equation but it is convenient to keep the roles of integrator and controller 

separate. Doing so allows both the angular frequency, w, and the angle, 0, to 

be extracted from the PLL. 
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Figure 3.22: Continuous root locus of PLL system, with controller parameters 
k = 296 and a = 222 

The PI controller can be discretized using the backward differential method 

[87], which gives the following z-domain transfer function and difference equa­

tion with a sampling frequency of 1500Hz. 

Gc{z) = 296z - 252 
z-l 

Wk = Wk-l + 296Bk - 252Bk-l 

In the difference equation 

w is the calculated angular frequency, 

() is the error in transformation angle 

(3.14) 

(3.15) 

and the subscripts k and k - 1 indicate values calculated during the present 

and previous sampling intervals respectively. 

The integration can be performed numerically using the following difference 

equation: 

The output of the integration is an estimate of the supply angle at the next 
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Figure 3.23: Synchronization of PLL to lab supply 

sampling instant, which is useful in light of the delay of one sampling period 

introduced by the control architecture used in the experimental converter (see 

section 3.2.2.) 

At each sampling instant, the control laws are calculated with (d, q) vari­

ables derived using the supply angle at that instant, Ok. The output of these 

control laws is another vector in the (d, q) domain, which must be returned 

to the stationary frame before being applied to the converter. The delay of 

one sampling period between the vectors being calculated and applied to the 

converter introduces an error if Ok is used to transform back to the stationary 

frame because the supply angle will have moved on to Ok+l by the time the 

vectors are applied. This error can be avoided by using Ok to convert variables 

into the rotating frame and then converting the demanded voltage vector back 

to the stationary frame using using Ok+l, which is naturally produced by the 

PLL algorithm. 

Figure 3.23 shows the behaviour of the PLL as it synchronizes to the lab 

supply. 
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3.4 Methods for Spectral Analysis of Results 

Good quality frequency spectra are required in order to analyse and compare 

PWM methods. Depending on the type of signal being analysed, one of two 

methods is applied in this thesis to generate frequency spectra. Data samples 

obtained from a digital-storage oscilloscope are spaced equally in time so are 

suited to the discrete Fourier transform. Care must be taken over the duration 

of data analysed to avoid spectral leakage, as discussed in section 3.4.1. 

It is also useful to analyse the spectra of the demanded switching func­

tions. These signals consist of sequences of switching states applied for known 

durations and are not sampled at regular intervals. An alternative method, 

described in section 3.4.2, is applied to these signals. 

3.4.1 Synchronized DFT 

To avoid spectral leakage and to aid in the comparison of results, signals anal­

ysed using the discrete Fourier transform (DFT) must contain as close as is 

possible to a whole number of fundamental cycles. 

The following procedure is used throughout this work to analyse the fre­

quency spectra of experimental results: 

1. The oscilloscope is set to a fixed sampling interval for a duration of O.ls: 

approximately five fundamental cycles. 

2. The supply frequency is calculated by the PLL algorithm while the rig 

operates and the time taken to complete four cycles is subsequently ex­

tracted from the DSP's memory. 

3. The oscilloscope trace is truncated to this duration so that the remaining 

data contains four complete cycles. Four cycles has been chosen because 

if the supply is operating just below the nominal 50Hz the complete fifth 

cycle will not be available in the O.ls oscilloscope trace. 

As an example, Figure 3.24 shows two spectra obtained from the same 

data set when, according to the PLL calculations, the supply was operating 
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Figure 3.24: Spectrum produced using synchronized and unsynchronized OFT 

at 50. 15Hz. The first example, which was calculated using the entire oscillo­

scope trace, exhibits leakage in the spectrum as individual peaks are spread 

between neighbouring harmonics and sub-harmonics. The leakage around the 

fundamental component is of particular concern as it is important to identify 

which low frequency harmonics really exist. The extent of the spectral leakage 

depends on the exact supply frequency at the time that the results were taken, 

making it difficult to compare results. The peaks of the second spectrum in 

Figure 3.24, which was calculated from the truncated oscilloscope trace, are 

less spread out and tend to have greater amplitudes, more clearly representing 

the properties of the analysed waveform and making it possible to compare 

results taken at different times. 

3.4.2 Multiple pulses 

As well as analysing output voltage waveforms, it is useful to analyse the 

spectrum of the switching functions demanded by the modulator. When the 

switching states and corresponding time-periods are scheduled in the FPGA's 

FIFO register they can be stored for later analysis in the memory of the OSP. 

The stored data include lists of switching states and time periods, which are not 
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Figure 3.25: One cycle of an arbitrary periodic signal comprising multiple 
constant pulses. 

regularly sampled so are not well suited to analysis using the discrete Fourier 

transform. Instead, an alternative method is applied, known as the method 

of multiple pulses [88], [89]. The derivation of this method, which is very 

similar to the description of PWM required to set up the selective harmonic 

elimination problem, is given below. 

One cycle of a periodic signal consisting of M constant pulses is shown in 

Figure 3.25. The Fourier coefficients of the signal can be constructed based 

on the superposition of the Fourier series of each pulse. Hence, using the 

conventional notation 

00 

1(0) = ~o + L [an cos(nO) + bn sin (nO)] . 
n=1 

The Fourier coefficients of a periodic waveform with M switching edges per 

cycle are given by 

1 M (Om 

an = -:; L lo. Vm cos(nO)dO 
m=l 8m -l 

M 

= .!. L Vm [sin(nOm ) - sin(nOm_l)] 
7r m=l n 

(3.16) 
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Figure 3.26: Single-phase switching function and its spectrum calculated using 
the multiple pulses method 

and 

1 M fOm 

bn = ;;: L 10 Vrn sin(nO)dO 
rn=l Om-l 

M 

= .!. L Vrn [cos(nOrn_d - cos(nOrn )]. 
7r m=l n 

(3.17) 

These summations are easily calculated for signals with a moderate switching 

frequency. 

By way of example, consider the switching function shown in Figure 3.26. 

This is a switching function for two cycles extracted from the memory of the 

DSP. The function is defined in terms of a starting value, an ending value and 

the location of 80 switching edges in between. The spectrum up to the 50th 

harmonic, calculated using the multiple pulses method, is also shown. 

To apply a discrete Fourier transformation to the switching function, the 

data must be re-sampled into a form giving the value of the function at fixed 

time intervals. To avoid losing resolution of the position of the switching edges, 

the re-sampled time step must be equal to the resolution of the signal used 
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to generate the pulses: in this case lOOns, corresponding to a lOMHz clock 

signal controlling the timers in the FPGA. Hence, the re-sampled function 

would consist of 400, 000 data points representing a function which is already 

precisely defined with only 80 points. 

3.5 Summary 

This chapter has discussed a range of techniques which are employed through­

out this thesis, including the structure of simulations, the operation of the 

experimental converter, design of controllers and means to analyse results. 

Key points from the chapter are summarized below. 

• The simulation studies and the experimental work are concerned with a 

three-phase cascaded H-bridge converter containing three cells per phase. 

• The computer models and the experimental converter can be configured 

to operate in open loop as an inverter or in closed-loop as a controlled 

rectifier. 

• In addition, the simulated converter can operate with ideal and constant 

d.c.-link voltages. 

• A control system has been developed for the rectifying mode based on a 

model of the converter in the (d, q) reference frame. 

• A PLL has been designed allowing the modulation to be synchronized to 

the supply voltage. 

• Methods have been described allowing the frequency spectra of switching 

waveforms to be determined whilst minimizing the effects of spectral 

leakage. 
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Chapter 4 

Space-Vector Modulation with 

Ideal d.c. Voltage Sources 

Space-vector modulation is normally implemented under two key assumptions: 

that the d.c. voltage sources are constant and equal [63], [65] and that the 

modulation sampling rate is very rapid [90]. In this chapter, the assumption 

of ideal voltage sources is maintained but the sampling frequency is reduced as 

far as is possible whilst still performing continuous space-vector modulation. 

Section 4.1 contains a detailed description of the basic space-vector mod­

ulation algorithms adopted in this work. Although the algorithms are largly 

unchanged from existing literature, the wide variety of published modifica­

tions to space-vector modulation (for example [56], [65], [67], [91], [92]) make 

it essential to precisely define the implementation used. 

Once the basic algorithm is defined, section 4.2 discusses the requirements 

of grid-connected applications. Specifically, the requirements for synchronous 

modulation and for low switching frequencies are considered. In light of these 

requirements, the basic space-vector algorithm is altered in order to precisely 

define the choice of states when consecutive samples are not close together in 

the space-vector diagram. 

The behaviour of the space-vector modulation algorithm is studied in sec­

tion 4.4 for a seven-level cascaded H-bridge across a range of modulation index. 

At the low sampling rate chosen, the timing of the sampling process is shown 
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to influence the distortion of the line voltages so a new method is presented to 

adjust the sampling instants to avoid operating conditions that produce high 

distortion. The methods are verified experimentally in Section 4.5. 

4.1 Fundamentals of Space-Vector Modulation 

4.1.1 Definition of Space-Vectors 

A space vector is the encapsulation of a three-phase quantity into a single vec­

tor in the (0, (3) co-ordinate space. The representation of three-phase quanti­

ties in the (0, (3) plane was described in relation to modelling of the cascaded 

H-bridge in section 3.3.1. For clarity, the transformation from (a, b, c) co-

ordinates to (0, (3) co-ordinates is repeated here for the arbitrary three-phase 

quantity y. 
.271' .271' 

Y = Yo + jYf3 = Ya + Ybe!T + yce- JT (4.1) 

Under this convention 

• the positive ° axis is aligned with the positive a axis, 

• balanced, sinusoidal three-phase quantities in sequence (a, b, c) produce 

vectors of constant magnitUde rotating anti-clockwise and 

• the magnitude of the rotating vector representing a steady-state three­

phase quantity is ~ times the peak magnitude of the phase quantity. 

4.1.2 Switching-States as Space-Vectors 

If the switching states of a multi-level converter are plotted on the (0, (3) 

plane using (4.1), the states form a hexagon made up of discrete points at the 

corners of many smaller triangles. These discrete points, shown for a seven­

level converter in Figure 4.1, are known as switching vectors and, in this work, 

are denoted by the symbol s. If all the valid switching states are considered, 

including the redundant zero-states of each cell, a three-phase cascaded H­

bridge with N cells per phase can produce (12N2 + 6N + 1) switching vectors 
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using 26N switching states. In the case of a seven-level converter, N = 3 giving 

127 switching vectors and 262,144 switching states. 

As there are more switching states than switching vectors, some states 

produce the same switching vector and are said to be redundant. For the 

cascaded H-bridge, there are two effects that contribute to the redundancy of 

states. Firstly, in a single-phase leg there are more states (22N) than there are 

levels (2N + 1). For instance, a leg with three cells can produce the level 2 in 

six different ways, shown in Table 4.1. 

The second form of redundancy is redundancy of the line voltages. Com­

binations of three-phase states that differ only by their common-mode compo­

nents produce the same vector on the space-vector diagram. The redundant 

states caused by this second effect are shown in Figure 4.2 for the first sector 

of a seven-level converter. In this chapter only the line voltage redundancy is 

considered so the state of each phase leg is denoted by the output level without 

consideration of which state is used to produce that level. The redundancy 

internal to each phase leg remains as an extra degree of freedom to be exploited 

in Chapter 5. 

4.1.3 Modulation Index 

There are several definitions of modulation index applicable to the space-vector 

modulation of multi-level converters. All are the ratio of the reference ampli­

tude to a datum but that datum varies between one of the following: 

• the total capacitor voltage; 

• the capacitor voltage of a single cell; 

Switching States 

(0,0)(0,1)(0,1) (1,1)(0,1)(0,1) 
(0,1)(0,0)(0,1) (0,1)(1,1)(0,1) 
(0,1)(0,1)(0,0) (0,1)(0,1)(1,1) 

Table 4.1: Switching states of a 3-cell phase leg that produce the output level 
2 - Each pair of states represents the state of the upper switches of a single 
cell 
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Description 

Max. possible 

Max. linear region 

Max. carrier modulation 

Modulation Index 
N-Cell 3-Cell 

4N 3.8197 ,.. 
2N 
73 
N 

3.4641 

3 

Table 4.2: Modulation index boundaries for N-cell and 3-cell converters 

• the extent of the linear region of space-vector modulation, that is the 

maximum radius of a circle that can be traced within the space-vector 

diagram; or 

• the maximum possible output of the converter achieved when the con­

verter output steps between the corners of the space-vector diagram. 

In this thesis the modulation index, s, is the ratio of the amplitude of the 

phase-voltage reference and the nominal cell capacitor voltage. Under this 

convention the amplitude of the phase voltage is the product of the modu­

lation index and the capacitor voltage. Figure 4.3 shows the possible range 

of modulation index for an N-cell converter: carrier-based modulation with 

sinusoidal reference can achieve a maximum modulation index of N, where N 

is the number of cells in the converter; space-vector modulation can produce 

output linearly up to a modulation index of ~N and the maximum possible 

output modulation index is ~N, which is produced when the converter oper­

ates in six-step mode. These limits are expressed numerically for a three-cell 

converter in Table 4.2. 

4.1.4 Modulation Process 

The fundamental task of space-vector modulation is to use switching vectors 

to approximate samples of a rotating reference voltage-vector, such as the 

reference vector V* shown in Figure 4.1. Discrete switching vectors are applied 

for time periods obeying (4.2) such that the average voltage vector during a 
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sampling period is equal to the sample of the continuous reference vector. 

{4.2} 

In (4.2) 

Sn is the nth switching vector applied during the sampling period, 

dn is the proportion of the sampling period for which Sn is applied and 

Ts is the sampling period. 

The space-vector modulator must perform three operations: 

1. Select the vectors to apply. 

2. Calculate the durations for which the vectors should be applied. 

3. Select the redundant states used to produce the chosen vectors and the 

sequence in which they should be applied. 

The optimization of these choices to minimize harmonic distortion of the 

synthesized voltage waveforms, whilst simultaneously minimizing the number 

of commutations produced at a given sampling frequency, has been the focus 

of research [56]. It is now conventional for a reference vector to be synthesized 

using the nearest three vectors in such a way that each phase leg commutates 

once for each sequence [54]. This is known as continuous modulation. An 

example of continuous modulation is shown in Figure 4.4 for two consecutive 

samples of the reference vector. To synthesize Vi in the figure, the selected vec­

tor steps around the vertices of the triangle starting from the state (2, -2, -3) 
and ending on the state (3, -1, -2), which is a different redundant state of the 

first vector. The following sequence, which synthesizes the vector V;, follows 

the same sequence in reverse with re-calculated duty cycles, ending on state 

(2, -2, -3). Re-calculating the time-periods between the forward and reverse 

sequences improves the cancellation of harmonics in a similar manner as the 

asymmetrical sampling of carrier-based modulation discussed in Chapter 2. 
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For further reduction in distortion, the time period for the first and last 

vector in each sequence is split evenly between the two redundant states [56], 

[64]. For example, in Figure 4.4 the vector 81 is applied for the same period as 

54 and 85 is applied for the same time period as 88. 

4.1.5 Identifying the Nearest Three Vectors 

Identifying the nearest three switching vectors using the (0:,{3) co-ordinate 

system is not straightforward because the available vectors have irrational co­

ordinates, as shown for a single example in Figure 4.1. An alternative co­

ordinate system was presented in [63], which simplifies the process by giving 

the switching vectors integral co-ordinates. To achieve this, two axes 60° apart, 

denoted 9 and h, are used and the output is normalized with respect to the 

d.c. voltage (Figure 4.5). Nearby vectors can be easily identified in this (g, h) 
co-ordinate system using simple rounding operations on the co-ordinates of the 

reference vector. The rounding operators are defined as follows: 

LxJ = floor{x) 

rxl = ceil(x) 

frac(x) = x - LxJ. 

The transformation from the (0:, {3) to the (g, h) co-ordinate systems can be 

derived with reference to Figure 4.6. The reference vector, V*, is resolved into 

two components, V; and iih, parallel to the 9 and h axes respectively. From 

Figure 4.6 

• • fJ 1 
(

v. ) v -- v ---
9 - E a tanj 

1 ( v.) = E v~- ~ (4.3) 

It is also useful to convert directly from a reference expressed in terms of 
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natural (a, b, c) values, in which case substituting (4.1) into (4.3) gives 

1 ( ) Vab 
Vg = E Va - Vb = E' (4.4) 

This result is particularly useful as it shows that the (g, h) representation of 

the reference vector is simply a normalized version of two of the line-voltage 

components and is therefore a natural co-ordinate system for three-phase sys­

tems. 

As the switching states of the converter occur at the lattice points of the 

(g, h) co-ordinate system, the nearest four switching vectors, Sil, Siu, suu and 

~z, can be identified easily by rounding the reference co-ordinates, as depicted 

in Figure 4.7. The vectors Stu and SuI are always two of the nearest three 

vectors and the third vector, that is the closest of Sil and suu, can be identified 

from the following equation: 

if frac(vh) < 1 - frac(v;), 

otherwise. 
(4.5) 

The duty cycle is easily calculated using the fractional parts of the co-ordinates. 
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{ frac{v;) if S3 = Si, 
(4.6a) dul = 

1 - frac{vh) if 83 = Buu 

{ frac{v') if S3 = Si, 
(4.6b) diu = 

1 -:- frac( v;) if 83 = Buu 

d3 = 1 - dul - diu (4.6c) 

Where dul , diu and d3 are the proportions of the sampling period for which 

Bul, Siu and S3 should be applied. 

4.1.6 Choice of Redundant States 

As well as the three commutations around the vertices of a triangle during the 

switching cycles, extra commutations are required as the reference moves from 

one triangle to the next. Minimizing the number of these commutations across 

the entire range of modulation depth constrains the choice of redundant states 

to only include those highlighted in Figure 4.2 or their equivalents in the other 

sectors [56]. 

To identify which vectors are used, it is useful to introduce the concept of 

the mean state of a vector, which is the arithmetic mean of all the redundant 

states that produce a given vector. The mean state of the switching vector 8 

is defined as follows: 

n 

LSar 
r=l 

G:) 
- 1 

n 

S(S) =- LSbr -n r=l 
n 

LScr 

(4.7) 

r=l 

where 

8 is a given switching vector, 
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n is the number of redundant states that produce that vector and 

Sxr is the phase-x component of the rth state. 

For vectors with an odd number of redundant states, the mean state is 

a valid switching state as all the components are integers. For example, Fig­

ure 4.2 shows that the switching vector with (g, h) co-ordinates (3, 1) has three 

redundant states: 

(1, -2, -3) (2, -1, -2) (3,0, -1). 

The mean state in this case is (2, -1, -2), which is a valid switching state of 

the converter. However, the switching vector with (g, h) co-ordinates (2,1) has 

four redundant states: 

(0, -2, -3) (1, -1, -2) (2,0, -1) (3,1,0) 

The mean state in this case is (1.5, -0.5, -1.5), which is not a valid switching 

state. Hence, the lower state S,(S) and the upper state Su(S) are defined as 

the states obtained from rounding the mean state downwards and upwards 

respectively. In the example given above, S, = (1, -1, -2) and Su = (2,0, -1). 

Figure 4.2 shows that vectors with an odd number of redundant states 

are produced using only the mean state and vectors with an even number 

of redundant states are produced using both the lower and upper redundant 

states either side of the mean state [56]. Restricting the choice of states to 

this subset allows modulation across the full range of modulation index with 

the minimum number of additional commutations to step between triangles. 

The selection of switching states is also made simpler as many states are not 

considered. 

To select switching states for an N-cell converter, it is useful to be able 

to determine the mean switching state of a vector directly from the (g, h) co­

ordinates of that vector. The mean states of all the vectors in the first sector 

of the space vector diagram are shown in Figure 4.8. Inspection of Figure 4.8 

allows (4.8) to be derived, which gives the mapping from (g, h) co-ordinates to 
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Figure 4.8: Mean states in the first sector 

mean states in the first sector. 
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Sc -1 -1 

(4.8) 

Similar mappings can be derived for the other sectors but it is not necessary 

because, as will be discussed in section 4.1.8, the modulation is implemented by 

mapping reference vectors into an equivalent first sector in which (4.8) applies. 

4.1.7 Switching Sequences 

Once the vectors have been identified the order in which they should be applied 

remains to be decided. The options depend on the redundant states of the 

nearest three vectors. In Figure 4.9, which shows two adjacent triangles from 

the space-vector diagram, triangle A includes one vector with an even number 

of redundant states and triangle B includes two. 
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Figure 4.9: Switching sequences for two triangles. Arrows depict state changes 
that can be made by a single commutation. 

Because many switching states have already been eliminated, triangles in­

corporating only one vector of even redundancy (such as triangle A) offer only 

one sequence of vectors in which each phase commutates once. In the specific 

example of triangle A, this sequence is 

(2, -2, -3) ++ (3, -2, -3) ++ (3, -1, -3) ++ (3, -1, -2). 

In general, the sequence for such triangles is 

(4.9) 

where S is the mean state defined in (4.7) and Sl and Su are the states obtained 

when S is rounded downwards and upwards respectively. 

Triangles incorporating two vectors of even redundancy offer two possible 

sequences, depending on which of those two vectors is used as the starting 

vector. For triangle B of Figure 4.9, these sequences are 

(2, -2, -3) ++ (2, -1, -3) ++ (3, -1, -3) ++ (3, -1, -2) 

and 

(2, -1, -3) ++ (3, -1, -3) ++ (3, -1, -2) ++ (3,0, -2). 
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In general, for all triangles containing two vectors of even redundancy the 

permitted sequences are 

(4.10) 

where the starting vector is Sui, and 

(4.11) 

where the starting vector is Szu. 

For triangles with an even number of vectors there is a choice of starting 

vector and it is conventional to start from the vector nearest to the reference 

sample [56]. A commutation occurs at the sampling instant when changing 

between starting vectors. 

4.1.8 First-Sector Equivalence 

The algorithm described so far applies equally across all of the space vector 

diagram. However, the relationship between a vector and its mean switch­

ing state, 8(8), which is fundamental to the choice of switching states, varies 

between the six sectors. The implementation can be simplified by transform­

ing the reference co-ordinates into first-sector-equivalent co-ordinates so that 

the relationship for the first sector can be used throughout. This is achieved 

most simply by swapping the phase voltages according to Table 4.3 before 

transforming into (g, h) co-ordinates. The mapping of Table 4.3 produces the 

first-sector-equivalent axes of Figure 4.10 and causes the equivalent reference 

to appear to move back and forth within the first sector. Other transforma­

tions can be applied [65], [93] to move the reference to the first sector, but the 

chosen method has the advantage that the forward and reverse transformation 

are applied simply by swapping over the representation of the phases without 

performing any explicit calculation. 
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Equivalent Phase 
Sector al b1 Cl 

I a b C 

II b a C 

III b C a 
IV c b a 
V c a b 
VI a C b 

Table 4.3: Phase translations to produce co-ordinates equivalent to the first 
sector 

Figure 4.10: First-sector equivalent co-ordinate axes. 
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4.1.9 Complete Algorithm 

The complete algorithm for space-vector modulation, including all the points 

discussed, is summarized in the flow chart of Figure 4.11. For ease of reference, 

the blocks of the flow chart refer to the relevant equations from this section. 

4.2 Modulation for Grid-Connected Applica­

tions 

The modulation of grid-connected power converters must be designed to com­

promise between two, largely conflicting, considerations: 

• low switching frequency to reduce losses and 

• high quality voltage and current waveforms capable of meeting the strict 

requirements of grid codes and standards. 

Multi-level converters inherently help with this compromise but higher switch­

ing frequencies still produce higher losses. Hence it is useful to study the 

behaviour of modulation schemes at low switching frequencies. 

4.2.1 Sequence Reversal 

A common rule applied to space-vector modulation for multi-level converters 

is that once one of the switching sequences of (4.9) to (4.11) has been applied, 

that same sequence should immediately be applied in the reverse order [54], 

[56]. This rule is commonly applied in a way that is analogous to symmetric 

sampled modulation: by calculating the dwell times for the forward and reverse 

sequence using the same sample of the reference vector [53], [65], [67], [94]. If 

the reference vector is sampled again after the first sequence, as discussed in 

section 4.1.4, the resulting modulation is analogous to asymmetric regularly­

sampled modulation, which is known to produce better harmonic cancellation 

than symmetrical regularly-sampled modulation [54]. 

If the reference sample is updated after the first sequence is applied, it is 

only appropriate to repeat the same sequence in reverse if both samples occupy 
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Eqn (4.6) 

Type A Triangle 
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Figure 4.11: Flow-chart of Space Vector Modulation. 
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Figure 4.12: Asymmetrically sampled carrier modulation showing the reference 
moving between levels 

the same triangle, as is the case for the example shown in Figure 4.4. At high 

sampling frequencies consecutive samples are close together in the space vector 

diagram and often do occupy the same triangle; at low switching frequencies 

the samples are further apart so such a special case is rare. An explicit rule is 

therefore needed to define the choice of switching states when adjacent samples 

do not occupy the same triangle. 

To determine the appropriate rule, consider the behaviour of asymmetric 

regularly sampled level-shifted carrier modulation when the reference moves 

between levels. In Figure 4.12 the sampled reference signal moves between 

levels in consecutive sampling periods and the resulting switching edges can 

be categorized in two ways. Edges labelled A, C, E and G are produced when 

the horizontal segments of the sampled waveform intersect a carrier wave. It 

is the positions of these edges that are modulated in order for the converter 

to produce the correct averaged output. The remaining edges (B, D and F) 
all occur at sampling instants and are produced when the act of sampling 

causes a carrier to be crossed. The commutations at the sampling instants 

are analogous to the commutations required to move between triangles in the 
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space-vector diagram. 

An important observation is that modulated edges in consecutive sampling 

intervals are always of opposite polarity, irrespective of any additional commu­

tations at the intervening sampling instant. For example, edge A is a rising 

edge and edge C is a falling edge, despite the presence of edge B between them. 

The appropriate behaviour for space-vector modulation is therefore to ensure 

that the sequence of vectors in consecutive sampling intervals produce alter­

nating rising and falling edges, irrespective of the additional commutations 

required to move to a new triangle. 

The sequences of switching vectors (4.9) to (4.11) all begin on the lower 

redundant state of their respective starting vector, produce positive edges on 

each of the phase voltages and end on the upper redundant state of the starting 

vector. Negative edges are produced when any of the sequences are applied 

in the reverse order. Therefore, in order to produce alternating falling and 

rising edges, whilst also accounting for the possibility that consecutive samples 

do not occupy the same triangle, the modulator must adopt the following 

procedure. First, the appropriate sequence of vectors should be chosen based 

on the location of the sample in the space-vector diagram, entirely independent 

of the previous sequence. Then, the order in which the chosen sequences are 

applied must alternate from one sample to the next. The effect is that if one 

sequence ends on the upper redundant state of its starting vector, the next 

sequence begins on the upper redundant state of its starting vector, even if the 

starting vector has changed. In the special case where two samples do occupy 

the same triangle, the second sequence will, indeed, be the reverse of the first. 

As an example, consider the two vectors marked by x in Figure 4.13a, which 

could be synthesized using the sequences depicted, starting from. and ending 

at o. The path around the first triangle produces a rising edge on each phase 

(Figure 4.13b) and the path around the second triangle produces falling edges. 

There is another commutation in phase b, indicated by the dotted arrow on 

the space-vector diagram, caused by the movement to the new starting vector. 

This transition occurs at the sampling instant because the final vector of the 

first sequence is not a vertex of the second triangle. 
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time domain 
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4.2.2 Synchronization and Symmetry 

The frequency spectra of pulse-width modulated waveforms comprise groups 

of side-band harmonics clustered around harmonics of the carrier frequency, 

or equivalent carrier frequency. The harmonic currents and voltages produced 

by grid-connected power converters are subject to strict regulations. Relevant 

standards include 

• IEEE 519-1992 [95], 

• IEC 61000-3-6 [96], 

• ENA Engineering Recommendation G5/4-1 [97] and 

• lEe 61000-4-7 [98]. 

The first two standards cover the limits of harmonic interference that can be 

tolerated in electrical networks. The third, G5/4-1, is a UK specific document 

based on lEe 61000-3-6. The measurement of harmonics is discussed in IEC 

61000-4-7, which is the basis for measurements used to interpret lEe 61000-

3-6 and G5/4-1. Future revisions of IEEE 519 are likely to adopt the same 

measurement standard [99]. 

Categories of harmonics that are particularly heavily regulated are even 

harmonics, harmonics whose order is a multiple of three and inter-harmonics, 

which are components at frequencies that are not exact multiples of the supply 

frequency. At high frequencies, inter-harmonics are not subject to any greater 

restriction than harmonics because the measurement system of [98] groups 

together harmonics and nearby inter-harmonics. Inter-harmonics close to the 

supply frequency are heavily restricted, however, because of their influence on 

flicker in lighting systems [96]. 

All these particularly restricted harmonics can be eliminated if the modu­

lated waveform exhibits the following properties: 

Periodicity 

n E {a,b,c} 
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Inter harmonics are eliminated if the modulation process is synchronized 

to the supply so that the sampling frequency is a multiple of the supply 

frequency. As it is only low frequency inter-harmonics that are of con­

cern, the modulation need not be synchronized if the switching frequency 

is sufficiently high [60j. As the equivalent carrier frequency is reduced 

non-integer side-bands begin to encroach towards, and even below, the 

fundamental frequency. 

An important consideration when deciding if synchronized modulation 

is required is the rate at which the magnitudes of side-band harmonics 

reduce, or roll off, for frequencies away from the carrier harmonics. The 

rate of side-band roll-off is very high for two-level modulation [54] so the 

frequency spectra consist of isolated groups of side bands. The rate of 

side-band roll-off for multi-level modulation schemes is much lower than 

for two-level modulation [58]. Hence the groups of side-bands extend 

over a wider range of frequencies and tend to overlap. At the equivalent 

carrier frequency of 750Hz considered in this thesis the side-bands extend 

towards the fundamental and so the modulation must be synchronized 

to avoid the regulated, low-frequency inter-harmonics. 

The effect of synchronized modulation is to produce periodic waveform 

where, in steady state, the modulated waveform is identical in each cycle. 

Three-phase symmetry 

If the three phase voltages are identical, only displaced by 1200
, then 

harmonics whose order is a mUltiple of three cancel between the phases. 

Waveforms with three-phase symmetry are easily produced if the ratio 

of carrier to fundamental frequency is a multiple of three. 

It is important to appreciate that the harmonic cancellation of three­

phase symmetrical waveforms does not reduce the harmonic distortion 

compared to modulation at other carrier frequency ratios [60]. Because 

the waveforms have a common carrier and the references are displaced by 
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1200
, the harmonics with the following orders cancel between the phases 

for any carrier frequency ratio. 

wc ±3nw nEZ 

If the carrier frequency ratio is a multiple of three to produce three-phase 

symmetrical waveforms then these cancelled harmonics are the triple-n 

harmonics of the fundamental frequency. 

Half-wave symmetry 

n E {a,b,c}. 

Even harmonics, which are regulated more heavily than odd harmonics, 

are eliminated if the positive and negative half-cycles are the same shape. 

These constraints of symmetry combine into a single constraint, which dic­

tates the relationship between the phase voltages in each sector of the space­

vector diagram. 

Va(wt + i) = -Vb(wt) 

Vb(wt + i) = -vc{wt) 

vc(wt + i) = -va(wt) 

(4.12) 

For (4.12) to be obeyed, samples must appear in the same place in each sextant 

and the choice of switching sequences and redundant states must be consistent 

throughout [92]. Also, because of the negative signs in (4.12), for every sample 

synthesized by positive edges in one sector the equivalent sample in the next 

sector must be produced by negative edges. This occurs naturally if there is 

an odd number of samples in each sector. 

Equation 4.12 is the space-vector equivalent of the common rule-oJ-thumb 

for carrier-based modulation that the ratio of the carrier frequency to the fun­

damental frequency should be an odd multiple of three. Research has shown 

that such an approach does not inherently reduce the distortion of the modu­

lated waveforms and that there is no fundamental reason to maintain synchro-
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samples (rising edge) 
samples (lalling edge) 

+ 
o 

vector sequence --.. ~ 

Figure 4.14: Sequence of voltage vectors and reference sample points for space­
vector modulation. 5 = 3.2 

nized modulation if the switching frequency is high enough [54], [60]. However, 

in this case, where the switching frequency is low, the rate of side-band roll­

off is low and grid-codes are relevant, it is appropriate to adopt synchronized 

modulation in order to avoid the specific categories of harmonics identified. 

Example Waveforms 

The samples of the reference vector and the corresponding sequence of switch­

ing vectors are shown in Figure 4.14 for a seven-level converter at a sampling 

rate of 1500Hz and a modulation index, 5, of 3.2. Diagrams similar to Fig­

ure 4.14 are reproduced throughout this thesis as a means to quickly compare 

the modulation under different conditions. The positions of the reference­

vector samples are indicated, including an indication of whether the samples 
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Figure 4.15: Phase voltages for space-vector modulation with ideal d.c. sources 
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are synthesized by rising or falling edges. Asymmetries in the space-vector di­

agram are helpful for debugging implementations of space-vector modulation 

as it is quickly possible to identify areas where incorrect vectors are applied. 

In this example, the samples of the reference vector occupy identical positions 

in each sector and are produced by alternating rising and falling edges. Hence, 

the modulated waveforms (Figure 4.15) obey the symmetry requirement of 
(4.12). 

The sampling rate chosen for this example, 1500Hz, is the lowest practical 

sampling rate at which continuous space-vector modulation can be applied to 

a converter with three-cells per phase. Consecutive samples of the reference 

vector in Figure 4.14 never occupy the same triangle but are close enough that 

only a single commutation is required to move from one triangle to the next. 

If the sampling frequency is reduced further, the distance between the samples 

increases and multiple simultaneous commutations are required to step from 

one triangle to the next. Hence the same sampling rate is used throughout 

this thesis. 

4.3 Carrier-Based Space-Vector Modulation 

An alternative method to produce space-vector modulated waveforms using 

carrier-based modulation is described in [56]. The method modifies the ref­

erence waveforms by applying a common-mode offset in order to equalize the 

dwell times of the first and last vector applied in each half-carrier period. 

The optimal common-mode offset for two-level modulation is given by 
(4.13) [55]. 

(4.13) 

In (4.13) the min and max functions give the instantaneous minimum and 

maximum of the time-varying arguments. 

For multi-level modulation, the common-mode offset is calculated in multi­

ple steps [56]. Firstly, equation (4.13) is calculated as for two-level modulation. 

The result is constrained to the range (0, E) using the modulo operator (4.14) 
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Figur 4.16: Modified refer nce waveforms for carrier-based , space-vector mod­
ulation 

and the r suit of (4 .14) is input again to (4. 13), to produc the fin al common 

mode off et (4.15). 

(4 .14) 

(4 .15) 

Modified references for a single phase, including the optimal common mode 

signal of (4. 15) , ar shown in Figure 4. 16 for a range of modulat ion index . 

For orne values of modulation index , for example m = 2.47 in Figure ?? , 

the multi-level reference clo. ely approximates the optimized reference for two­

level modulation. For other modulation indices, t he reference become highly 

di ·continuous. 

To demonstrate the equivalence of space-vector modulation and the modi­

fied carrier modulation , Figure 4.17 shows the carrier diagram and the switch­

ing signals for a single reference ample. The leftmo t example shows con­

ventional level-shifted carrier modulation and the dwell times d1 and d4 are 
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Figure 4.17: Carrier signals, references and phase voltages for one sample of 
level-shifted carrier modulation with three common-mode offsets 

not equal. In the central example, the common-mode offset defined in equa­

tion (4.13) has been applied causing the dwell times d1 and d4 to change but 

these are not equal. Dwell times d2 and d3 are unchanged. The common-mode 

offset given in equation (4.15) has been applied to the rightmost example in 

Figure 4.17: d1 and d4 are equal, as they would be in space-vector modulation. 

Finally, Figure 4.18 shows several cycles of carrier-based modulation with 

the offsets applied. This figure was produced using the same sampling fre­

quency and modulation index as the space-vector modulated waveforms in 

Figure 4.15 and hence the resulting waveforms are identical. 

4.4 Simulations 

At low sampling rates, the exact positions of the samples of the reference 

vector influence the choice of switching state and duty cycles. Small changes 

in the positions of the samples can have a profound effect on the quality of the 

voltages and currents produced. The two factors influencing the location of the 

reference samples are the modulation index and the angle of each sample. For 
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Figure 4.18: Waveforms produced using level-shifted carrier modulation with 
common mode offset. Compare with Figure 4.15 
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Figure 4.19: Structure of simulated converter 

synchronized modulation the angle of each sample can be adjusted by changing 

the initial sampling angle, eo in Figure 4.14, which is the first sampling in each 

cycle producing a negative edge. 

To explore the effect of modulation index and initial angle, a seven-level cas­

caded H-bridge inverter has been simulated feeding an R-L load (Figure 4.19). 

The results presented are produced by space-vector modulation operating in 

open loop over a range of modulation index and initial angle. As before, the 

sampling rate is 1500Hz which gives 12° between each reference sample. The 

initial angle is therefore varied in the range [0°,24°]. An offset of 12° places 

the samples in the same location as 0° but reverses the direction of the voltage 

step produced by each sample and an offset of 24° is identical to 0°. 

4.4.1 Device Switching Frequency 

The number of commutations per cycle per phase for the simulated range of 

modulation index and initial angle are represented by the shaded regions in 

Figure 4.20. 

There are three distinct bands of modulation index in Figure 4.20. At 
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Figure 4.20: Variation in switching frequency with modulation index and initial 
angl . 
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Figure 4.21: Starting vectors of space-vector switching sequence 
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Figure 4.22: Space-vector diagram when s = 2.45, showing approximate bands 
of constant device switching frequency. 
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high modulation index, above around s = 2.6, there are 40 commutations per 

phase per cycle: thirty directly modulated edges and ten more occurring at 

the sampling instants allowing the starting vector of each sequence to move 

from triangle to triangle. In this range of modulation index, the starting 

vectors in the first sector belong to the set marked as starting vectors (7-1evel) 

in Figure 4.21. These vectors have the following (g, h) co-ordinates and one 

commutation is needed each time the starting vector changes. 

{(5,0),(4,1),(3,2),(2,3),(1,4),(O,5)} 

For modulation index below 2.45 and down to the lowest modulation index 

tested (& = 2), there are 36 commutations per phase per cycle. These again 

comprise 30 associated with each sample but now only 6 to step between 

triangles. The sector boundaries are closer together at low modulation index so 

the starting vectors are chosen from the smaller set labelled as starting vectors 

{5-1evel} in Figure 4.21. These vectors have the following (g, h) co-ordinates 

and also require one commutation for each change of starting vector. 

{(3,0),(2,1),(1,2),(0,3)} 

The reduced number of commutations at the sampling instants indicates that 

only five levels are used to produce the phase voltages in this range of modu­

lation index. 

There is a narrow range of modulation index 'between 2.4 and 2.6 where 

the number of commutations increases to 44 per phase per cycle. The extra 

commutations occur because the reference samples are approximately equidis­

tant from the two sets of starting vectors and extra commutations are required 

for the starting vector to change from one set to another. Instead of the sin­

gle commutation required to change starting vectors within either of the sets 

described, two commutations are required to to move between sets .. 

An example space-vector diagram is plotted in Figure 4.22, along with 

bands representing ranges of modulation index identified from Figure 4.20. 

Note that the magnitudes of the vectors on the space-vector diagram are 1.5 
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times larger than the modulation index values. The example plotted in Fig­

ure 4.22 has modulation index 2.45 and hence is in the region of increased 

switching frequency identified. The extra commutations that occur when the 

starting vector moves between the two sets of possible starting vectors are rep­

resented by highlighted arrows. In the first sector, the starting vector steps 

from (3,0) to (3,2) and, later in the sector, from (2,3) to (0,3) . The samples 

of the reference vector causing these changes are contained in triangles includ­

ing only one vector with an even number of redundant states; hence there is no 

choice of starting vector and the additional commutations cannot be avoided 

without changing the rules governing the selection of redundant states. 

In this work, the region of increased switching frequency is avoided by op­

erating the converter at higher modulation index well into range of modulation 

index that produces seven levels. This is justified for grid-connected applica­

tions because the output voltage magnitude is set in order to match the supply 

voltage magnitude. The range of voltage required to control reactive power is 

relatively limited. 

4.4.2 Harmonic Distortion 

The effect of modulation index and initial sampling angle on the harmonic 

distortion of the line voltages has also been investigated. The variation of 

initial sampling angle is equivalent to changing the phase of the carriers of 

carrier-based modulation. Figure 4.23 shows the general trend that, as is to be 

expected, the THD reduces with increasing modulation index. The relation­

ship is not linear, however, and Figure 4.23 shows multiple local maxima and 

minima for varying modulation index and initial sampling angle. Some of the 

variation in THD is due to the changing number of voltage levels produced at 

different values of modulation index. 

To investigate regions of low THD, two sections of Figure 4.23 are shown 

in Figures 4.24a and 4.25a. Figures 4.24a and 4.25a show the variation of 

THD with initial sampling angle for constant modulation index, 2.99 and 3.44 

respectively. Also shown in each case is the variation in the spectrum of the 

line voltage, where the harmonics are normalized by the magnitude of the 
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fundamental component. The fundamental component is suppressed from the 

plot so that the individual harmonics are visible. 

In Figure 4.24a, a region of low THD is highlighted and the same region 

is highlighted in Figure 4.24b. Within the highlighted region there is a clear 

reduction in the magnitude of low-order harmonics. Similar local minima are 

highlighted in Figure 4.25a, with the corresponding regions also highlighted 

in Figure 4.25b. Again, a general reduction in the magnitude of harmonics is 

visible around the highlighted region, but the seventh harmonic is relatively 

high at the point where other harmonics are reduced. 

It is also interesting to investigate if the change in distortion with initial 

sampling angle is caused by the space-vector modulation and whether the effect 

is visible in carrier-based modulation. For carrier-based modulation variation 

of the initial angle is equivalent to variation of the phase of the carrier signals 

with respect to the fundamental reference. 

Figures 4.26 to 4.28 show the frequency spectra of naturally-sampled, regularly­

sampled and space-vector modulation at a constant modulation index s = 2.6.1 

The carrier-based modulation in these examples have a sinusoidal references: 

the modified common-mode component is not used here as it was shown in sec­

tion 4.3 that this method produces identical waveforms to space-vector mod­
ulation. 

In each figure, the initial angle is increased by 6°, starting from 6° in 

Figure 4.26, a local maximum of THD, and ending with 18° in Figure 4.28. 

At this carrier frequency ratio, an increment of 6° is a quarter of the carrier 
period. 

Some interesting features of Figures 4.26 to 4.28 are summarized below: 

• There is a significant difference between the spectra of naturally sampled 

and regularly sampled modulation. During some half-carrier periods, 

where the gradient of the reference is greatest, the naturally sampled 

reference waveform does not intersect with a carrier and no pulse is pro­

duced. As the regularly sampled reference is constant in each half-carrier 

period, regular sampling includes a pulse in every half-carrier period. It 

lCorresponding time-domain waveforms are included in Appendix B 
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is likely that the change in the number of commutations is responsible 

for the significant differences in the spectra of naturally and regularly 

sampled modulation at this carrier frequency . 

• There is variation in the spectra from natural sampling and regular sam­

pling with the phase of the carriers. For carrier modulation, this variation 

is likely to be due to changes in which pulses are omitted when the refer­

ence waveform does not cross a carrier signal during the carrier period. 

For regularly sampled modulation, the effect is likely to be due to changes 

in the positions of the switching edges which are forced to occur at the 

sampling instants due to the sampling process . 

• Changing the phase of the carriers by half a carrier period (12°) causes 

the spectra to be identical because the resulting output waveforms are 

the mirror-image of each other. This is in contrast to space-vector mod­

ulation. Because of the adjustment of the switching edges to centre the 

line-t<rline pulses in the half-carrier period, space-vector modulation re­

quires a change of full carrier cycle (24°) to produce the same spectrum. 

4.4.3 Avoiding Operating Points with High THD 

This section proposes a method to avoid operating the converter in regions of 

particularly high THD. The initial sampling angle is adjusted depending on 

the modulation index by perturbing the sampling interval. 

Figure 4.29 shows a reference angle with constant frequency represented as 

a line with constant gradient against time. The point at which the reference 

angle intercepts the vertical axis represents the desired angle of the initial 

sample, 00. The angles 01 to On represent the angle at which the reference 

vector is to be sampled with a constant sampling period, Ta. If the reference 

vector is sampled and the angle is found not be be one of 01 to On, such as point 

P in Figure 4.29, the time to the next sampling instant, T' , can be adjusted 

so that the next sample is taken at the correct angle. 

The mechanism to align the sampled vectors is based on the index of the 
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sampled angle, n, which is given by 

() - ()o 
n=--, 

wTtJ 

where 

() is the sampled angle of the reference vector, 

(}o is the desired initial sampling angle, 

w is the supply angular frequency and 

TtJ is the intended sampling rate. 

The index, n, is a continuous quantity that is an integer when the reference 

is sampled at one of the target sampling instants. The fractional component 

of n represents the difference between the actual and target sampling instant 

as a proportion of the sampling period. The frequency of the reference, w, 

is required in order to calculate n. w is a known constant in simulation and 

can be derived from the PLL of the experimental converter, as discussed in 

section 3.3.3. 

The index of a sample can be used to set the duration of the next sampling 

period, T', in order to align the angle of the next sample with a chosen index: 

where 

n is the index of the present sample, 

nnext is the chosen index of the next sample and 

TtJ is the nominal sampling period. 

The chosen index for the next sampling instant is dependant the location of P 

relative to the target sampling instants and is given by (4.16). The boundaries 
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between the sections prevent the modified sampling time from deviating too 

far from its nominal duration. 

rnl if frac(n) :5 0.1 

n+0.9 if 0.1 < frac(n) :5 0.5 
nnext = 

n+ 1.1 if 0.5 < frac(n) :5 0.9 
(4.16) 

rnl + 1 if frac(n) > 0.9 

Figure 4.30 shows an example of this algorithm in operation. The points 

marked as + represent the desired sampling angle and the points marked as 

x represent actual samples. The shaded bands represent the regions of (4.16) 

around each target sample time. 

The first sample shown in Figure 4.30 has an index in the range 

. 0.1 < frac(n) :5 0.5. 

As a result, the next sampling period is shortened so that following samples are 

progressively closer to the target angles. The fourth sampled angle is within 

ten percent of a sampling period from t3 so the sampling period is then set to 

make the next sample align exactly with t4' Once the samples align with their 

targets, the sampling period is returned to its nominal value and the angle of 

subsequent reference samples continue to align with the target locations. 

The initial angle demand, eo, can be set to a constant value or can be linked 

to a mapping function relating eo to modulation index. One such mapping 

function, which tracks regions of low THD, is given in (4.17) and is also plotted 

in Figure 4.23b. 

12 if 8 < 2.29 

-8+8.738 if 2.29 :5 8 < 2.52 

eo ·(8) = 47 -13.098 if 2.52 :5 8 < 2.67 (4.17) 

12 if 2.67 :5 8 < 3.06 

60 - 15.718) if s >= 3.06 
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Figur 4.30: Alignm nt of r ference sample instants to their target positions 

quation (4.17) was d riv d from inspection of Figur 4.23b to avoid the worst 

HD p ks. It is not possible to exactly track the minimum THD as large step-

h ng in initial angl in r sponse to small changes in modulation ind x would 

b r quir d. Such larg chang s are likely to disrupt closed loop operation. For 

similar r asons, it is be t to filter the magnitude signal to ensure that the initial 

angl i onstant in steady stat and is not unduly influenced by noise in the 

ontrol variabl s. 

Simulations of Varying Initial Angle: Open Loop 

o v lidat th process of varying the initial angl ,th system shown in Fig­

ur 4.19 h b n simulat d for a range of open loop conditions. The initial 

ampling angl is varied with modulation index to follow the mapping function 

(4.17). Th THD ofth lin voltages in steady state are shown in Figure 4.31. 

igur 4.31 also shows th range of THD at each modulation index obtained 

fr m th original simulations. The envelope is ffectively the shape of Fig­

ur 4.23a vi w d from the side. 

E p ially for high modulation index, Figure 4.31 shows that the THD 

tr ks clos to th low r boundary of the envelope. The trough in THD valu s 
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initial angles defined by (4.17). 

for modulation index between 2.9 and 3.1 provides a natural target operating 

point for an experimental converter. 

Simulations of Varying Initial Angle: Closed Loop 

The method of aligning the samples has also been imulat d in c10s d-Io p 

operation. The circuit configuration and control sch mud is h wn in 

Figure 4.32. Because the simulation includes id al d.c. links, th re is no v Itag 

control loop in this case and the i~ reference is a direct inpu t to th ntr II r. 

In Figure 4.33, the system is subjected to step chang s in d mands for r al 

and reactive current at 200ms and 400ms respectively. The sam pling fr qu n y 

changes slightly during the first transient as the modulation is re- yn hr nized 

in response to the small change in phase requir d to incr ase th r al curr nt. 

The increase in reactive current at 400ms caus s a larg r hang in the sam­

pling frequency as the modulation index increases into th r gion of (4.17) in 

which eo varies with modulation index (8 > 3.06). After a sh rt tran i nt, 

the magnitude of which is determined by the boundari s defined in (4.16), th 

sampling frequency quickly returns to the nominal 1500Hz and the modulation 

successfully synchronizes to the new initial angle. The jitter of th am pling 

frequency is quantified in terms of the sampling period in Figure 4.34. Th 
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Figure 4.32: (a) Circuit topology and (b) control scheme for closed-loop sim­
ulations. 
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minimum, maximum and the quartiles are shown as percentages of the nominal 

sampling period for samples between 440ms and 560ms. In this steady-state 

condition, the sampling time is always within the range ±0.6% of the nominal 

value, with an inter-quartile range of 0.2%. 

Frequency spectra of the line voltage, Vab, are shown in Figure 4.35 cor­

responding to each of the steady-state conditions highlighted in Figure 4.33. 

Each graph in Figure 4.35 includes the spectra obtained with fixed and con­

trolled initial sampling angle. In all cases, controlling the initial angle reduces 

the magnitude of harmonics, especially the 11th , 13th , 1 r h and 19th harmonics. 

There is no evidence of inter-harmonics or spectral leakage suggesting that the 

modulation continues to produce periodic line voltages even when the sampling 

period is perturbed. Note that the spectra in Figure 4.35 do not show clear 

harmonic side-band groups. Multi-level modulation schemes do not exhibit 

the high rate of roll-off of side-band harmonics found in two-level modulation 

so side-band groups are not so clearly defined [58]. 

Finally, Figure 4.36 shows the first ninety degrees of the space vector di­

agrams of the three cases highlighted in Figure 4.33. The initial angle is 

un-controlled in the left-hand figures and the timing of the simulation results 

in an initial offset of around six degrees. This is a worst-case example because, 

as shown in Figure 4.23, an initial sampling angle of six degrees produces the 

highest THD for a wide range of modulation index. 

The diagrams on the right hand side of Figure 4.36 show the case where 

the initial angle is controlled. For the first two cases, the initial angle is 

approximately 12° so samples are aligned precisely with the axes. In the third 

case, the increase in demand for reactive current raises the modulation index 

so the initial angle is reduced slightly, in accordance with (4.17). 
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4.5 Experimental Results 

The methods derived in earlier sections of this chapter are now verified exper­

imentally. In order for the assumption of ideal d.c. links to be valid any ripple 

on the capacitor voltages of the experimental converter must be insignificant. 

The results presented in this section are therefore for very low current. 

4.5.1 Modulation in Open Loop 

First, the experi~ental converter is investigated in the open-loop inverting 

mode. To reduce the current so that there is minimal ripple on the capacitor 

voltages, the three-phase load has a large resistive component. 

The voltages and currents produced by the experimental converter are 

shown in· Figure 4.37. Voltages and currents are shown for ten cycles with 

two cycles shown on a larger scale. The modulation index is 3.0 and the initial 

sampling angle is synchronized to 12°, which correspond to the region of low 
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THD identified in Figure 4.23b. The voltage waveforms are clearly periodic 

and exhibit the half-wave and three-phase symmetries that, as discussed in 

section 4.2.2, are required in order to eliminate even harmonics, harmonics 

whose order is a multiple of three and inter-harmonics. The same symmetries 

are apparent in the current waveforms because of the balanced three-phase 

load. 

4.5.2 Modulation in Closed Loop 

The converter has also been operated using closed-loop current control with 

the same highly resistive load. For this test the converter is still operating as 

an inverter but the current is now controlled. 

The voltage and current from phase a are shown in Figure 4.38 for three 

steady-state operating conditions. Details of the operating points are given 

in Table 4.4 and the frequency spectrum of the line voltages are shown in 

Figure 4.39. Each graph in Figure 4.39 includes spectrum of the measured line 
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voltage and the spectrum of the demanded switching function captured from 

the memory of the DSP. 

Case 1 In the first case, the converter operates at the point of minimum THD 

identified in Figure 4.23b. Harmonics below the 23rd are barely visible 

apart from a small fifth harmonic of the line voltage that is not present 

in the demanded switching function. 

Case 2 The second example has a higher modulation index and the initial 

angle is synchronized to a constant at 12°. The line-voltage spectrum 

has a collection of harmonics around the 15th which are not present in 

the first case. 

Case 3 In the third case, the modulation index is the same as for Case 2 but 

the initial angle is controlled to obey (4.17). Low order harmonics are 

visibly reduced in magnitude compared to the second case, but not as 

far as in Case 1. This is to be expected as the operating point for Case 
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Case i/ (rnA) i/ (rnA) fa! (rnA) (}o (0) S 

1 870 0 410 12(fixed) 2.9 
2 960 0 450 12 (fixed) 3.3 
3 960 0 450 8.5{variable) 3.3 

Table 4.4: Operating points of closed-loop results in Figure 4.39. 
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Figure 4.39: Line voltage spectrum from the experimental converter operating 
in closed-loop inverting mode with low current. 
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Figure 4.40: Jitter of sampling period for experimental case 3 

1 was deliberately chosen to give the lowest achievable THD. 

In the third case the converter is operated in a region where the sampling 

angles are controlled to vary with modulation index. As for the simu­

lated examples, this causes jitter of the sampling period. The amount 

of sampling period jitter is shown in Figure 4.40. There is more jitter in 

the experimental case than was observed in simulations, with a range of 

±2.3% and an inter-quartile range of 1.1%. The two major contributions 

to the jitter in the experimental converter are greater levels of noise in 

the control variables and the requirement to track the supply angle. De­

spite there being more jitter than in simulation, the frequency spectra in 

Figure 4.39 do not show any problems that could be attributed to jitter. 

In all three cases there is a small fifth harmonic of the line voltage that is not 

present in the demanded switching functions, which can be identified by the + 
markers in Figure 4.39 without coincident x markers. Harmonics produced in 

the line voltage but not the switching function can only be due to differences 

between these two signals. There are three main causes of differences between 
the two signals: 

1. The switching devices are not ideal switches and are not able to produce 

an instantaneous change in voltage level. 

2. A short dead-time is introduced to prevent shoot-through. 

3. Despite the low current, the capacitor voltages are not constant. 

Differences between the demanded and actual waveforms due to capacitor 

voltage ripple are investigated further in Chapter 5 
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4.6 Summary 

This chapter has discussed an implementation of synchronized space-vector 

modulation for multi-level converters subject to the assumption that the con­

verter includes ideal, constant d.c. voltage sources. In order to make the best 

use of the available switching frequency, the modulation is asymmetrical so 

that the sequences of vectors used to produce each sample of the reference vec­

tor alternate between producing rising and falling edges on each phase. This 

property is maintained even though consecutive samples do not occupy the 
same triangle. 

A simulation study has been used to investigate the quality of the output 

waveforms in terms of total harmonic distortion and total device switching 

frequency. The modulation index and the initial sampling angle have been 

varied and the effect on the total number of commutations and on the THD 

investigated. A band of increased switching frequency was observed at the 

boundary between 5- and 7-level output waveforms caused by the restriction 

of possible starting vectors for each sequence. 

The effects of modulation index and initial sampling angle on the THD 

have been used to develop an algorithm that varies the initial sampling angle 

in response to the demanded modulation index. The proposed algorithm pre­

vents the converter from operating under conditions that lead to particularly 

high THD and, where possible, acts to minimize the THD. The behaviour of 

the algorithm has been verified with simulations and using the experimental 

converter. The experimental tests were operated with low current in order for 

the assumption that the d.c. links have constant voltage to apply. 
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Chapter 5 

Space-Vector Modulation when 

the d.c. Links are not Ideal 

In Chapter 4, the details of space-vector modulation were discussed for the case 

where the d.c.-link voltages are constant and equal. In practice, the capacitor 

voltages are not constant and special attention must be paid to the modulation 

to ensure the capacitor voltages of each cell remain close to equal. 

This chapter discusses modifications to space-vector modulation in order 

to handle two problems associated with non-ideal d.c. links. The first is the 

tendency for the capacitor voltages to diverge if different amounts of pow('r 

are delivered to, or drawn from, each cell. Such differences in powrr flow can 

be due to the modulation scheme, external loads or differrnt internal losses. 

The divergence of capacitor voltages is particularly rrlcvant when the II-bridge 

cells are not supplied by d.c. sources as the divergence accumulat('S over time 

to produce large differences between the capacitor voltag('S. 

In section 5.1 the problem of equalizing the capacitor voltages is studil'd for 

the case where different resistive loads are applied to the conv('rter cells. Limits 

are derived defining the difference in loads for which the capacitor voltages can 

be kept equal. A method is then presented that applies redundant 8tat<'8 in 

order to force the capacitor voltages to converge even when diff('rcnt londt; 

are applied to each d.c. link. Because of the importance of not incren.o;ing the 

switching losses, the balancing algorithm is developed so that it do('8 not cause 
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Figure 5.1: Imbalance of capacitor voltages when spac -vector modulation is 
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the t tal devi wi tching fr quency to increase. 

The econd eff t of non-id al d .c. links i capacitor voltage ripple. Because 

th ascad d H-bridge is construct d of multiple ingle-phase converters, each 

II is subj t to power pulsations at twice th fund amental supply frequ n y 

tha t aus th capacitor voltages to vary. In ection 5.2, the ff cts of ripple On 

th g om try of the pace-ve tor diagram and on the spectra of the lin -to-line 

vol tag s are analy. d. new geometri al feed-forward method i propos d to 

(' rr ct f r th ripp! in e ti n 5.3. 

5.1 Balancing of Capacitor Voltages 

If t h modulat ion . hem applied to a as aded H-bridge conver ter doe not 

draw p w r qually from each c II or if the load or losses in each cell are 

clift· r nt, t h n th - apacitor voltag s tend to diverge. In th case where there 

is no xt rna l upply t hi div rgen e I ads to a steady- tate condi tion with 

cliff rent capacitor voltage in ea h cell [100]; in extreme cases the capacitor 

v Itag f one cell can ollap e completely. If the bridges a re supplied by 

a eli eI r t ifier, the apacitor voltage div rge during the discharge period , 

as shown in Figure 5. 1. Both of the effects influence the canc llation of 

harm ni s betw n the cell and r duce the quality of the a.c. waveforms. 

In hapt r 4, th redundant states of the line-to-line voltages of the thr e-
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Figure 5.2: Relationship between primary modulation and balancing controller 
for three-phase converter 

phase cascaded H-bridge were selected in order to minimize the total number of 

commutations required but no rule was applied to choose redundant states of 

the individual phase legs. The balancing methods discussed in this section use 

the redundancy of the phase legs in order to equalize the capacitor voltages on a 

single-phase basis. As shown in Figure 5.2, the primary modulation determines 

the switching function for each phase leg, Sa,b,c, and the balancing algorithm 

constructs the switching functions of the individual bridges in order to adjust 

the power flow to each cell. 

Similar methods that use redundant states of the phase legs to balance the 

capacitor voltages have been presented previously in [26] and [101]. In [26], 

the commutations demanded by level-shifted carrier modulation are assigned to 

suitable bridges using a fixed rotation scheme that is easily implemented in an 

FPGA. This method does not measure the capacitor voltages and cannot force 

the capacitor voltages to converge if the loads of each bridge differ. In [101] 

the capacitor voltages are measured and a list of bridges that is sorted in order 

of the capacitor voltages is used to assess the balancing requirement. How­

ever, this balancing method explicitly allows the device switching frequency to 

increase above the rate demanded by the primary modulator. 

The balancing method proposed in this chapter (section 5.1.2) can be seen 

as a combination of the methods in [26] and [101]. A list of bridges sorted 

in order of the capacitor voltages is used to assign individual commutations 
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to bridges in such a way as to balance the capacitor voltages but without 

introducing additional commutations. 

5.1.1 Theoretical Limits of Balancing Algorithms 

Before discussing the specific balancing algorithm, some general limits are 

derived for the degree of load imbalance for which it is possible to balance 

the capacitor voltages. By first deriving these limits it is possible to test the 

effectiveness of specific algorithms against the expected general case. 

The system being considered in this section is the cascaded H-bridge con­

verter in rectifying configuration with different resistive loads applied to each 

d.c. link (Figure 5.3a). Only one phase leg is considered because an indepen­

dent balancing controller is applied to each phase of the three-phase system 

(Figure 5.2). 

Figure 5.3b shows a simplified averaged-model circuit for a single-phase, 

N-cell converter, which is the basis for the following analysis. In the equivalent 

circuit, the averaged switching function is separated into individual compo­

nents, (sn), acting on each bridge. Current is delivered to the d.c. links and 

voltage to the a.c. side via controlled current and voltage sources. In this sec­

tion, the averaged switching functions and the a.c.-side current are assumed 

to be sinusoidal. 

Under these assumptions, the current on the d.c. side of each H-bridge in 

Figure 5.3 is given by the following equations. 

(sn}i = sn cos(wt}i cos(wt + 4>n) 

= ~iSn [cos(4)n} + cos(2wt + 4>n}] , (5.1) 

where 

Bn is the modulation index of the nth cell, 

i is the peak, fundamental a.c. current and 

4>n is the phase difference between the a.c. current and the fundamental of the 

switching function of the nth cell. 
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Figure 5.3: N-cell cascaded H-bridge in rectifying configuration with different 
resistances in each cell. (a) Power circuit (b) averaged equivalent circuit 
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The two terms of (5.1) show the mean, steady-state capacitor voltage, which 

is of interest in this section, and the single-phase voltage ripple, which is con­

sidered in more detail in section 5.2. 

The constant term in (5.1) gives the mean, steady-state capacitor voltage 

of each cell: 

en = ~Rnisn cos(4)n). 

If the modulation maintains balanced capacitor voltages then 

(5.2) 

and therefore 

In rectifying mode, where the active power demand is significantly greater than 

the reactive power demand, the phase angles are expected to be close to zero. 

Small variations in phase angle around zero have little influence on the values 

of the cosine terms so they can be assumed to be equal. 

(5.3) 

Balancing algorithms act to distribute power flow between the individual cells 

but the total modulation index, S, of the phase leg is set by the external de­

mand. Continuing with the assumption that the cosine terms can be neglected, 

the total modulation index is the sum of the individual modulation indices. 

(5.4) 

Hence the balancing procedure does not influence the fundamental voltage 

produced on the a.c. side. 

Equations (5.3) and (5.4) have the same structure as the voltages and cur­

rents in the parallel combination of resistors shown in Figure 5.4, in which the 

modulation indices of the cells are represented by the currents in the resistors 

and the total modulation index, s, is represented by a current source. Each 
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Figure 5.4: Circuit representation of equations (5.3) and (5.4) 

modulation index can be determined from the current divider created by the 

parallel combination of resistors. 

A S s - ---;:;­
n- 1+lk.' 

Rtn 

(5.5) 

where Rtn is the result of the parallel combination of all the resistors apart 
from the nth: 

R
tn 

= (t ~)_1 
r=l r 
r""n 

The maximum possible modulation index of a cell is achieved when that 

cell produces a square wave between ±1; hence 

A < 4 s -
n - 11" 

which, when substituted into (5.5), gives 

(5.6) 

For an N-cell converter, an equation of the form (5.6) applies to each re­

sistor. For a seven-level converter there are three equations, which produce 

a three-dimensional region whose shape depends on the total modulation in­

dex. Two cases are plotted in Figures 5.5 and 5.6 for s = 3.3 and s = 2.6 

respectively. In both figures, the region within which the capacitor voltages 

can be kept equal is contained between the three surfaces. The higher total 
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modulation index in Figure 5.5 results in a smaller region than in Figure 5.6 

because there is less freedom to adjust the modulation indices of the individual 

cells before one cell reaches its maximum modulation index. 

An interesting special case to consider is the case where one resistance, RI , 

is varied and the others are held constant and equal with a value R. In the 

case of the seven-level converter R2 = R3 = R so 

(5.7) 

and 

(5.8) 

These can be re-arranged to show the limits of the ratio 1Jt in terms of the 

total modulation index s: 

and 

Rl < 1 h ~ 8 -R - 11" ~ 2 w en 8 > -. 
4 8 - 11" 

The resulting region of acceptable resistances is shown as the un-shaded region 

in Figure 5.7. 

Figure 5.7 has three distinct regions: 

o < S < ~ In this region there is a steady-state condition for which it is possible 

to maintain equal capacitor voltages for any value of RI . Although this 

region offers the most flexibility, it is unlikely that a multi-level converter 

would be operated in this region as such a low modulation index does 

not use the full number of levels and the capacitor voltages have to be 

very high in order to match the supply voltage with the converter output. 

Operating a multi-level converter in this region negates the advantages 

of the multi-level output waveform. 
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~ < 8 < ! In this region there is a limit to how low Rl can be compared to the 

other resistor values, as defined in (5.7). There is no upper limit because 

(5.8) is true for all ratios in this range. The parallel combination of R 

and Rl is always less than R and the is term is less than one for this 

range of s. 

! < 8 < ~ In this region, low ratios are restricted as before and the upper 

limit reduces for increasing Rl because the ~s term increases the value 

of the right hand side of (5.8). When s = ~ there is no longer any scope 

for capacitor balancing as all three bridges produce square waves. 

This analysis has shown the ranges of resistor values within which capacitor 

voltages can theoretically be kept equal whilst the converter is configured to 

draw real power. The external constraints of the a.c. circuit and control system, 

including the physical voltage and current limits of the converter, are not 

included in Figures 5.5 to 5.7. Before identifying whether or not the capacitor 

voltages can be balanced with a given load, phasor analysis must first be 
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performed to confirm that the loading condition is within the limits of the 

converter and to identify the required modulation index. The modulation 

index obtained from phasor analysis can then be used to refer to Figure 5.7 or 

to (5.6) to determine if the capacitor voltages can be balanced. 

5.1.2 Capacitor Balancing Algorithm 

Having discussed the limitations of capacitor balancing, a balancing algorithm 

applicable to space-vector modulation is now proposed. The proposed algo­

rithm is of the form of Figure 5.2, where the primary modulator determines 

the overall switching functions of the phases and the balancing algorithm con­

structs the switching functions of each bridge to balance the capacitor voltages 

on a per-phase basis. Because the primary modulator determines the timing 

of the switching edges, neither the phases nor the modulation indices of the 

bridges are explicitly controlled. 

The basis of the proposed balancing algorithm is the sign of the quantity 

iAs: that is the product of the a.c. current, i, and the direction of the de­

manded state change, As. The importance of this quantity is derived from the 

path of the current through the capacitor in each of the switching states of a 

single bridge shown in Figure 5.8. 

First consider a bridge in the negative state (Figure 5.8a). 'With the a.c.­

side current flowing into the bridge as shown, the current flow causes the 

capacitor to discharge. A positive state change would place the bridge into the 

zero state (Figure 5.8b) causing the capacitor to stop discharging; a further 

positive step, now into the positive state (Figure 5.8c), would cause the capac­

itor to charge. Either of these changes, that is charging or ceasing to discharge 

the capacitor, is of most benefit to the bridge with the lowest capacitor voltage. 

Alternatively, if the direction of the current is reversed, the effect of two 

positive state changes would be to stop the capacitor from charging and then 

to start discharging the capacitor. Either of these changes is of most benefit 

to the bridge with the greatest capacitor voltage. Similar arguments can be 

applied for negative steps with current flow in either direction. 

The effects of every possible change of state for a single H-bridge are sum-
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Figure 5.8: Influence of positive a.c.-side current in different H-bridge states. 
(a) The negative state discharges the capacitor, (b) the zero state does not 
affect capacitor and (c) the positive state charges the capacitor. 
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State sign e e 
Transition lls i ills Transition Net Change 

-1 -+ 0 + + + JJ.-+ - t 
0-+ 1 + + + =-+ 11' t 
1-+ 0 + 11'-+ - .t-
0-+-1 + =-+ JJ. .t-

-1-+ 0 + 11'-+ - .t-
0-+ 1 + =-+ JJ. .t-
1-+ 0 + JJ.-+ - t 
0-+-1 + =-+ 11' t 

Key: .J).: Capacitor discharging, = Zero state, 1'1': Capacitor charging,,j..: Net 
reduction in capacitor voltage, t: Net increase in capacitor voltage 

Table 5.1: The effect of voltage steps on the capacitor voltage 

marized in Table 5.1 for positive and negative a.c. current. The important 

relationship deriving from Table 5.1 is that the polarity of ills (shown in bold) 

is the same as the net change in capacitor voltage (also shown in bold) caused 

by the commutation of the bridge. The net change in capacitor voltage can be 

interpreted as the contribution of the commutation to the capacitor voltage; 

hence both charging the capacitor and ceasing to discharge it can be consid­

ered as positive contributions because in both cases the capacitor voltage after 

the commutation is greater than it would have been had the commutation not 

occurred. 

The algorithm for choosing bridges to commutate based on the polarity of 

it:.s is shown in Figure 5.9, in which the signO function is defined in (5.9). 

) 
{ 

1 if x >= 0 
sign (x = 

-1 otherwise 
(5.9) 

First the bridges are sorted into order of capacitor voltage with So being the 

state of the bridge with the lowest capacitor voltage and SN being the state 

of the bridge with the greatest capacitor voltage. Then the flow chart in 

Figure 5.9 is followed to determine which bridge should apply the demanded 
step, lls. 

If ills is positive then the search begins at the bridge with the lowest 

147 



n=O 

True 

n=n+1 k=N-n k=n+1 

False 

Figure 5.9: Choice of bridge to perform each commutation. 
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capacitor voltage or, if i~s is negative, the search begins at the bridge with 

the greatest capacitor voltage. The inequality (5.10) identifies whether or not 

the chosen bridge can produce a step in the required direction. 

(5.10) 

If (5.10) is false then the kth bridge cannot provide a step in the desired di­

rection, for instance if a positive step is demanded when the bridge is already 

in the positive state. In this case, the next bridge in the list is tried until 

a bridge is found that can perform the desired state change. If the primary 

modulator is working correctly and only demanding states within the range 

that the converter can output, this loop will always find a bridge to apply the 
voltage step. 

When the modulator demands a state change greater than one, perhaps in 

response to a transient, each demanded ~tep is assigned to a bridge through 

repeated application of the same algorithm. 

This proposed balancing method is general and can be applied to converters 

containing any number of cells. The only difference in implementation is the 

number of capacitor voltages being sorted and the possible number of iterations 

in the search loop, both of which increase with the number of cells. Note also 

that the balancing algorithm does not require the primary modulation to be 

based on space-vectors. Carrier-based modulation could be used to choose the 

output level and commutation instant with the balancing algorithm assigning 

those edges to the appropriate bridge. 

5.1.3 Limits of Proposed Balancing Algorithm 

The balancing algorithm proposed in section 5.1.2 has been tested using a 

simulation of a three-phase, 7-level converter in rectifying configuration. To 

unbalance the power flow in each cell, the resistive loads can be altered (Fig­

ure 5.10). A number of loading conditions have been considered in order to to 

verify both the performance of the balancing algorithm and the applicability 

of the analysis of limits derived in section 5.1.1. 

The converter has been simulated in each of the operating points marked 
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L 

Figure 5.10: Circuit configuration for tests of the balancing algorithm 

A to H in Figure 5.11. For each loading condition, two values of modulation 

index were considered by altering the ratio of supply voltage to d.c.-link voltage 

reference, ; •. The phasor diagrams in Figure 5.11 show the effect that the 

changes in load and in capacitor voltage have on the a.c. circuit. 

Figure 5.12 shows that the balancing algorithm is successful at balancing 

the capacitor voltages for operating points tested within the unshaded region 

in Figure 5.11 (cases A and C to F). Outside this region, for cases Band 

1/, the balancing algorithm is unable to balance the capacitor voltages. It is 

of particular interest that operating points A and G, for which the capacitor 

voltages can be balanced, share the same loads as operating points Band H, for 

which the capacitor voltages cannot be balanced. The only difference between 

cases A and B and between cases G and H is the modulation index of the 

converter. Hence, as derived in section 5.1.1, the converter modulation index 

influences the range of imbalanced loads for which it is possible to balance the 

capacitor voltages. 
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Figure 5.13: Operating points for experimental tests in relation to limitations 
defined in section 5.1.1 and as phasor diagrams 

5.1.4 Balancing of Experimental Converter 

The performance of the balancing algorithm has also been investigated using 

the experimental converter. The behaviour for the three cases shown in Fig­

ure 5.13 are shown in Figure 5.14. For this figure, the individual gate switching 

functions and the capacitor voltage measurements were captured through the 
DSP_ 

Case A The cells are equally loaded and the capacitor voltages are balanced. 

The commutations are spread evenly between the cells. 

Case B The cells are imbalanced but the balancing algorithm is able to main­

tain balance. The third cell, which is most heavily loaded, commutates 

less often than the other two cells. 

Case C The cells are heavily unbalanced and the converter is unable to keep 

the capacitor voltages equal because the operating point is beyond the 

limits defined in section 5.1.1. 
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Figure 5.14 shows that the balancing of the capacitor voltages is achieved by 

re-distributing the commutations between the converter cells. This approach 

has important implications for the lifetime of the converter as regularly oper­

ating the cells with different loads may cause one cell to fail early. Similarly, 

the converter cells must be able to tolerate the maximum switching frequency 

demanded by the balancing controller. It is possible that the level of imbal­

anced switching frequency that a full-scale converter can tolerate would define 

the loads that can be applied instead of the theoretical limits defined in sec­
tion 5.1.1. 

5.2 Capacitor Voltage Ripple 

The second problem associated with non-ideal d.c. links is ripple of the ca­

pacitor voltages. Each phase leg of a three-phase cascaded H-bridge converter 

is a single-phase converter and is therefore subject to power pulsations that 

create capacitor voltage ripple at twice the fundamental modulating frequency. 

The ripple is due to the second term in (5.1) and is clearly visible in all the 

simulated and experimental results in section 5.1. 

This section discusses the effect of ripple on space-vector modulation. The 

geom~try of the space-vector diagram is analysed in order to investigate the 

effect of ripple on the spectrum of the line voltages. The same geometrical con­

siderations are then used to propose a new method to compensate for ripple. 

Unlike the balancing algorithm, which works on a single phase basis, the anal­

ysis of the effect of capacitor voltage ripple is considered for the line voltages 

of a three-phase converter. 

5.2.1 Refresher on Space-Vector Modulation 

Before discussing the effects of capacitor voltage ripple it is useful to briefly 

repeat some details of the implementation of space-vector modulation discussed 
in Chapter 4. 

The first key feature of the implementation is the (g, h) co-ordinate system, 

depicted in Figure 5.15. This co-ordinate system simplifies the implement a-
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igur 5.1 : R dundant stat in the first sector of the space-vector diagram 
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tion of space-vector modulation because the switching vectors have integer 

co-ordinates. Another important feature of the (g, h) co-ordinate system is 

that the 9 and h components of voltage vectors represent normalized versions 

of the a - band b - c line voltages, respectively. 

The second important feature of space-vector modulation is the choice of 

redundant switching states. In order to reduce the number of commutations 

required to fully traverse the space-vector diagram, only a subset of switching 

states are used. The states used in the first sector of a seven-level converter 

are shown in bold in Figure 5.16 and can be described in terms ofthe so-called 

mean states. The mean state of a given vector is simply the mean of all the 

switching states that can produce that vector. For vectors with an odd number 

of redundant states, this mean state has integer co-ordinates and hence is an 

actual switching state used for modulation. The mean state of a vector with an 

even number of redundant states is not a realizable state so the two redundant 

states obtained from rounding the mean state upwards and downwards are 

used to modulate. 

Finally, it should be noted that the switching sequences applied in each 

sampling period start and end on a different redundant state of a vector with 

an even number of redundant states. The time for which this vector is applied 

is split evenly between the two redundant states at the start and the end of 

the sampling period. 

5.2.2 The Effect ·of Ripple on the Space Vector Plane 

The balancing algorithm described in section 5.1.2 works on a per-phase ba­

sis to equalize capacitor voltages but does not equalize the capacitor voltages 

in different phases. To demonstrate this, Figure 5.17 shows all of the ca­

pacitor voltages from the Case F simulation of the balancing algorithm from 

Figure 5.12. The capacitor voltages in each phase are balanced and the mag­

nitude of the ripple is greater than the deviation of the individual capacitor 

voltages. Hence, the capacitor voltages of each phase leg can be considered in 

terms of the mean of the capacitor voltages in that leg. 
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a( t) = L an (t ), eb(t ) = L ebn(t) , ee(t) = L ecn(t ). 
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Variat i n. in th capacitor voltag s cau e the voltage vectors produced by 

.a h swi t hing tat t move on the space-vector diagram. Using the mean 

r voltag , thi mov m nt can be de cribed in terms of the (g, h) co-

(Vg ) = ~ (1 
v" 0 

(5.11) 

wh r 

Vg .1t ar th 9 an I h o-ordinates of the output voltage vector; 

B is th m an f a ll th apacitor voltages , which normalizes the voltage ve _ 

t r and th wi t hing states to the same scale; 

are the mean capa itor voltages in each phase and 
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Sa,b,c are the switching states of each phase leg. 

The mean capacitor voltages in (5.11) act as weighting factors for the con­

tribution of each phase to the position of the output voltage vector. For the 

special case where ea = eb = ec , the diagonal matrix of capacitor voltages is a 

simple gain so (5.11) is a generalization of (4.4). 

Figure 5.18 demonstrates the effect of (5.11) by showing the voltage vectors 

produced by the first-sector states of a 7-level converter when the capacitor 

voltages in each phase are different. The states that are normally considered to 

be redundant do not produce identical voltage vectors because of the differences 

between ea , eb and ec• 

Fortunately, there is no need to consider all of the states in Figure 5.18 

because many of the redundant states are not used by the space-vector modu­

lation algorithm. It was discussed in Chapter 4, and again in section 5.2.1, that 

of all the redundant switching states available to produce a given vector, only 

the mean state, or states close to the mean state, are used. The voltage vectors 

produced by applying (5.11) to the mean states are shown in Figure 5.18 as 

x. These voltage vectors form the lattice points of a new grid (Figure 5.19), 

which is the basis of a co-ordinate transformation between the demanded and 

actual converter output. 
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voltage vectors + 
voltage vectors of mean states X 

++ 1 + 2 3 4 5 9 

Figure 5.18: Voltage vectors on the (9, h) plane when ea = 0.89, eb = 0.96 and 
ec = 1.14 

Figure 5.19: Spacial distortion of the (9, h) plane when ea = 0.89, eb = 0.96 
and ec = 1.14 
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Co-ordinate Transformation 

The relationship between a given switching vector and the mean redundant 

state that produces that vector is given below: 

1 

(::) -1 in sectors 1 and 4, 

-1 

G:) =~ 
2 

0 (S9) in sectors 2 and 5, (5.12) 
Sh . 

0 

1 

(::) in sectors 3 and 6. 

The relationship for the first sector was derived in Chapter 4 (equation (4.8) on 

page 87) and the derivation for the other sectors follows a similar procedure. 

When (5.12) is substituted into (5.11), three transformations are produced 

describing the positions of the lattice points in Figure 5.19, and for the other 

sectors, in terms of the switching vectors producing them. 

in sectors 2 and 5, (5.13) 

in sectors 3 and 6. 

In (5.13) Vg and Vh are the components of the voltage vectors produced by the 

mean states with co-ordinates Sg and Sh. 

When the time average over a sampling period is applied in order to syn-
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Figure 5.20: Output voltage3vectors ani mean ouPput vectors for two triangles 

thesize a reference vector, an approximate relationship is derived between the 

continuous, time-averaged switching vector, ('8), and the continuous, time­

averaged voltage vector, (if). Note that the time-averaged switching vector is 

the same as the modulator reference, S". 

in sectors 1 and 4, 

in sectors 2 and 5, (5.14) 

in sectors 3 and 6. 

The validity of this approximation depends on the two kinds of triangle in the 

space-vector diagram. For triangles equivalent to triangle A in Figure 5.20, 

that is triangles containing only one vector of even redundancy, (5.14) is a good 

approximation if the capacitor voltage does not change significantly during the 

sampling period. The two vectors with odd redundancy are described exactly 

by (5.13) and the vectors of even redundancy are applied for equal time periods, 

producing the same time-averaged voltage vector as if the mean state were 

applied. 
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For triangles with two vectors of even redundancy, such as triangle B in 

Figure 5.20, the same arguments apply to the vector of odd redundancy and the 

vector of even redundancy used as a starting and. ending vector. A small error 

is introduced by the second vector of even redundancy, as only one redundant 

state is used. The voltage .vector produced by this single state is slightly 

different from that of the mean state. Hence (5.14) is an approximation to the 

effect of capacitor voltage ripple. 

The validity of (5.14) can be explored further with reference to some sim­

ulated converter voltages. The circuit configuration shown in Figure 5.21a is 

for inverting mode with the H-bridges supplied by single-phase rectifiers. The 

rectifiers are attached in the same phase rotation as the output voltages and 

the modulation is synchronized to the supply. The resulting capacitor voltage 

ripple is balanced between the phases (similar to the capacitor voltages in Fig­

ure 5.17) so the distorted phase voltages continue to form a three-phase set 

(Figure 5.21b). 

The reference vectors used to produce the waveforms in Figure 5.21 are 

compared to the average output voltage vectors during each sampling period 

in Figure 5.22. The vectors produced by calculating (5.14) using the reference 

vectors and samples of the mean capacitor voltages are also shown. Figure 5.22 

shows that the average voltage vectors deviate from the circular path of the 

reference vectors and that (5.14) is a good model of this deviation. Also, 

because the phase voltages in Figure 5.21 continue to form a three-phase set, 

the deviation from the reference vectors is the same in each sector. 

5.2.3 Theoretical Effect of Ripple on the Line Voltage 

Spectrum 

In this section, the effect of ripple on the line-voltage spectrum is analysed in 

terms of the spacial distortion of the space-vector diagram that was derived 

above. The analysis is based on the (g, h) co-ordinates of the voltage vectors 

because, as derived in Chapter 4, the 9 and h co-ordinates are normalized 

versions of the a - band b - c line voltages, respectively. Also, because (5.14) 

already includes the time-averaging of states in a sampling period, only the 
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Figure 5.21: Inverting simulations. (a) Circuit configuration (b) Waveforms 
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fundamental component of the reference is considered. This is a legitimate 

simplification because the interaction between the fundamental and the ripple 

has greatest effect on the low-order harmonics, which are of most concern. 

The averaged, normalized line voltage (Vg ) , expressed in terms of its Fourier 

series is given by (5.15). 

(5.15) 

where the Fourier coefficients, Vn are given by 

Considering only the fundamental component of the reference, as justified 

above, gives the following relationships: 

S: = s cos( 0) 

=> s; = y'3s cos(O + ~) 
Sb = S cos(O - 2;) 

Sh = v'3s cos(O - j) 

In complex exponential form, the reference is 

Sh = ~3s L eim(9-~). 
m=±l 

(5.16) 

The reference can be subjected to arbitrary capacitor voltage ripple, defined 

in terms of its Fourier series. The ripple in this case is assumed to form a 

three-phase set at twice the fundamental frequency, which is consistent with 
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the capacitor voltages in Figure 5.21. 

n=-oo 

(5.17) 
n=-oo 

00 

ec = E Cnd n(8+
2
371') 

n=-oo 

The underlying assumption defining the structure of the capacitor voltage spec­

trum in (5.17) is that the output voltage is synchronized to any sources of 

ripple. The assumption is that the ripple is predominantly caused by the 

single-phase power pulsations inherent to the circuit topology rather than any 

other source of ripple imposed on the d.c. links, such as would be caused by 

a rectifying stage from a supply operating at a different frequency to the con­

verter output. The method that follows could be applied to systems with a 

more complicated ripple on the capacitor voltage by separating capacitor volt­

age ripple into harmonics synchronized to the output and those synchronized 
to a different source. 

Line Voltage in Terms of Capacitor Voltage Harmonics 

The relationship between the reference vector s· and the average voltage vector 

(it) varies between sectors according to (5.14). In the first and fourth sectors 

(V9)IUE{l,4} = ~(ea + eb)s; + ~(ea - eb}s~, 

where q denotes the sector number. Substituting for the ripple (5.17) and the 
reference (5.16) gives 

(Vg)I •• {!,,) = .;:§ (too C.ei"'(l + e-i";) 1;;! eim'eim~ 
+ f Cndn6(1- e-in2;) L eim6e-iml) , 

n=-oo m=±l 
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which simplifies to give 

( )1 - y'38 ~ ~ C ei(n+m)O (eimi(l + e-in2;) 
Vg aE{l,4} - 4 L- L- n 

n=-oom=±l 

Applying the same procedure in the other sectors produces expressions of a 

similar form, allowing the line voltage to be expressed as 

(Vg ) = ~3 8 E L Cnei(n+m)O Z(O), 
n=-oom=±l 

(5.18) 

where 

. " . 211' • " . 211' 
e1m l (1 + e-JnT) + e-Jm1 (1 - e-3nT ) in sectors 1 and 4, 

Z(O) = 2eim j + e-imi(l- e-in2;) in sectors 2 and 5, 
• " . 211' 

e'ml (1 + e-JnT) in sectors 3 and 6. 

Calculating the Fourier Integral 

The harmonic series of the line voltage (5.15) can now be written as 

(5.19) 

The evaluation of the integral in (5.19) (henceforth designated J) depends on 

whether or not k = n + m. In both cases Z(O) is constant within each sector 

so the integral can be evaluated sector-by-sector in a piece-wise fashion. 
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Firstly, when k = n + m: 

Where Zu is the value of Z( 0) in the (7th sector. 

Because, in this case, n = m - k, 

Ilk=n+m = ~ (eimi(2 + e-j(m-k)~) + e-jm~(l- e-j(m-k) 2; )) 

= ~ ([2eim~ + e-jm~] + [eim5: _ eimt]e-jk') . 

As m E ±1 

I 47r ( - 'k2"') I k=n+m = 3"\1'3 1 - e 1 3 • (5.20) 

The integral in (5.19) also needs to be evaluated for the remaining condi­

tions, that is when k i: n + m: 

Ilk~n+m = t Zu [uj ei(n+m-k)8dO 
u=1 J(U-l)j 

6 

- 1 ""' Z [e'(n+m-k}8]U j 
- j(n+m-k) L...J u (u-l}j 

u=1 
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Z takes the same value in opposite sectors: 

3 
II - l+(_l)n+m-" ~ Z [ei(n+m-k)O]17j 

k,cn+m - j(n+m-k) ~ 17 (17-1)j 
17=1 

_ l+(_l)n+m-" (1- e-in2;) 
- j(n+m-k) 

(eimi (ei(n+m-k) 2; _ ei(n+m-k)j) 

+ e-imi (d(n+m-k) 2; _ 1)) 

Further simplification can be achieved by grouping the m terms in the expo­

nential and using the fact that m = ± 1. 

II = 1+(-1)n+m-"(1_ e-in231r)m (d(n-k) 23
1r 

_ ei(n-k)f + 1) 
k,cn+m n+m-k (5.21) 

The complete expression for the Fourier series of (vg) is produced by substi­

tuting (5.20) and (5.21) into (5.19). 

(Vg ) = ~ f: L Ck-m (1- e-ik231r) eikO 

k=-oom=±l 

+ v'38 ~ ~ ~ C n(1+(-1)n+m-k) (1_e-in2;) 
811" ~ ~ ~ n+m-k 

k=-oo m=±l n=-oo 
n,ck-m 

[m (ei(n-k) 2; _ ei(n-k)i + 1) ] eikO (5.22) 

Simplified Expression 

Equation (5.22) can be simplified in order to consider only the non-zero har­

monics of the line voltages. To simplify (5.22) it is useful to assign a symbol 
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to one of the complex terms. Hence 

where 

(5.23b) 

The following simplification of (5.22) is based on two key assumptions: 

1. Even and third-order harmonics of the line voltage have zero magnitude. 

This is proven in Appendix A, but is also intuitive from observation that 

the phase voltages in Figure 5.21 have half-wave symmetry and form a 

three-phase set. This assumption can be expressed mathematically 88 

follows: 

k E {61 ± 111 E Z}. (5.24) 

2. The capacitor voltages only contain even harmonics of the line voltage 
frequency. 

The combined effect of these assumptions is that only odd values of (n - k) 
are relevant to the evaluation of qt. The values of q, are plotted in Figure 5.23 

for values of (n - k) between ±15. The odd values of (n - k) for which q, is 

non-zero are highlighted in Figure 5.23 and given by the following expressions: 

n - k E { ... - 9, -3,3,9 ... } 

=> (n - k) E {6r + 31r E Z} 

Hence substituting (5.24) into (5.25): 

nE{6(r+l)+3±1} 
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&(n-k) 3" _ &(n-k i + 1 ----+----
2 -8, - ,4,10 

1 

bO ±5,±7, cd 0 S ±11,±13 -
-1 

-2 

-1 0 1 2 3 4 
Real 

Figure 5.23: Complex values of \II for (n - k) in the range [-15 : 15]. Labels 
indicate values of (n - k) at each point. 

Table 5.2 summarizes the simplification of the terms of (5.22) applicable 

for values of k and n for which (5.22) is non-zero. Combining each of these 

simplifications, the non-zero Fourier coefficients of the line voltage waveform 

can be written as follows: 

" . '3 S ±j ~ (n + n ) + 9v ±j!' "" ~ 2mC6(r+I)+3±1 
V61±1 = V -e d V61 V61±2 -e 6 L- L-

2 811' m=±l r=-oo 6r + 3 + m 

Expanding the summation with respect to m gives the final, simplified expres­

sion. 

8 ±j" ) 9v ±j1!. ~ C6(r+I)+3±1 
VcJ'±l = J32e i (C61 + C61±2 - 811' e 6 L- (3r + 1) (3r + 2) 

r=-oo 
(5.27) 

Equation (5.27) indicates the harmonics of the line voltage that are pro­

duced by the interaction of the fundamental component of the reference and 
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Term Simplification 

"k211" 
"1-e13" 
1 + (_l)n+m-k 

" 211" 
1- e-Jn3" 
W 

3e±ij 

2 

y'3e±ij 

3 

Table 5.2: Simplification of terms from (5.22) for values of k given in (5.24) 
and n given in (5.26). 

the capacitor voltage ripple. The first term represents the sum and difference 

frequency components that are usual when two sinusoidal quantities are mul­

tiplied. When I = 0 the first term indicates that there is a component of the 

output voltage proportional to the reference magnitude and to the d.c. com­

ponent of the capacitor voltage; this is the point of the modulation and is the 

only component that appears when the capacitor voltages are constant. The 

C6l±2 term indicates that the fundamental output voltage is also influenced by 

the second harmonic of the capacitor voltage. 

The second term of (5.27) is of particular interest because it indicates that 

more harmonic components are produced than the straightforward sum and 

difference frequencies described by the first term. Key parts of the second term 

are the index to the capacitor voltages 

6(r + I) + 3 ± 1 

and the quadratic denominator 

(3r + 1)(3r + 2). 

Table 5.3 gives the values of I for each line-voltage harmonic and the capacitor 

voltage harmonics that are indexed by a range of r. The capacitor voltage 

harmonics indexed when r is -lor 0 are most important because, as shown in 

Figure 5.24, these components are attenuated least by the quadratic denomi­

nator. In particular, the second capacitor-voltage harmonic influences the fifth 

line-voltage harmonic and the fourth capacitor-voltage harmonic influences the 
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Figure 5.24: Value of the quadratic denominator in equation (5.27) against r 

seventh line-voltage harmonic with r = -1. Other line-voltage harmonics are 

affected less because the contributions of the second and fourth capacitor volt­

ages are attenuated more and because other capacitor-voltage harmonics are 

lower in magnitude. Hence the second term in (5.27) has most influence on 

the fifth and seventh line-voltage harmonics. 

5.2.4 . Measured Effect of Ripple 

The theoretical influence of the capacitor voltage ripple will now be compared 

with simulation and experimental results using the inverting structure shown 

in Figure 5.21a. The modulation is operated in open-loop so that the mea­

sured harmonics are not influenced by the controller action. In order for the 

assumptions regarding capacitor voltage to be valid, that is that the capacitor 

voltages only contain even harmonics, the output frequency is synchronized to 

the supply frequency in the same way as for the rectifying configuration. 

For the first simulation, the converter is operated with high switching fre­

quency because the harmonic analysis in section 5.2.3 is based on averaging so 
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I 
6(l+r)+3±1 

k l. r = -2 -1 0 1 

1 0 - 8 -2 4 10 
5 1 - 4 2 8 14 
7 1 - 2 4 10 16 

11 2 2 8 14 20 
13 2 4 10 16 22 

Table 5.3: Index of which capacitor-voltage harmonics influence the line­
voltage spectrum for a range of values of land r according to (5.27). 

is most valid when the switching frequency is high. The normalized spectrum 

of the line voltage is compared to that of the line-to-line switching function 

in Figure 5.25. When the capacitor voltages are constant, the spectra of the 

normalized line voltage and of the switching function are identical so any sig­

nificant differences between the two spectra in Figure 5.25 can be attributed 

to the capacitor voltage ripple. 

The most significant difference between the spectra shown in Figure 5.25 

are large fifth and seventh harmonics of the line voltage which are not present 

in the spectrum of the switching function. This is consistent with the analysis 
presented in section 5.2.3. 

To assess the validity of (5.27), Figure 5.26 compares the fundamental, 

fifth and seventh harmonics of the line voltages to predictions calculated by 

inputting the modulation index and the spectrum of the simulated capacitor 

voltages into (5.27). The values have been normalized to giye a fundamental 

magnitude of one. Figure 5.26 shows that fifth and seventh harmonics at this 

high switching frequency match the predictions in both magnitude and phase. 

To establish whether (5.27) is valid at lower switching frequencies, the 

converter has been simulated for a range of modulation sampling frequency 

with a fixed modulation index. The magnitudes of the fundamental, fifth and 

seventh harmonics are compared to their calculated magnitudes in Figure 5.27, 

which shows that (5.27) provides a good estimate of the these harmonics. At 

750Hz the seventh harmonic is reduced slightly compared to the prediction. 

There are several effects that can introduce error between the prediction 
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Figure 5.26: Comparison of 5th and ~h harmonics from simulated line voltages 
with calculation of (5.27) using simulated capacitor voltage spectrum 

and measured results at low switching frequency. First is the fact that the 

harmonic analysis is based on averaging, which is less valid with lower switch­

ing frequency. Secondly, the deviation of the individual capacitor voltages 

from their mean is higher at low switching frequency because there is less op­

portunity for the balancing controller to act. Finally, sidebands of the first 

carrier harmonic interfere with harmonics introduced by the interaction of the 

fundamental and the capacitor voltage ripple. 

The last set of results in this section are experimental results from the 

converter operating ip inverting mode with the same modulation index used 

in Figure 5.27. Capacitor voltages, phase voltages and currents are shown in 

Figure 5.28 for phase a as well as the ab line voltage. The spectrum of the mean 

capacitor voltage is shown to consist only of even harmonics in Figure 5.29, 

which is consistent with the assumptions used in section 5.2. 

The spectrum of the line voltage, calculated from an oscilloscope trace, is 

shown in Figure 5.30. Also shown is the spectrum of the switching function, 

which was calculated using demanded switching states and dwell times cap­

tured in the memory of the DSP while the converter was running. Comparing 

these two spectra shows a close match between the spectrum of the switching 

function and of the line voltage, except for an increased fifth harmonic of the 
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Figure 5.27: Comparison of fundamental, 5th and 7th harmonics of simulated 
converter with calculated values over a range of sampling frequency 

line-voltage consistent with the analysis in section 5.2. Any increased seventh 

harmonic is not visible in the figure. 

As for the simulated example, the fifth and seventh harmonics of the line 

voltages are compared to the values calculated using (5.27) in Figure 5.31. 

Some post-processing of the data was applied in order to align the fundamental 

components: 

• The phase of Vab was adjusted to account for a difference in timing be­

tween the DSP and the oscilloscope trigger and to account for the inher­

ent delay of half a sampling period between the reference and output of 

a P\VM waveform . 

• The measured d.c. voltage was reduced to account for voltage drops 

across the switching devices. 

After these adjustments there is an excellent match between the calculated and 

measured fundamental line voltage. The fifth and seventh harmonics were also 

a good match in magnitude but not as close in phase as was seen for the high­

switching frequency simulation in Figure 5.26. Although the lower switching 

frequency appears to produce effects that are not modelled in the averaged 
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analysis, Figure 5.31 suggests that (5.27) is still a good approximation of the 

effect of capacitor voltage ripple at this switching frequency. 

5.3 Feed-Forward Compensation of Capacitor 

Voltage Ripple 

Section 5.2 showed that capacitor voltage ripple has a detrimental effect of 

on line voltage spectrum by increasing low-order harmonics. The effect of the 

ripple was modelled by a distortion in the space-vector co-ordinate system 

derived from the mean of the capacitor voltages in each phase leg and this 

model was verified through comparison of mathematical analysis, simulated 

and experimental results. 

It follows that the line-voltage spectrum should improve if the modulator 

were to compensate for distortion in the space-vector diagram. This section 

derives a new geometrical approach to ripple compensation that alters the 

reference prior to modulation in order to account for the changes to the space­

vector diagram. A block diagram for the modulation process including ripple 

compensation, space-vector modulation and balancing controllers is shown in 
Figure 5.32. 

5.3.1 Compensation Scheme 

According to (5.14) the relationship between the averaged line-voltage vector 

produced in a sampling period, (V), and the reference vector, S'", in the first or 
fourth sector is given by 

G~:D = 2~ (:: ~: ::::) (:D if q E {1,4}. 
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Figure 5.32: Modulation structure including ripple compensation and balanc­
ing 

By inverting this transformation it is possible to derive the reference vector 

required to produce a given voltage vector. 

where 

IIence, if the demanded voltage vector is substituted in place of the voltage vec­

tor above, an expression is derived that gives the reference vector, S-, required 

for the modulator to produce the demanded voltage vector, 11*. 

(5.28) 

This equation is the basis of the ripple-compensation block in Figure 5.32. 

Although (5.28) is only valid in the first and fourth sectors, there is no 

need to derive similar expressions for the other sectors because the space-
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Figure 5.33: Position of sector boundaries with d.c. link ripple 

vector modulator converts the reference vector into first·sector-equivalent co­

ordinates (section 4.1.8) where (5.28) can be applied directly. However, before 

the reference voltage vector can be transformed to first-sector-equivalent co­

ordinates, the sector containing the switching-state vector must be identified. 

5.3.2 Sector Boundaries 

When the capacitor voltages are constant the boundaries between the sectors 

occur at fixed 60° intervals and the sector is identified by the angle of the 

reference vector. When the capacitor voltages vary the sector boundaries of 

the switching states are transformed by (5.14) and do not occur at fixed angles. 

As shown in Figure 5.33, the sector boundaries are defined by the following 
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equations: 

8 g = 0 

First, consider the boundary between the sixth and first sectors, defined as 

8h = O. The voltage vectors produced by the mean states on this boundary 

can be obtained by evaluating (5.13) with 8h = O. 

When 8g is eliminated 

(5.29) 

Applying the same substitution in the portion of (5.13) applicable to sector 

six gives: 

The same relationship is produced as (5.29), demonstrating that there is no 

discontinuity between the transformations at the sector boundaries. 

The same procedure applied to the other sector boundaries (given by 8 g = 0 

and 8h = -8g) applied to the appropriate parts of (5.13) produces the following 
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two equations: 

if 8g = OJ 

Hence the sector containing the reference vector is given by 

U= (5.30) 

The sector can be identified from three comparisons of the co-ordinates of the 

demanded vector with quantities derived from capacitor voltage magnitudes. 

5.3.3 Experimental Verification of Feed-forward Com­

pensation 

The feed-forward compensation scheme has been verified experimentally for the 

inverting (Figure 5.34a) and rectifying (Figure 5.34a) circuit configurations. 

In each case currents and voltages for compensated modulation are shown 

alongside results obtained at the same operating point without feed-forward 

compensation. The spectra of the line voltages with and without compensation 
are compared directly. 

Figure 5.35 shows results for open-loop modulation of the experimental 

converter in inverting mode. The line voltage produced by uncompensated 

modulation contains a small fifth harmonic, which is reduced when the com­

pensated modulation is used. 

Figure 5.36 show results for closed-loop, rectifying operation. In this ex-
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(a) 

(b) 

Figure 5.34: Circuit configurations: (a) inverting and (b) rectifying 
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greatly reduced by compensated modulation and there is a visible improvement 

in the current waveforms. 

5.3.4 Conceptual Comparison with Carrier-Based Mod­

ulation 

It is also possible to compensate for ripple of the capacitor voltages using 

carrier-based modulation. One approach is to modulate amplitude of the car­

rier signals by the voltage ripple [102] but it is easier to implement digitally if 

the references, not the carriers, are scaled by the capacitor voltages. This lat­

ter approach requires that the capacitor voltages in a single phase leg remain 

balanced, as does the space-vector based method presented in this chapter. 

5.4 Summary 

This chapter has discussed the effects of non-ideal d.c. links on the space­

vector modulation of a cascaded H-bridge converter. Two effects have been 

considered: the requirement to keep the capacitor voltages equal and the effect 

of ripple on the line-voltage spectrum. 

The balancing of capacitor voltage was achieved on a per-phase basis by 

assigning the commutations demanded by the primary modulator to the most 

appropriate bridge based on the direction of the demanded voltage step, the 

direction of the current and the measured capacitor voltages. The proposed 

method allows the capacitor voltages to be balanced without increasing the 

total number of commutations. 

The limitations of the capacitor balancing algorithm have been investigated 

for real power flow in terms that are applicable to any balancing method. It has 

been shown that operating points with lower modulation index allow greater 

flexibility over the loading of each bridge. 

The effect of capacitor-voltage ripple on the line-voltage spectrum has also 

been investigated. Under conditions where the ripple is synchronized to the 

output, such as grid-connected applications where there is only one supply 

frequency, it has been shown that the second and fourth harmonics of the 
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capacitor voltage increase the fifth and seventh harmonics of the line voltage 

respectively. A compensation scheme has been developed which transforms the 

reference signal prior to modulation so that the desired reference is produced 

despite capacitor voltage ripple. This method has been shown to be effective 

at reducing the magnitude of the unwanted fifth harmonic. 
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Chapter 6 

One-Dimensional Modulation 

One-dimensional modulation is a single-phase modulation technique that syn­

thesises an output voltage reference using selected switching states. This mod­

ulation method has been described extensively for two-cell converters [68], 

[103], [104] and has been shown to be capable of compensating for changing 

capacitor voltages [69] and of maintaining a specific ratio of capacitor volt­

ages [105]. 

This chapter begins by describing the published implementation of one­

dimensional modulation for a two-cell converter. In particular, it is shown 

that one dimensional modulation is closely related to regularly sampled, level­

shifted carrier modulation and that these methods can be made to produce 

identical a.c. waveforms wh€m the capacitor voltages are balanced. 

Once the one-dimensional modulation scheme has been described for two­

cell converters, section 6.2.2 describes the implementation of the same modu­

lation method for a three-cell converter. Simplifications are introduced, taking 

advantage of symmetries of the states, so that the increased number of states 

docs not make the implementation excessively complex. 

Despite such simplifications, it is shown that it is difficult to apply the same 

methods to converters with more than three cells. It is also shown that the ex­

isting balancing method tends to increase the total device switching frequency. 

An alternative modulation scheme is therefore proposed in section 6.3, which 

is easily applicable to the N-cell converter and which balances the capacitor 
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Figure 6.1: Two-cell cascaded H-bridge converter 

Sn Sn2 Snl Vn 

-1 1 0 -en 
0 0 0 0 
1 0 1 en 

Sn: State of nth bridge 

Table 6.1: Definition of switching state notation 

voltages without increasing the device switching frequency. 

6.1 Two-Cell Modulation 

The one-dimensional modulation scheme has been described in detail for a 

two-cell converter in a range of publications [68], [69], [103]-[105]. For this 

reason, the initial discussion of one-dimensional modulation in this chapter 

also relates to a two-cell converter, an example of which is shown in Figure 6.1. 

The nomenclature of the switching states of each cell is defined in Table 6.1 in 

terms of the states of each half-bridge leg. The state of an entire phase, which 

comprises the states of the individual cells, is denoted as a row vector (81,82). 

One-dimensional modulation relies on the representation of the output volt­

ages produced by each switching state in a so-calle~ one-dimensional control 

region, which is a plot of the output voltages of each state against a horizontal 

voltage scale. Figure 6.2 shows the control region for the two-cell converter 

with equal capacitor voltages. The redundant states of the phase leg are shown 
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Figure 6.2: Normalized control region for two-cell converter with equal capac­
itor voltages 

as several states labelling the same point. 

At each sampling instant, the reference voltage (v· in Figure 6.2) is sampled 

and the two states nearest to the reference are used to modulate. The choice 

of redundant states is left to the implementation, allowing optimization of the 

modulation. 

'When one-dimensional modulation is applied to converters with unequal 

capacitor voltages, the states move in the control region and cease to be re­

dundant. The degree of imbalance determines the order of the states in the 

control region. A two-cell converter then has nine possible output voltages, 

which can be arranged in the four possible ways shown in Figure 6.3. The 

range of capacitor voltages for which each arrangement applies is also shown. 

For the feed-forward version of one-dimensional modulation, the capaci­

tor voltages are measured at each sampling instant and the control region is 

constructed by calculating output voltage of each state using (6.1): 

N 

V(s) = 2: ersr, (6.1) 
r=l 

where 

S is the complete switching state of the phase leg, 

er is the capacitor voltage of the rth bridge and 

Sr is the switching state of the rth bridge, as defined in Table 6.1. 

194 



Case 1: e2 < el < 2e2 
(0,-1) (0,0) 

(-1 -1) (-1,0) (-1,1) (1,-1)(01)(10) (11) + .................. + ....... + ........ + ...... + ....... + ........ + ...... + .................. + 
Case 2: el > 2e2 

(0, -1) (I, -1) 

( -1 +:::!)J.:::t!gL(::l:.U ........ J9+~J ... j9+~.l-........ J~+gL .. .J~+ 1) 

Case 3: el < e2 < 2el 
(0,-1) (O,O) (0,1) 

( -1 +:::!) ............. -!.:-. .v.QLJ~!+}.l.:::t, .. ~.Lj.~+~)+ ............. .J}+ 1) 

Case 4: e2 > 2el 

(0,-1) (0,0) 

(-1,-1) (1,-1) (-I,D) (1,0) (-l,lXO,l)(l,l) + ........ + ........ + ................. + ....... + ........ + ................. + ....... + ....... + 

-2 -1.5 -1 -0.5 ° 0.5 1 1.5 2 
Output Voltage {p.u.} 

Figure 6.3: Control regions for two-cell converter with different d.c.-link volt­
ages. State labels: {81,82} 

Any reference voltage that lies within the control region can be synthesized 

accurately using two states that straddle the reference, assuming that the 

capacitor voltages do not change greatly during the sampling interval. The 

modulator must choose suitable states and calculate the period of time to 
apply each state. 

The pUblished implementation of one-dimensional modulation [69], [104] 

selects states using the following procedure. Firstly, the order of states in the 

control region is determined from measurements of the d.c.-link voltages. The 

measurements are compared against the conditions given in Figure 6.3 and a 

look-up table listing the states in order of their output voltage is chosen. The 

control region is then constructed by calculating the output voltage of each 

state using (6.1) and the two states nearest to the reference are located using 

an iterative search algorithm. The time for which each state should be applied 

is calculated using (6.2), such that the voltage-time area of the reference is 
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d.c. Voltages 
Forbidden States 

i>O i<O 
(1, -1), (1, 0), (O, -1) (-1,1), (-1, 0), (O, 1) 
(-1, 1), (-1, 0), (O, 1) (1, -1), (1, 0), (O, -1) 

Table 6.2: Forbidden states under different conditions of capacitor voltages 
and a.c. current for two-cell case. 

equal to that of the converter output voltage. 

where 

V(82 ) - v· 
dS1 = V(82) - V(81) 

81 and 82 are the switching states to be applied, 

(6.2) 

dS1 is the proportion of the switching period for which 81 should be applied, 

ds~ is the proportion of the switching period for which 82 should be applied 

and 

V{s) is the output voltage produced by the switching state s, as defined in 

(6.1). 

Although the principle of this algorithm is applicable to converters with any 

number of cells, it will be shown in section 6.2 that pre-determining all the 

possibilities for the order of states in the control region becomes cumbersome 

as the number of cells is increased. 

6.1.1 Capacitor Balancing 

One-dimensional modulation has been adapted to balance the capacitor volt­

ages by eliminating states which cause the capacitor voltages to diverge [105]. 

At each sampling instant the set of forbidden states is chosen from Table 6.2 

based on the direction of the current and the requirement to charge or discharge 

each capacitor. Of the remaining, permitted states, the two states nearest to 

the reference are used to modulate using duty cycles calculated using (6.2): 

the same duty-cycle calculation used for the non-balancing method. 
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6.1.2 Relationship to Carrier-Based Modulation 

Although presented as a fundamentally different modulation technique, one­

dimensional modulation is very closely related to regularly-sampled, carrier­

based modulation. The relationship between these two modulation schemes is 
explored in this section. 

Figure 6.4 shows a carrier-based representation of one-dimensional modu­

lation for two sampling periods. The control region has been plotted on the 

vertical axis at the sampling instants and the horizontal axis represents the 

duration of the sampling interval T. To highlight the construction of the dia­

gram, the two sampling periods are shown as separate plots and the position 

of the states in the control region are explicitly marked. 

Calculation of the duty cycles using (6.2) is represented in Figure 6.4 by 

equivalent carrier signals, which have been constructed by joining the sampled 

position of adjacent states across the sampling time. As for regularly-sampled, 

carrier-based modulation, the switching state changes when the sampled refer­

ence, which is constant during a sampling interval, crosses a carrier signal. The 

second sampling interval in Figure 6.4 is constructed in the same way using 

new measurements of the capacitor voltages. As such, the control region is 

updated causing discontinuities in the carrier signals at each sampling instant. 

The main difference between this representation and conventional carrier 

schemes, besides the discontinuous carrier signals, is that the carrier signals 

are not associated with individual gate signals. In some instances, multiple 

commutations are needed to change between neighbouring states. For example, 

when the reference shown in Figure 6.4 crosses from the (0,0) region to the 

(1, -1) region, two commutations are required. When the capacitor voltages 

are equal these states are redundant so do not usually have their own regions 
in the carrier diagram. 

A carrier-based diagram can also represent the voltage balancing method if 

carrier signals are constructed using only permitted states. Figure 6.5 is based 

on the same capacitor voltage values as Figure 6.4 but does not include all the 

possible converter states: only the states permitted for capacitor balancing 

with positive a.C. current are included. In the second sampling interval the set 
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Figure 6.4: Carrier modulation showing all available states 

carrier -- reference -_ ..... . 
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Time ~ 

Figure 6.5: Carrier modulation with eliminated states 
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carrier -- reference ---------
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Time f 
Figure 6.6: Carrier modulation with balanced d.c. links 

of permitted states has changed, reflecting the possibility that the capacitor. 

voltages cross during a sampling period. 

The carrier signals in Figures 6.4 and 6.5 are shown alternating between 

falling and rising slopes in order to imitate the triangular carrier signals used 

in level-shifted carrier modulation (Figure 6.6). For this to be an accurate 

representation of one-dimensional modulation, the modulation must be im­

plemented specifically to alternate between producing rising and falling edges 

in consecutive sampling periods, as was required of space-vector modulation 

in section 4.2.1. Existing publications do not specify the order in which the 

selected states should be applied but alternating the direction of the modu­

lated switching edges causes one-dimensional modulation to produce identical 

voltage waveforms to asymmetrically-sampled, level-shifted carrier modulation 

when the capacitor voltages are balanced. To demonstrate this relationship, a 

two-cell converter has been simulated using ideal voltage sources. The result­

ing phase voltage and line-voltage spectrum are shown to be indistinguishable 
in Figure 6.7. 
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Figure 6.7: Phase voltage and line-voltage spectrum of simulated one­
dimensional modulation and regularly-sampled, level-shifted carrier modula­
tion 

6.2 Application to More Cells 

One-dimensional modulation can be applied to converters with more than two 

cells, but the implementation needs modifying in order to remain practical. 

For the two-cell case, all the possibilities for the order of states in the control 

region are pre-determined and stored in look-up tables. Working out all the 

possible arrangements of the 3N states of an N -cell converter quickly becomes 

difficult as the number of cells increases. 

In this section, the two-cell algorithm is simplified to reduce the number of 

look-up tables needed. These simplifications allow one-dimensional modulation 

to be applied to the three-cell converter in section 6.2.2. 

0.2.1 Simplification of the Two-Cell Algorithm 

The first simplification that can be applied to the one-dimensional modulation 

algorithm is to sort the bridges in order of their capacitor voltages. The ca­

pacitor voltages of a two-cell converter can then be designated emax and emin, 
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where 

emin is lower capacitor voltage and 

emax is the greater capacitor voltage. 

The switching states can be written as (Smax, Smin), where 

Smin is the state of the bridge with lower capacitor voltage and 

Smax is the state of the bridge with greater capacitor voltage. 

When the states of the bridges are represented in this way, only the two 

sequences in Figure 6.8 need to be stored instead of the original four sequences 

in Figure 6.3. Cases 1 and 3 in Figure 6.3 and cases 2 and 4 differ only by 

which bridge has the greater d.c. voltage. Therefore, if the cells are considered 

in order of their capacitor voltages, cases 1 and 3 in Figure 6.3 are equivalent 

to case X in Figure 6.8 and cases 2 and 4 are equivalent to case Y. 

When balancing the capacitor voltages, there are four possible arrange­

ments of permitted and forbidden states: these are shown in Figure 6.9. Cases 

Xl and X2 are the result of eliminating the states listed in Table 6.2 from 

Case X for positive and negative current; cases Yl and Y2 are produced in 

the same way for case Y. The remaining permitted states are in the same order 

in cases Xl and Yl and also in cases X2 and Y2. Hence only two tables are 
needed. 

Figure 6.9 also shows that the permitted states with positive current (cases 

X2 and Y2) are the complement of the states permitted when the current 

is negative (cases Xl and Yl). The positions of the permitted states in the 

control region with negative current are therefore the reflection about the origin 

of the permitted states when the current is positive. This observation allows 

the single set of states in Figure 6.10, which are the permitted states with 

positive current, to be used when the current flows in either direction. For 

negative current -v· can be used as the reference if, after choosing states and 

calculating duty cycles, the complement of the chosen states are applied to the 
converter. 
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Case X: emin < e max < 2em in 

(0,-1) (0,0) 
(-1 -1) ( -1, 0) ( -1, 1) ( 1, -1 )( 0 1)( 1 0) ( 1 1 ) + ................... + ...... + ........ -+ ...... + ...... + ........ + ...... + .................. + 

Case Y: emax > 2emin 

(0, -1) (1, -1) 
(-1,-1)(-1,0) (-1,1) (0,0) (0,1) (1,0) (1,1) + ............. + ............. +.+ ............ + ............. + .. + ............. + ............. + 

, i , 

-2 -1 o 1 2 
Output Voltage (p.u.) 

Figure 6.8: Control regions when bridges are stored by voltage magnitude. 
States are written as (smax, Smin)' 

Case Xl: emax < 2emin, i < 0 
(0,-1) (0,0) 

(-11-1) (-:1< 0) (-:1< 1) (1, -l)(M)(l 0) (1 1) +---------------+-----+-------+-----+----+-------+-----+---------------+ 

Case X2: emax < 2emin, i > 0 
(0~1) (0,0) 

(-1 -1) (-1,0) (-1, 1) (1~1)(0 1)(~) (1 1) +----------------+-----+-------+-----+-----+-------+-----+---------------+ 
Case Y1: emax < 2em in, i < 0 

(0, -1) (1, -1) 

( -1 +-::!)J=¥_QLL:¥_~------j2tQLj~.l.-------J!+~L-j41) 

Case Y2: emax < 2eminl i > 0 
(0~1) (1~1) 

( -1 +-::!)J=}_Qt_(=~-~--------{2tQL----(9+!.l.-------J~t--j41) 
, iii • 

-1 -0.5 o 0.5 1 
Output Voltage (p.u.) 

Figure 6.9: Control regions when bridges are sorted by voltage magnitude and 
states are eliminated for capacitor voltage balancing. States are written as 
(smax, Smin)' 
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Figure 6.10: Two-cell control region using single set of permitted states 

Hence, by considering the bridges in order of their capacitor voltages and 

taking advantages of the symmetry between the permitted states when current 

is positive and negative, one-dimensional modulation with balancing of the 

capacitor voltages can be applied to a two-cell converter using a single look-up 
table. 

6.2.2 Three-Cell Implementation 

Without the simplifications described in section 6.2.1, applying one-dimensional 

modulation to a three-cell converter is complex because of the large number 

of possible arrangements of states. 

To highlight the large number of possible arrangements, Figure 6.11a shows 

the loci where two or more states produce equal output voltages when the 

capacitor voltages are normalized to give a sum of three. The condition where 

all the capacitor voltages are equal is in the centre of the triangle where many 

of the loci meet. Each triangular region in Figure 6.11a represents a unique 

order of states in the control region. 

Listing the bridges in order of their capacitor voltages, such that el ~ e2 $ 

e3, considerably reduces the number of conditions that need .to be considered 

as only the shaded region of Figure 6.11a is relevant. This region, which 

is reproduced in Figure 6.11 b, contains 26 regions representing 26 possible 

arrangements of states, instead of the 156 regions in Figure 6.lla. 

To apply one-dimensional modulation to a three-cell converter, the modu­

lator uses measurements of the capacitor voltages to identify which region of 

Figure 6.11b the converter is operating in and selects a pre-calculated look-up 

table listing the states in order of their output voltage. Once the appropriate 

table is selected the modulation algorithm proceeds exactly as for the two-
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cell case: the control region is populated using measured capacitor voltages 

and then two nearest states to the reference are located and applied for time 

periods calculated using (6.2). 

Capacitor Voltage Balancing 

The capacitor voltages of a three-cell converter can be balanced by eliminating 

states from the modulation process in a similar manner as was described for a 

two-cell converter in section 6.1.1. Permitted states are those that charge the 

capacitor with lowest voltage or discharge the capacitor with greatest voltage. 

The states (-1, -1, -1), (0,0,0) and (1, 1, 1) are always permitted, irrespective 

of their effect on the capacitor voltage, so that the output voltage range is 

not limited. The permitted states for both positive and negative current are 

shown in Figure 6.12, in which the states' are listed in order (e3, e2, el) with 

e3 ~ e2 ~ el. 

Reducing the number of permitted states also reduces the number of pos­

sible arrangements of those states in the control region. The twelve states are 

permitted when the current is positive can be arranged in one of five possible 

ways, instead of the 26 possibilities when all states are considered. The bound­

aries defining the order of states are shown in Figure 6.13 and example control 

regions corresponding to each region are shown in Figure 6.14. The high­

lighted states in Figure 6.14 are those whose order changes as each boundary 

in Figure 6.13 is crossed. 

Figures 6.13 and 6.14 only include the states that are permitted when the 

current is positive but there is no need to produce similar diagrams for the 

reverse current direction. As for the two-cell converter, the states that are 

permitted when the current is negative are the complement of those that are 

permitted when the current is positive. Figures 6.13 and 6.14 are equally ap­

plicable for the reverse current direction if the reference voltage is first negated 

and then the complement of each chosen switching state is applied to the con­

verter. This is the same procedure that was described for the two-cell converter 
in section 6.2.1. 
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(1.5,1.5,0) 

1 

(2,0.5,0.5) 

Figure 6.13: Boundaries between different sequences of states used for balanc­
ing with positive current 

6.2.3 Simulations of the Three-Cell Converter 

A converter with three cells per phase has been simulated in rectifying con­

figuration (Figure 6.15) using the one-dimensional algorithm described. To 

demonstrate the performance of the balancing algorithm, the converter has 

been simulated in the three sets of conditions given in Table 6.3 and plotted in 

Figure 6.16. Also included in Figure 6.16 are the boundaries within which it 

is possible to balance the capacitor voltages, which were derived in Chapter 5. 

Note that in feed-forward modulation schemes, the modulation index of 

the phase leg is not a constant value in steady state, as it varies in order to 

compensate for ripple of the capacitor voltages. The modulation index used to 

plot the operating points in Figure 6.16 is the steady-state modulation index 

that would produce the same operating point if the capacitor voltages were 

constantly equal to their reference. 

Cases A and B in Figure 6.16 are within the limits defined in section 5.1.1 

for which it is possible to equalize the capacitor voltages; case C is outside 
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Figure 6.14: The five possible sequences of permitted states when the a,c. 
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L 

L 

Figure 6.15: Circuit configuration for rectifying simulations and experimental 
tests 

E* U Ral Ra2 Ra3 

Case A 100V 285V 570 570 570 
CaseB 100V 285V 430 570 570 
CaseC 100V 285V 290 570 570 

Table 6.3: Conditions for simulation 

that range. Figure 6.17 confirms this as the capacitor voltages remain bal­

anced for cases A and B but the voltage of the over-loaded cell reduces in case 

C. The switching waveforms shown in Figure 6.18 are for phase a of the case 

B simulation and show how the modulator distributes commutations between 

each bridge in response to differing loads. The switching rate is quantified in 

Figure 6.19, which shows the cumulative average rate of commutation for each 

bridge over the full duration of the case B simulation. The switching func­

tions ofthe two bridges with equal capacitor voltage (Sa2 and Sa3) commutate 

on average at the same rate of 30 commutations per cycle. Because of the 

imbalanced load, Sal contains fewer commutations:' 20 per cycle. 
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Figure 6.16: Loading conditions applied to three-cell simulations with the 
balancing capabilities derived in section 5.1.1 

Figure 6.19 also shows the apparent rate of commutation derived from the 

phase-a switching function and the total sum of the commutations from each 

bridge. The fact that the phase-a switching function contains 40 commutations 

per cycle and the individual bridges produce a total of 70 commutations per 

cycle indicates that multiple commutations occur simultaneously and that the 

total device switching frequency is not minimized. 

Simultaneous commutations are mostly caused by changes to the list of 

permitted states when the order of d.c. link voltages changes. For example, 

at the first sampling instant in Figure 6.20 (217.333ms) the capacitor voltages 

are in the following order: 

During the sampling interval the capacitor voltages cross so at the next sam­

pling instant (218ms) the order is different: 
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Figure 6.19: Cumulative average switching rate with three cells (Case B) 

The final state of the first sampling interval is not permitted in the second 

sampling interval because it would cause the capacitor voltages to diverge. A 

different redundant state is selected, causing two bridges to commutate simul­

taneously. \Vhen the capacitor voltages are well balanced, which is expected 

during normal operation of the converter, the capacitor voltages often cross so 

this mechanism can cause a significant increase in the total device switching 

frequency. 
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6.3 Improved One-Dimensional Modulation for 

N-Cell Converters 

Although the one-dimensional modulation scheme described so far can be ap­

plied to converters with any number of levels, it is not a truly N-cell algorithm. 

The analysis of the control region for the three-cell case is not applicable when 

a different number of cells is used. Equivalent, but increasingly complex, anal­

ysis must be performed every time that a different number of cells is considered 

in order to deduce the possible arrangements of states. 

An alternative implementation of one-dimensional modulation is to sort the 

permitted states by output voltage at run-time instead of using pre-determined 

look-up tables. This method is simpler to implement but is not considered in 

this work for two reasons. Firstly, increasing the number of cells leads to an 

exponential rise in the number of switching states to be sorted, which becomes 

increasingly demanding for the digital control system. Secondly sorting the 

states at run-time would not address the problem of increased device switching 

frequency caused by changes in the list of permitted states that was identified 

in section 6.2.3. 

Instead, a new method is proposed that is applicable to any number of 

cells, only needs to sort the capacitor voltages (a quantity that increases lin­

early with the number of cells, not exponentially) and that reduces the total 

number of commutations when compared to the previous implementation of 

one-dimensional modulation. The proposed algorithm operates in a similar 

way to the balancing algorithm described in Chapter 5 for space-vector mod­

ulation: by assigning demanded commutations to the most suitable bridge. 

0.3.1 Balancing Algorithm 

The proposed method for selecting switching states is made up of the two 

nested loops dC'picted in Figure 6.21 using the notation defined below. 

SI,S2 Two switching states of the phase leg that are being considered for 

application during the upcoming sampling interval. 
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Figure 6.21: Improved onEHiimensional modulation scheme 



81 .Sk The component of 81 representing the switching state of the bridge with 

the kth smallest capacitor voltage. 

V(8} The output voltage of state 8, defined in (6.1). 

~v The direction of the required voltage step. 

At each sampling instant, the outer loop (on the left side of Figure 6.21) stores 

two possible switching states. Once the algorithm is completed these states 

become the two states to be applied during the next sampling period. Initially, 

81 and 82 are set to the present state of the phase leg so that the possibility of 

not changing the switching state at the sampling instant is always considered. 

The inner loop, on the right of Figure 6.21, modifies the second state, 82 , 

by a single commutation to produce a voltage step in the required direction. 

The most suitable bridge to commutate is identified in the same way as was 

applied to space-vector modulation in Chapter 5: by searching through a list 

of bridges sorted in order of their capacitor voltages. If the product of current 

and step direction i~v is positive then the search begins at the bridge with 

lowest capacitor voltage or, if i~v is negative, then the search begins at the 

other end of the list. There are strong similarities between this balancing 

algorithm and the algorithm applied to space-vector modulation so the inner 

loop of Figure 6.21 should be compared to Figure 5.9 on page 148. 

Once 8 2 has been changed, the outer loop assesses whether the two stored 

states, 81 and 82 , straddle the reference voltage: if they do then those states 

are used to modulate with duty cycle calculated using (6.2), exactly as for con­

ventional one-dimensional modulation. The order in which the chosen states 

should be applied are chosen in order to mimic one-dimensional modulation 

by alternating between falling and rising edges during the sampling period. 

If the chosen states do not straddle the reference then another commutation 

is required and the inner loop is called again using 82 as the new starting point. 

In this way, the algorithm performs a stepwise search of the control region to 

find states that can produce the required output, whilst biasing the choice of 

switching states towards those which improve the balancing of the capacitor 

voltages. 
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Et U Rat Ra2 Ra3 

Case A 75V 200V 570 570 570 
CaseB 75V 200V 390 570 570 
CaseC 75V 200V 300 570 570 

Table 6.4: Conditions for experimental tests 

The key difference between the method described in this section and the 

balancing method applied to space-vector modulation in Chapter 5 is the order 

of the state-selection and dwell-time calculations. In the space-vector case, the 

balancing algorithm is invoked after the dwell times have been calculated so 

the loop must only search for the most suitable bridge that can provide a volt­

age step in the required direction. For the one-dimensional implementation, 

the voltage output of the chosen states must then be checked to' ensure that 

they straddle the reference and the duty cycle is calculated after the states are 

chosen. The one-dimensional modulation should therefore be more tolerant to 

operation when the capacitor voltages are not balanced as the feed-forward 

capability does not rely on the average capacitor voltage being a good approx­

imation of the capacitor voltage of a given cell. 

6.4 Experimental Results 

The original one-dimensional modulation scheme and the improved method 

have been tested using the experimental converter in the rectifying configura­

tion shown in Figure 6.15. The configuration of each experiment is shown in 

Table 6.4 and plotted in Figure 6.22 alongside the theoretical balancing lim­

its defined in Chapter 5. Capacitor voltages, phase voltages and switching 

functions for each case are shown in Figures 6.23 to 6.25. Key observations 

deriving from these figures are summarized below: 

• Both methods maintain equal capacitor voltages for cases A and B, where 

the operating point is within the balancing limits derived in Chapter 5 . 

• Neither method can balance the capacitor voltage in case C, where the 

resistance of the load of one cell has been reduced sufficiently to place 
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Figure 6.22: Loading conditions for experimental tests of one-dimensional mod­
ulation in regard to the theoretical balancing limits. 

the operating point outside the limits of balancing. 

• The original one-dimensional modulation method produces less deviation 

of the capacitor voltages during each cycle than the new method. 

• The original modulation method produces a higher device switching fre­

quency than the new method, despite the methods producing comparable 

leg switching functions. 

Case C, in which the capacitors are not balanced, requires special attention 

because, although the operating point appears to be very close to the balancing 

limit, both modulation schemes fail to balance the voltages and the resulting 

voltage drop is large. It may be expected that only a small reduction in voltage 

would be visible when operating so near to the boundary. 

There are two effects which contribute to the large reduction in voltage 

in case C. Firstly, the modulation index used to construct Figure 6.22 is 

the modulation index that would be required with constant capacitor voltages 
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Figure 6.27: Cumulative average wi tching rate for on -dimensional modula­
tion and the improved method 

The apparent balancing performance of the original method come , how­

ever , at the expense of device switching frequen y, as hown in Figur 6.27 

which compares the apparent and actual switching frequenci of each metho I. 

The apparent swi tching frequency is d rived from the wi tching function of the 

phase-leg, Sa, whereas t he actual device switching frequ ncy i derived from 

the switching functions of the individual bridges. The original on -dimensi nal 

modulation method produces an act ual device witching frequency approx­

imately double the apparent swi tching frequency but the improved method 

maintains a close relationship between the two metric. It is only when the 

capacitor voltages become unbalanced in Case C that n w method exhibi t a 

difference between the apparent and actual switching frequen y. Ev n th n, 

the difference is less than for the original method. 
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Differences between the apparent and actual switching frequencies are caused 

by simultaneous commutation of two cells operating in the opposite sense, such 

that no step is visible in the switching function of the phase leg. If the tim­

ing of the commutations is not precise, spurious spikes appear on the output 

voltage, which are not demanded by the leg switching function. Such spikes 

are visible in Figures 6.23 to 6.25 for the original ID method but not for the 

improved method. 

Another important benefit of maintaining the relationship between the 

apparent and actual switching frequencies is that it enables the modulation 

switching frequency to be defined in terms of the requirements of the a.c. side 

of the converter. For example, if an application requires switching losses equiv­

alent to the apparent switching frequency shown in Figure 6.27, the original 

modulation scheme would have to operate at a lower sampling frequency in or­

der to reduce the actual switching frequency to an acceptable level. A reduced 

sampling rate would have a detrimental effect on the a.c. waveforms. 

Similarly, if an application can tolerate the actual device switching fre­

quency produced by the original method, it would be better to achieve the 

higher switching frequency using the new method at a higher sampling fre­

quency. For example, the actual device switching frequency of the one-dimensional 

method in Figure 6.27 is approximately double the apparent switching fre­

quency. If this switching rate is acceptable to the application, a similar switch­

ing rate could be achieved using the new method with double the sampling rate, 

which would improve both the a.c. waveform and the balancing performance. 

Hence, by assigning single commutations to single bridges, optimal use is 

made of the available switching frequency for both the a.c. and d.c. sides of 

the converter. 

6.5 Summary 

This chapter has discussed the relationship between one-dimensional, feed­

forward modulation and regularly-sampled, level-shifted carrier modulation 

and has demonstrated that the two modulation methods can produce the same 

a.c. waveforms when the capacitor voltages are equal. The one-dimensional 
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algorithm has been simplified so that it can be applied to a three-cell converter 

but it has been shown that the implementation becomes increasingly complex 

as the number of cells, and hence the number of possible switching states, 
Increases. 

An alternative means to choose switching states for one-dimensional, feed­

forward modulation has been presented which can be applied to converters 

with an arbitrary number of cells. The new method assigns each commutation 

to a single bridge so the total device switching frequency is not increased by 

the balancing scheme. This method is similar to the method described for 

space-vector modulation in Chapter 5. 

The two one-dimensional modulation methods have been compared exper­

imentally, showing that the range of loads for which the capacitor voltages can 

be balanced are similar to the general limits derived in Chapter 5. The original 

method appears to produce less deviation of the capacitor voltages during each 

cycle but it has been shown that this is due to an increase in the actual device 

switching frequency above the rate apparent from the leg switching function. 

In the examples shown, the actual switching frequency was approximately dou­

ble the apparent rate. Assigning commutations to individual bridges, as the 

new method does, allows optimal use of the available switching frequency for 

both the a.c. and d.c. sides of the converter. 
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Chapter 7 

Conclusions 

This thesis has covered modulation of the cascaded H-bridge multi-level con­

verter using two modulation methods: space-vector modulation and one-dimensional 

modulation. Both of these modulation techniques are usually considered to be 

to be high-frequency P\VM methods but, because of the need to reduce switch-

ing losses as the power level increases, the modulation techniques have been 

studied at a lower sampling frequency than is conventional. 

This concluding chapter contains an overview of the work from earlier chap­

ters and is intended to highlight the key conclusions that can be drawn. After 

discussing the two modulation methods individually, they are compared and 

contrasted and common themes identified in section 7.3. Finally, in section 7.4, 

opportunities for further work are identified. 

7.1 Space-Vector Modulation 

7.1.1 Ideal DC Links 

In Chapter 4, space-vector modulation was discussed under the assumption 

that the d.c. links are supplied by constant and equal d.c. voltage sources. This 

assumption allowed fundamental properties of the modulation to be studied. 

The first key observation is that when space-vector modulation is operated 

at low sampling frequency, adjacent samples of the reference vector do not 

occupy the same triangle on the space-vector diagram. Therefore it was iden-
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tified that, even when consecutive samples do not occupy the same triangle, 

the sequences of states applied during the switching periods should alternate 

between starting on the upper and lower redundant state of the starting v('C­

tor. For the special case where two consecutive vectors do fall in the same 

triangle, this rule provides the same result as the oft-quoted requiremmt that 

every other sample should be re-produced with the reverse sequence of states 

to its predecessor. 

Using this modulation as the underlying algorithm, it was observed empir­

ically that, for synchronized modulation, small changes in phase between the 

reference and the sampling process influence the harmonic distortion of the 

line voltages. A method was proposed to align the initial sampling angle to 

a locus of low distortion for varying modulation index and the approa('h was 

shown to be effective at reducing the distortion of the line voltages of both 

the simulated and experimental converters. Although the specific relationship 

between initial angle and modulation index applies only to a seven-level con­

verter at a specific sampling rate, the principle applies equally to converters 

with a greater number of cells. 

7.1.2 Non-Ideal DC Links 

Having established the underlying space-vector algorithm, Chapter 5 disc\L~St,<l 

space-vector modulation for converters where the d.c.-link voltagt'S are a1lowf'(l 

to vary. The discussion handled two key problems: 

• mechanisms to keep the capacitor voltages equal and 

• compensation for ripple of the capacitor voltages. 

Balancing of the Capacitor Voltages 

The balancing problem was analysed on a single-phase basis with diCf('f('nt 

resistive loads applied to the d.c. links of each cdl. Such analysis i.'1 of bmdit 

to applications such as the UNIFLEX-PM project, where the different bridgcs 

in the converter are intended to be used flexibly for different purpOtics. 
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The general limitations of balancing algorithms were derived, showing that 

the degree of load imbalance for which it is possible to balance the capacitor 

voltages depends on the modulation index of the converter. \Vhen the con­

verter draws real power, the limiting condition is caused by the saturation of 

the modulation index of a single cell. A high converter modulation index re­

duces the freedom to change the modulation index of the cells before a single 

cell saturates. 

A balancing algorithm applicable to space-vector modulation was also pr~ 

posed and shown to operate correctly within the derived limits. The funda­

mental requirement of the balancing algorithm was that it must not increase 

the switching frequency and hence must not introduce commutations in ad­

dition to those demanded by the primary modulator. Therefore, instead of 

considering the effect of each redundant state, the balancing algorithm was 

derived considering the effect of each commutation and assigning demanded 

commutations to the most appropriate bridge. The response of this algorithm 

to imbalanced loads is to re-distribute the switching edges of the converter 

between different cells, causing different cells to operate at different switching 

frequencies. Although the limitations of the proposed algorithm were shown to 

be comparable to theory using simulated and experimental results, it is likely 

that the limits of a full-scale converter would be defined by thermal consider­

ations due to the redistribution of switching edges, rather than the limits of 

modulation index. 

Capacitor Voltage Ripple 

The balancing algorithm cannot eliminate ripple caused by the single-phase 

nature of the phase legs so the effect of capacitor voltage ripple on the space­

vector diagram was examined. The distortion of the space-vector diagram was 

then used to derive the influence of ripple on the spectrum of the line voltages. 

In particular, second and fourth harmonic ripple on the capacitor voltages 

cause fifth and seventh harmonics of the line voltages respectively. 

The distortion of the space-vector diagram was also used to derive a sim­

ple feed-forward compensation scheme to improve the quality of the output 
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waveforms. The feed-forward method was shown experimentally to reduce the 

magnitude of the fifth harmonic caused by the capacitor voltage ripple. 

7.2 One-Dimensional Modulation 

In Chapter 6, one-dimensional modulation was discussed and shown to be 

closely related to regularly sampled, level-shifted carrier modulation. When 

the capacitor voltages are equal the methods can be made to produce identical 

output waveforms. 

Issues of implementation were discussed as the number of bridges, and 

therefore the number of redundant states, is increased. In particular, it was 

identified that the original balancing method causes a significant increase in 

the device switching frequency. 

A new implementation was proposed with the combined benefits of being 

easily applicable to an N-cell converter and of balancing the capacitor voltages 

without increasing the total device switching frequency. The balancing method 

was derived by applying commutations to specific bridges in exactly the same 

way as for the space-vector modulation algorithm. 

7.3 Comparison of the Modulation Schemes 

The modulation schemes discussed have two clear common themes: 

• both methods are feed-forward modulation schemes that compensate for 

the capacitor voltage ripple and 

• both methods balance the capacitor voltages by assigning single com­

mutations to the most appropriate bridge without increasing the total 

device switching frequency. 

The advantage of the balancing algorithm used in this thesis is that the 

balancing process does not influence the a.c. waveforms even when the loads on 

each cell are not equal. This is in contrast to balancing methods that modulate 

the cells individually where adjusting the power flow alters the shape of the 

229 



a.c. waveform and influences the cancellation of harmonics between the cells. 

However, the control action for the balancing methods used in this thesis is the 

distribution of switching edges between the cells. Hence, if the loads are not 

equal neither are the switching frequencies of the cells, potentially affecting 

the time before one cell fails. As alluded to above, it is likely that the degree 

of imbalanced load that a full-scale converter can tolerate would be defined 

in terms of the acceptable imbalance of switching frequency rather than the 

absolute limits derived in this thesis. 

A key difference between the space-vector and one-dimensional modulation 

methods presented is the order of the choice of switching state and the cal­

culation of duty cycles. The space-vector modulation method calculates the 

required duty cycles before invoking the balancing algorithm and only con­

siders the average ripple on each phase leg. In contrast, the one-dimensional 

modulation method explicitly considers the measured capacitor voltages and 

calculates the duty cycles after the final choice of switching states has been 

derived. Hence one-dimensional modulation should produce superior output 

waveforms under conditions where the capacitor voltages are not balanced. 

7.4 Further Work 

There is scope for further work deriving from many areas of this thesis. Some 

areas of particular interest are outlined below. 

Capacitor Voltage Ripple The effect of ripple has only been derived for the 

simple case where the ripple frequency is synchronized to the converter 

output frequency. Where two asynchronous a.c. systems are interfaced, 

for instance when the converter is acting as variable-speed drive, there are 

components of ripple synchronized to the frequency of both a.c. systems. 

The methodology used to analyse the simple case should be extended to 

investigate the influence of the more complex case and the effectiveness 

of the feed-forward schemes should be investigated. 

Balancing Under Different a.c. Loading Conditions The limitations of 

the balancing algorithm were derived based on changing the loads on 
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the d.c. side of the converter but only for situations where the phase 

difference between the current and the converter output is small. If 
there is a significant phase shift between the voltage and the current the 

phase of the individual cells becomes as important a controlling factor as 

the modulation index, which should be taken into account in the limiting 

analysis. 

Balancing behaviour with more cells One of the advantages of cascaded 

multi-level converters is the ability to connect to high voltage systems 

without step-up transformers if enough cells are connected in series. The 

algorithms used in this thesis have all been deliberately general in their 

implementation so they can easily be applied to converters with a greater 

number of levels but the behaviour of such converters has not been in­

vestigated. As an example, the problem of capacitor voltage balancing 

is likely to be more complex when there are more than three cells to 

balance. 

Thorough Comparison with Carrier-Based Modulation Finally, it would 

be beneficial to perform a thorough and systematic comparison of space­

vector modulation and carrier-based modulation to properly assess the 

pros and cons of each. An interesting aspect of such a study would be 

to look more closely at the mechanism causing the relationship between 

the phase of the reference and the harmonic distortion identified empiri­

cally in Chapter 4. Another aspect would be to investigate the effects of 

sampling the highly discontinuous reference waveform required to mimic 

multi-level space-vector modulation using carrier methods and whether 

aliasing of this complicated reference contributes to the low-order har­

monics of the modulated waveforms. 

231 



References 

[1] "A european strategy for sustainable, competitive and secure energy," 

Commission of the European Communities, Mar. 2006, COM(2006) 

105. [Online]. Available: http://ec.europa.eu/energy/strategies/2006/ 

2006_03_green_papeLenergy _en.htm 

[2] "UK electricity networks," Parliamentary Office of Science and 

Technology, Oct. 2001, postnote 163. [Online]. Available: www. 

parliament.uk/documents/post/pn163.pdf 

[3] "Long term development statement network sum-

mary," UK Power Networks, 2010. [Online]. Avail-

able: http://www.ukpowernetworks.co.uk/products-services/networks/ 

knowledge-centre/long-term-development-statement.shtml 

[4] V. Hamidi, K. S. Smith, and R. C. Wilson, "Smart grid technology 

review within the transmission and distribution sector," in IEEE PES 

Innovative Smart Grid Technologies Conference Europe, Oct. 2010, pp. 

1-8. 

[5] R. Strzelecki and G. Benysek, Eds., Power Electronics in Smart Electrical 

Energy Networks. London: Springer, 2008. 

[6] M. Elbuluk and N. R. N. Idris, "The role power electronics in future en­

ergy systems and green industrialization," in IEEE Second International 

Power and Energy Conference. PECon, Dec. 2008, pp. 1-6. 

232 



[7] L. M. Tolbert and F. Z. Peng, "Multilevel converters as a utility inter­

face for renewable energy systems," in IEEE Power Engineering Society 

Summer Meeting, vol. 2, 2000, pp. 1271-1274. 

[8] "New ERA for electricity in Europe. distributed generation: Key 

issues, challenges and proposed solutions," European Commission, 

2006, eUR 20901. [Online]. Available: www.smartgrids.eu/documents/ 

New-ERA-for-Electricity-in-Europe.pdf 

[9] F. Iov, F. Blaabjerg, J. Clare, P. Wheeler, A. Rufer, and A. Hyde, 

"UNIFLEX-PM - a key-enabling technology for future european elec­

tricy networks," European Power Electronics and Drives Journal, vol. 19, 

no. 4, pp. 6-16, Oct. 2009. 

[10] J. Rodriguez, J.-S. Lai, and F. Z. Peng, "Multilevel inverters: A survey of 

topologies, controls, and applications," IEEE Transactions on Industrial 

Electronics, vol. 49, no. 4, pp. 724-738, Aug. 2002. 

[11] D. Soto and T. C. Green, "A comparison of high-power converter topolo­

gies for the implementation of FACTS controllers," IEEE Transactions 

on Industrial Electronics, vol. 49, no. 5, pp. 1072 - 1080, Oct. 2002. 

[12] J. Rodriguez, L. G. Franquelo, S. Kouro, J. 1. Leon, R. C. Portillo, 

M. A. M. Prats, and M. A. Perez, "Multilevel converters: An enabling 

technology for high-power applications," Proc. IEEE, vol. 97, no. 11, pp. 

1786 -1817, Nov. 2009. 

[13] B. P. McGrath and D. G. Holmes, "Multicarrier PWM strategies for mul­

tilevel inverters," IEEE Transactions on Industrial Electronics, vol. 49, 

no. 4, pp. 858-867, Aug. 2002. 

[14] A. Nabae, I. Takahashi, and H. Akagi, "A new Neutral-Point-Clamped 

PWM inverter," IEEE Transactions on Industry Applications, vol. IA-

17, no. 5, pp. 518-523, 1981. 

233 



[15] J. Rodriguez, S. Bernet, P. K. Steimer, and I. E. Lizama, "A survey 

on neutral-point-clamped inverters," IEEE Transactions on Industrial 

Electronics, vol. 57, no. 7, pp. 2219-2230, Jul. 2010. 

[16] T. Larsson, R. Grunbaum, and B. Ratering-Schnitzler, "Svc light: a 

utility's aid to restructuring its grid," in IEEE Power Engineering Society 

Winter Meeting, vol. 4, 2000, pp. 2577-2581. 

[17] N. Celanovic and D. Boroyevich, "A comprehensive study of neutral­
point voltage balancing problem in three-level neutral-point-clamped 

voltage source PWM inverters," IEEE Transactions on Power Electron­

ics, vol. 15, no. 2, pp. 242-249, Mar. 2000. 

[18] M. Marchesoni and P. Tenca, "Diode-clamped multilevel converters: a 

practicable way to balance DC-link voltages," IEEE Transactions on 

Industrial Electronics, vol. 49, no. 4, pp. 752-765, Aug. 2002. 

[19] P. Tekwani, R. Kanchan, and K. Gopakumar, "A dual five-level inverter­

fed induction motor drive with common-mode voltage elimination and 

dc-link capacitor voltage balancing using only the switching-state redun­

dancy - part I," IEEE Transactions on Industrial Electronics, vol. 54, 

no. 5, pp. 2600-2608, Oct. 2007. 

[20] --, "A dual five-level inverter-fed induction motor drive with common­

mode voltage elimination and dc-link capacitor voltage balancing using 

only the switching-state redundancy - part II," IEEE Transactions on 

Industrial Electronics, vol. 54, no. 5, pp. 2609-2617, Oct. 2007. 

[21] J. Pou, J. Zaragoza, P. Rodriguez, S. Ceballos, V. M. Sala, R. P. Bur­

gos, and D. Boroyevich, "Fast-processing modulation strategy for the 

neutral-point-clamped converter with total elimination of low-frequency 

voltage oscillations in the neutral point," IEEE Transactions on Indus­

trial Electronics, vol. 54, no. 4, pp. 2288 -2294, Aug. 2007. 

[22] Z. Pan, F. Z. Peng, K. Corzine, V. Stefanovic, J. Leuthen, and S. Gataric, 

"Voltage balancing control of diode-clamped multilevel rectifier/inverter 

234 



systems," IEEE Transactions on Industry Applications, vol. 41, no. 6, 

pp. 1698-1706, Nov. 2005. 

[23] R. Vargas, P. Cortes, U. Ammann, J. Rodriguez, and J. Pontt, "Predic­

tive control of a Three-Phase Neutral-Point-Clamped inverter," IEEE 

Transactions on Industrial Electronics, vol. 54, no. 5, pp. 2697-2705, 

Oct. 2007. 

[24] T. Bruckner, S. Bernet, and H. Guldner, "The active NPC converter and 

its loss-balancing control," IEEE Transactions on Industrial Electronics, 

vol. 52, no. 3, pp. 855-868, 2005. 

[25] T. Meynard, H. Foch, P. Thomas, J. Courault, R. Jakob, and 

M. Nahrstaedt, "Multicell converters: basic concepts and industry ap­

plications," IEEE Transactions on Industrial Electronics, vol. 49, no. 5, 

pp. 955-964, Oct. 2002. 

[26] B. P. McGrath, T. Meynard, G. Gateau, and D. Holmes, "Optimal mod­

ulation of flying capacitor and stacked multicell converters using a state 

machine decoder," IEEE Transactions on Power Electronics, vol. 22, 

no. 2, pp. 508-516, Mar. 2007. 

[27] R. Wilkinson, T. Meynard, and H. du Toit Mouton, "Natural balance 

of multicell converters: The general case," IEEE Transactions on Power 

Electronics, vol. 21, no. 6, pp. 1658-1666, 2006. 

[28] B. McGrath and D. Holmes, "Enhanced voltage balancing of a flying 

capacitor multilevel converter using phase disposition (PD) modulation," 

in IEEE Energy Conversion Congress and Exposition ECCE, 2009, pp. 

3108-3115. 

[29] T. Meynard, M. Fadel, and N. Aouda, "Modeling of multilevel convert­

ers," IEEE Transactions on Industrial Electronics, vol. 44, no. 3, pp. 

356-364, Jun. 1997. 

235 



[30] J. Wen and K. Smedley, "Synthesis of multilevel converters based on 

single- and/or three-phase converter building blocks," IEEE Transac­

tions on Power Electronics, vol. 23, no. 3, pp. 1247-1256, 2008. 

[31] P. Lezana and G. Ortiz, "Extended operation of cascade multicell con­

verters under fault condition," IEEE Transactions on Industrial Elec­

tronics, vol. 56, no. 7, pp. 2697-2703, 2009. 

[32] P. Hammond, "A new approach to enhance power quality for medium 

voltage AC drives," IEEE Transactions on Industry Applications, vol. 33, 

no. 1,pp. 202-208, Jan. 1997. 

[33] F. Z. Peng, J.-S. Lai, J. McKeever, and J. VanCoevering, "A multilevel 

voltage-source inverter with separate DC sources for static var genera­

tion," IEEE Transactions on Industry Applications, vol. 32, pp. 1130-

1138, 1996. 

[34] F. Z. Peng, W. Qian, and D. Cao, "Recent advances in multilevel con­

verter/inverter topologies and applications," in Int. Power Electron. 

ConI, Jun. 2010, pp. 492-501. 

[35] P. Flores, J. Dixon, M. Ortuzar, R. Carmi, P. Barriuso, and L. Moran, 

"Static var compensator and active power filter with power injection 

capability, using 27-level inverters and photovoltaic cells," IEEE Trans­

actions on Industrial Electronics, vol. 56, no. 1, pp. 130-138, Jan. 2009. 

[36] Y. Cheng, C. Qian, M. L. Crow, S. Pekarek, and S. Atcitty, "A compar­

ison of Diode-Clamped and cascaded multilevel converters for a STAT­

COM with energy storage," IEEE Transactions on Industrial Electronics, 

vol. 53, no. 5, pp. 1512-1521, Oct. 2006. 

[37] J. Rodriguez, J. Pontt, E. Silva, J. Espinoza, and M. Perez, "Topologies 

for regenerative cascaded multilevel inverters," in IEEE 94th Annual 

Power Electron. Specialist Con/. PESC 09, vol. 2, Jun. 2003, pp. 519 -

524. 

236 



[38] P. Lezana, J. Rodriguez, and D. A. Oyarzun, "Cascaded multilevel in­

verter with regeneration capability and reduced number of switches," 

IEEE Transactions on Industrial Electronics, vol. 55, no. 3, pp. 1059 

-1066, Mar. 2008. 

[39] D. Siemaszko, F. Zurkinden, L. Fleischli, I. Villar, Y. R. de Novaes, 

and A. Rufer, "Description and efficiency comparisons of two 25kVA 

dc/ac isolation modules," European Power Electronics and Drives Jour­

nal, vol. 19, no. 4, pp. 17-24, Oct. 2009. 

[40] A. J. Watson, H. Q. S. Dang, P. W. Wheeler, J. C. Clare, G. Mondal, 

S. Kenzelmann, A. R. Rufer, and Y. R. de Novaes, "Control challenges 

and solutions for a multi-cellular converter for use in electricity net­

works," European Power Electronics and Drives Journal, vol. 19, no. 4, 

pp. 25-31, Oct. 2009. 

[41] R. Marquardt and A. Lesnicar, "A new modular voltage source inverter," 

in Proceedings of the European Conference on Power Electronics and 

Drives, EP E, 2003. 

[42] M. Davies, M. Dommaschk, J. Dorn, J. Lang, D. Retzmann, and D. So­

erangr, "HVDC plus basics and principle of operation," Seimens AG, 

2009. [Online]. Available: http://www.energy.siemens.com/mx/pool/ 

hq/power-transmission/HVDC/HVDC..Plus-1)asics_and_Principle.pdf 

[43] G. P. Adam, O. Anaya-Lara, G. M. Burt, D. Telford, B. W. Williams, and 

J. R. McDonald, "Modular multilevel inverter: Pulse width modulation 

and capacitor balancing technique," lET Power Electronics, vol. 3, no. 5, 
pp. 702 -715, september 2010. 

[44] M. A. Perez and J. Rodriguez, "Generalized modeling and simulation of 

a modular multilevel converter," in IEEE International Symposium on 

Industrial Electronics (ISlE), on, Jun. 2011, pp. 1863 -1868. 

[45] M. Hagiwara and H. Akagi, "Control and experiment of pulsewidth­

modulated modular multilevel converters," IEEE Transactions on Power 

Electronics, vol. 24, no. 7, pp. 1737 -1746, Jul. 2009. 

237 



[46] M. Glinka and R. Marquardt, "A new AC/ AC multilevel converter fam­

ily," IEEE Transactions on Industrial Electronics, vol. 52, no. 3, pp. 662 

- 669, Jun. 2005. 

[47] S. Kouro, M. Malinowski, K. Gopakumar, J. Pou, L. G. Franquelo, 

B. Wu, J. Rodriguez, M. A. Perez, and J. I. Leon, "Recent advances 

and industrial applications of multilevel converters," IEEE Transactions 

on Industrial Electronics, vol. 57, no. 8, pp. 2553-2580, 2010. 

[48] M. Malinowski, K. Gopakumar, J. Rodriguez, and M. A. Perez, "A sur­

vey on cascaded multilevel inverters," IEEE Transactions on Industrial 

Electronics, vol. 57, no. 7, pp. 2197-2206, Jul. 2010. 

[49] C. Rech and J. Pinheiro, "Hybrid multilevel converters: Unified analysis 

and design considerations," IEEE Transactions on Industrial Electronics, 

vol. 54, no. 2, pp. 1092-1104, Apr. 2007. 

[50] M. Veenstra and A. Rufer, "Control of a hybrid asymmetric multilevel 

inverter for competitive medium-voltage industrial drives," IEEE Trans­

actions on Industry Applications, vol. 41, no. 2, pp. 655-664, Mar. 2005. 

[51] C. Silva, N. Espinoza, and P. Lezana, "A novel modulation technique 

for a multilevel hybrid converter with floating capacitors," in 36th An­

nual Conference of the IEEE Industrial Electronics Society IECON 2010, 

2010, pp. 296-302. 

[52] G. Carrara, S. Gardella, M. Marchesoni, R. Salutari, and G. Sciutto, "A 

new multilevel pwm method: a theoretical analysis," IEEE Transactions 

on Power Electronics, vol. 7, pp. 497-505, 1992. 

[53] B. Wu, High Power Converters and ac Drives. Hoboken, N.J: Wiley­

Interscience, 2006. 

[54] D. G. Holmes and T. A. Lipo, Pulse Width Modulation for Power Con­

verters: Principles and Practice. Hoboken, N.J: Wiley-Interscience, 

2003. 

238 



[55] D. G. Holmes, "The significance of zero space vector placement for 

carrier-based pwm schemes," IEEE Transactions on Industry Applica­

tions, vol. 32, no. 5, pp. 1122-1129, Sep. 1996. 

[56] B. P. McGrath, D. G. Holmes, and T. Lipo, "Optimized space vec­

tor switching sequences for multilevel inverters," IEEE Transactions on 

Power Electronics, vol. 18, no. 6, pp. 1293-1301, Nov. 2003. 

[57] J. Rodriguez, S. Bernet, B. Wu, J. O. Pontt, and S. Kouro, "Multi­

level voltage-source-converter topologies for industrial medium-voltage 

drives," IEEE Transactions on Industrial Electronics, vol. 54, no. 6, pp. 

2930--2945, Dec. 2007. 

[58] B. P. McGrath, "Topologically independent modulation of multilevel in­

verters," Ph.D. dissertation, Monash University Australia, 2002. 

[59] D.-W. Kang, B.-K. Lee; J.-H. Jeon, T.-J. Kim, and D.-S. Hyun, "A 

symmetric carrier technique of CRPWM for voltage balance method of 

fiying-capacitor multilevel inverter," IEEE Transactions on Industrial 

Electronics, vol. 52, no. 3, pp. 879-888, 2005. 

[60] D. G. Holmes and B. P. McGrath, "Opportunities for harmonic cancel­

lation with carrier-based pwm for a two-level and multilevel cascaded 

inverters," IEEE Transactions on Industrial Electronics, vol. 37, no. 2, 
pp. 574 -582, Mar. 2001. 

[61] H. W. van der Broeck, H.-C. Skudelny, and G. V. Stanke, "Analysis and 

realization of a pulsewidth modulator based on voltage space vectors," 

IEEE Transactions on Industry Applications, vol. 24, no. 1, pp. 142-150, 
Jan. 1988. 

[62] J. H. Seo, J. H. Seo, C. H. Choi, C. H. Choi, and D. S. Hyun, "A new 

simplified space-vector PWM method for three-level inverters," IEEE 

Transactions on Power Electronics, vol. 16, no. 4, pp. 545-550, Jul. 2001. 

239 



[63] N. Celanovic and D. Boroyevich, "A fast space-vector modulation al­

gorithm for multilevel three-phase converters," IEEE Transactions on 

Industry Applications, vol. 37, pp. 637-641, Apr. 2001. 

[64] S. Wei, B. Wu, and Q. Wang, "An improved space vector P\VM con­

trol algorithm for multilevel inverters," in The 4th International Power 

Electronics and Motion Control Conference. IPEMC, vol. 3, 2004, pp. 

1124-1129. 

[65] S. Tuncer and Y. Tatar, "A new approach for selecting the switching 

states of SVPWM algorithm in multilevel inverter," European Transac­

tions on Electrical Power, vol. 17, no. 1, pp. 81-95, 2007. 

[66] S. Bowes and L. Yen-Shin, "The relationship between space-vector mod­

ulation and regular-sampled PWM," IEEE Transactions on Industrial 

Electronics, vol. 44, no. 5, pp. 670-679, 1997. 

[67] A. Gupta and A. Khambadkone, "A space vector modulation scheme to 

reduce common mode voltage for cascaded multilevel inverters," IEEE 

Transactions on Power Electronics, vol. 22, no. 5, pp. 1672-1681, 2007. 

[68] J. I. Leon, R. Portillo, L. G. Franquelo, S. Vazquez, J. M. Carrasco, and 

E. Dominguez, "New space vector modulation technique for single-phase 

multilevel converters," in IEEE Int. Symp. on Ind. Electron. ISlE, Jun. 

2007, pp. 617 -622. 

[69] J. I. Leon, S. Vazquez, A. J. Watson, L. G. Franquelo, P. \V. \Vheeler, 

and J. M. Carrasco, "Feed-forward space vector modulation for single­

phase multilevel cascaded converters with any DC voltage ratio," IEEE 

Transactions on Industrial Electronics, vol. 56, no. 2, pp. 315-325, Feb. 

2009. 

[70] J. I. Leon, S. Vazquez, J. A. Sanchez, R. Portillo, L. G. Franquelo, J. M. 

Carrasco, and E. Dominguez, "Conventional space-vector modulation 

techniques versus the single-phase modulator for multilevel converters," 

IEEE Transactions on Industrial Electronics, vol. 57, no. 7, pp. 2473-

2482, Jul. 2010. 

240 



[71] H. S. Patel and R. G. Hoft, "Generalized techniques of harmonic elimina­

tion and voltage control in thyristor inverters. 1. harmonic elimination," 

IEEE Transactions on Industry Applications, vol. IA 9, pp. 310-317, 

May 1973. 

[72] J. R. Wells, B. M. Nee, P. L. Chapman, and P. T. Krein, "Selective 

harmonic control: a general problem formulation and selected solutions," 

IEEE Transactions on Power Electronics, vol. 20, no. 6, pp. 1337 - 1345, 
Nov. 2005. 

[73] L. Li, D. Czarkowski, Y. G. Liu, and P. Pillay, "Multilevel selective har­

monic elimination PWM technique in series-connected voltage inverters," 

IEEE Transactions on Industry Applications, vol. 36, no. 1, pp. 160-170, 

Jan. 2000. 

[74] K. Sundareswaran, K. Jayant, and T. N. Shanavas, "Inverter harmonic 

elimination through a colony of continuously exploring ants," IEEE 

Transactions on Industrial Electronics, vol. 54, no. 5, pp. 2558 -2565, 

Oct. 2007. 

[75] J. Vassallo, P. W. Wheeler, and C. J. C., "Optimal waveform gener­

ation for utility-connected multilevel converters," in Proceedings of the 

European Conference on Power Electronics and Drives, EPE, 2003. 

[76] L. A. Tolbert, F. Z. Peng, T. Cunnyngham, and J. N. Chiasson, "Charge 

balance control schemes for cascade multilevel converter in hybrid electric 

vehicles," IEEE Transactions on Industrial Electronics, vol. 49, no. 5, pp. 
1058-1064, Oct. 2002. 

[77] J. Vassallo, "Multilevel converters for regenerative Fuel-Cells," Ph.D. 

dissertation, University of Nottingham, 2005. 

[78] A. Watson, "Selective harmonic elimination methods for a cascaded h­

bridge converter," Ph.D. dissertation, University of Nottingham, 2008. 

[79] L. Franquelo, J. Napoles, R. Guisado, J. Leon, and M. Aguirre, "A flexi­

ble selective harmonic mitigation technique to meet grid codes in Three-

241 



Level PWM converters," IEEE Transactions on Industrial Electronics, 

vol. 54, no. 6, pp. 3022-3029, Dec. 2007. 

[80] J. Napoles, J. Leon, R. Portillo, L. Franquelo, and M. Aguirre, "Se­

lective harmonic mitigation technique for high-power converters," IEEE 

Transactions on Industrial Electronics, vol. 57, no. 7, pp. 2315-2323, Jul. 

2010. 

[81] S. Sirisukprasert, "Modeling and control of a cascaded-multilevel 

converter-based STATCOM," Ph.D. dissertation, Virginia Polytechnic 

Institute and State University, 2004. 

[82] A. Yazdani and R. Iravani, Voltage-sourced Converters in Power Sys­

tems. Wiley, 2010. 

[83] M. P. Kazmierkowski, R. Krishnan, and F. Blaabjerg, Eds., Control in 

power electronics: selected problems. Academic Press, 2002. 

[84] G. C. Goodwin, S. F. Graebe, and M. E. Salgado, Control System Design. 

Upper Saddle River, N.J: Prentice Hall, 2001. 

[85] F. Blaabjerg, R. Teodorescu, M. Liserre, and A. Timbus, "Overview of 

control and grid synchronization for distributed power generation sys­

tems," IEEE Transactions on Industrial Electronics, vol. 53, no. 5, pp. 

1398-1409, Oct. 2006. 

[86] S. Chung, "A phase tracking system for three phase utility interface 

inverters," IEEE Transactions on Power Electronics, vol. 15, no. 3, pp. 

431-438, May 2000. 

[87] M. S. Fadali and A. Visioli, Digital Control Engineering Analysis and 

Design. Amsterdam: Elsevier/Academic Press, 2009. 

[88] A. Leedy and R. Nelms, "Harmonic analysis of a space vector PWM 

inverter using the method of mUltiple pulses," in IEEE International 

Symposium on Industrial Electronics, vol. 2, 2006, pp. 1182-1187. 

242 



[89] A. W. Leedy and R. M. Nelms, "A general method used to conduct a 

harmonic analysis on carrier-based pulse width modulation inverters," 

SIMULATION, vol. 87, no. 3, pp. 205 -220, Mar. 2011. 

[90] L. G. Franquelo, J. Rodriguez, J. 1. Leon, S. Kouro, R. Portillo, and 

M. A. M. Prats, "The age of multilevel converters arrives," IEEE Indus­

trial Electronics Magazine, vol. 2, no. 2, pp. 28-39, 2008. 

[91] A. K. Gupta and A. M. Khambadkone, "Synchronous space vector mod­

ulation based close loop flux control of a grid connected cascaded mul­

tilevel inverter," in IEEE Power Electron. Specialists Conj., 2008, pp. 

1358-1364. 

[92] A. R. Beig, G. Narayanan, and V. T. Ranganathan, "Modified SVPWM 

algorithm for three level VSI with synchronized and symmetrical wave­

forms," IEEE Transactions on Industrial Electronics, vol. 54, no. 1, pp. 

486-494, Feb. 2007. 

[93] N. Filho, J. Pinto, L. da Silva, and B. Bose, "Simplified space vector 

PWM algorithm for multilevel inverters using Non-Orthogonal moving 

reference frame," in IEEE Industry Applications Society Annual Meeting, 

2008, 2008, pp. 1-6. 

[94] S. Wei, B. Wu, F. Li, and C. Liu, "A general space vector PWM control 

algorithm for multilevel inverters," in Eighteenth Annual IEEE Applied 

Power Electronics Conference and Exposition, 2003. APEC '03., vol. 1, 
pp. 562-568 vol.1. 

[95] Recommended Practices and Requirements for Harmonic Control in Elec­

trical Power Systems, IEEE Std. 519, 1992. 

[96] Electromagnetic compatibility (EMC) Limits. Assessment of emission 

limits for the connection of distorting installations to MV, HV and EHV 

power systems, lEe Std. 61 000-3-6, 2008. 

[97] Planning levels for harmonic voltage distortion and the connection of 

non-linear equipment to transmission systems and distribution networks 

243 



in the United Kingdom, ENA Engineering Recommendation G5/4-1, 

2005. 

[98] Electromagnetic compatibility EMC. Testing and measurement tech­

niques - General guide on harmonics and interharmonics measurement 

and instrumentation, for power supply systems and equipment connected 

thereto, lEC Std. 61000-4-7, 2002. 

[99] "Revisions to IEEE standard 519-1992," in IEEE PES Transmission and 

Distribution Conference and Exhibition, 2005/2006. 

[100] D. B. Gerry, "High voltage power conversion," Ph.D. dissertation, Uni­

versity of Nottingham, 2002. 

[101] T. Summers, R. Betz, and G. Mirzaeva, "Phase leg voltage balancing 

of a cascaded H-bridge converter based STATCOM using zero sequence 

injection," in 13th European Conference on Power Electronics and Ap­

plications. EPE '09., pp. 1-10. 

[102] S. Kouro, P. Lezana, M. Angulo, and J. Rodriguez,· "Multicarrier PWM 

with DC-Link ripple feedforward compensation for multilevel inverters," 

IEEE Transactions on Power Electronics, vol. 23, no. 1, pp. 52-59, Jan. 

2008. 

[103] J. Leon, R. Portillo, S. Vazquez, J. Padilla, L. Franquelo, and J. Carrasco, 

"Simple unified approach to develop a time-domain modulation strategy 

for single-phase multilevel converters," IEEE Transactions on Industrial 

Electronics, vol. 55, no. 9, pp. 3239 -3248, Sep. 2008. 

[104] S. Vazquez, "Design of advanced control strategies and modulation tech­

niques for cascaded H-bridge single phase power converters," Ph.D. dis­

sertation, University of Seville, 2010. 

[105] J. I. Leon, S. Vazquez, S. Kouro, L. G. Franquelo, J. M. Carrasco, and 

J. Rodriguez, "Unidimensional modulation technique for cascaded mul­

tilevel converters," IEEE Transactions on Industrial Electronics, vol. 56, 

no. 8, pp. 2981-2986, 2009. 

244 



Appendix A 

Cancellation of terms in the 

line-voltage spectrum 

In Chapter 5, an equation was derived for the spectrum of the line voltage in 

terms of capacitor voltage ripple (see (5.23a) on page 171). Equation (5.23a) 

was then simplified assuming that all even harmonics and harmonics whose 

order is a multiple of three have zero magnitude. These assumptions are proved 

in this appendix. 

Equations (A.1) is a re-statement of (5.23a). 

(A.la) 

where 

(A.lb) 

A.I Cancellation of Even-Order Harmonics 

The cancellation of even harmonics relies, in part, on the capacitor voltage 

ripple containing only harmonic components at even multiples of the output 
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frequency, hence en is zero for odd values of n. It is also important to observe 

that m in (A.I) only takes the values ±I so is always odd. 

Even harmonics of (vg ) are the components of (A.I) contributed by even 

values of k in the summations. Hence, the first term of (A.I) is zero for even 

harmonics because k - m is odd for even values of k, making Ck - m zero. 

The second term of (A.I) is also zero for even values of k. This can be 

deduced with reference to the following observation: 

o for odd nand 

for odd n + m - k 

2Cn otherwise. 

(A.2) 

Hence (A.2) is non-zero only when both nand n+m-k are even. For n+m-k 

to be even with even n and odd m, k must be odd. Hence (A.2), and therefore 

the second term in (A. 1), is zero for even values of k. 

Thus, both terms of (A.I) are zero for even value of k and so (vg ) contain 

no even harmonics and the line voltages maintain the property of half-wave 

symmetry. 

A.2 Cancellation of Third-Order Harmonics 

It is clear that the first term of (A.I) is zero for harmonics whose order is a 
'k 2tr 

multiple of three because the (1 - e' 3') term is zero for such values of k. 

Cancellation of the second term requires analysis of the various components 

for different values of nand k. 

Firstly, note the values of n for which it is clear that (A.I) is zero: 

1. Odd values because of the Cn term. 

, 2tr 
2. Multiples of three because of the (1 - e-Jn3') term. 

The remaining values of n belong to the following set of integers: 

n E {61 + 3 ± III E Z} (A.3) 
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Figure A.1: Complex values of W for (n - k) in the range [-15 : 15]. Labels 
indicate values of (n - k) at each point. 

It has already been established that both terms of (A.1) are zero for even values 

of k so, for the remaining odd values of k that are also multiples of three: 

k E {6l + 31l E Z} 

W is defined in terms of n - k, so for n and k in the sets defined above: 

(n - k) E {61 ± III E Z}. 

For example, this set includes the following integer values: 

{±1, ±5, ±7,±1l, ±13 ... } 

Figure A.1 shows the value of W for all values of n - k. In particular W is zero 

for the values of n - k given above. Hence both terms of (A.l) are zero when 

k is a multiple of three. 
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Appendix B 

Comparison of Carrier and 

Space-Vector Modulation in the 

Time Domain 

Section 4.4 includes comparisons of several frequency spectra of natural sam­

pling, regular sampling and space vector modulation (page 115). The following 

figures are the time-domain representations of these modulation schemes with 

the same parameters. 
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