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ABSTRACT

This research deals with optimising a supercapacitor-battery hybrid energy storage system (SB-HESS) to reduce the implementation cost for solar energy applications using the Genetic Algorithm (GA) and the Support Vector Machine (SVM). The integration of a supercapacitor into a battery energy storage system for solar applications is proven to prolong the battery lifespan. Furthermore, the reliability of the system was optimised using a GA within the Taguchi technique in the supercapacitor fabrication process. This is important to reduce the spread in tolerance of supercapacitors values (i.e. capacitance and Equivalent Series Resistance (ESR)) which affect system performance.

One of the more important results obtained in this project is the net present cost (NPC) of the Supercapacitor-battery hybrid energy storage system is 7.51% lower than the conventional battery only system over a 20-years project lifetime. This NPC takes into account of components initial capital cost, replacement cost, maintenance and operational cost. The number of batteries is reduced from 40 (conventional – battery only system) to 24 (SB-HESS) with the inclusion of supercapacitors in the system. This leads to reduction cost in the implemented hybrid energy storage system. A greener renewable energy system is achievable as the number of battery is reduced significantly. An optimised combination of the number of components for renewable energy system is also found. The number of batteries is sized, based on the average power output instead of catering to the peak power burst as in a conventional battery only system. This allows for the reduction in the number of batteries as the peak power is catered for by the presence of the supercapacitor. Subsequent efforts have been focused on the energy management system which is coupled
with a supervised learning machine – SVM, switches and sensors are used to forecast the load demand beforehand. This load predictive-energy management system is implemented on a lab-scaled hybrid energy storage system prototype. Results obtained also show that this load predictive system allows for accurate load classification and prediction. The supercapacitor in the hybrid energy storage system is able to switch on to cater for peak power without delay. This is crucial in maintaining an optimised battery depth-of-discharge (DOD) in order to reduce the rate of battery damage thru a degradation mechanism which is caused from particular stress factors (especially sulphation on the battery electrode and electrolyte stratification).
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</tr>
<tr>
<td>ICC</td>
<td>Interrupted Charge Control</td>
</tr>
<tr>
<td>EDLC</td>
<td>Electric/Electrochemical Double Layer Capacitor</td>
</tr>
<tr>
<td>HESSS</td>
<td>Hybrid Electrical Energy Storage Systems</td>
</tr>
<tr>
<td>ECU</td>
<td>Electronic Control Unit</td>
</tr>
<tr>
<td>SRM</td>
<td>Structural Risk Minimization</td>
</tr>
<tr>
<td>HYBRID2</td>
<td>The Hybrid Power System Simulation Model</td>
</tr>
<tr>
<td>GAMS</td>
<td>The General Algebraic Modeling System</td>
</tr>
<tr>
<td>ORIENTE</td>
<td>Optimization of Renewable Intermittent Energies with Hydrogen</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------------</td>
<td>------------</td>
</tr>
<tr>
<td>NREL</td>
<td>National Renewable Energy Laboratory</td>
</tr>
<tr>
<td>HOMER</td>
<td>Micropower Optimization Model</td>
</tr>
<tr>
<td>PV</td>
<td>Photovoltaic</td>
</tr>
<tr>
<td>LOLP</td>
<td>Loss of Load Probability</td>
</tr>
<tr>
<td>LPSP</td>
<td>Loss of Power Supply Probability</td>
</tr>
<tr>
<td>UL</td>
<td>Unmet Load</td>
</tr>
<tr>
<td>ARES</td>
<td>Advanced Reciprocating Engine Systems</td>
</tr>
<tr>
<td>WECS</td>
<td>Wind energy conversion system</td>
</tr>
<tr>
<td>HOGA</td>
<td>Hybrid Optimization by Genetic Algorithm</td>
</tr>
<tr>
<td>ACS</td>
<td>Annualized cost of system</td>
</tr>
<tr>
<td>PSO</td>
<td>Particle Swarm Optimization</td>
</tr>
<tr>
<td>SOH</td>
<td>State-of-Health</td>
</tr>
<tr>
<td>PbO₂</td>
<td>Lead dioxide</td>
</tr>
<tr>
<td>PbSO₄</td>
<td>Lead sulphate</td>
</tr>
<tr>
<td>Pb</td>
<td>Lead</td>
</tr>
<tr>
<td>H₂SO₄</td>
<td>Sulphuric acid</td>
</tr>
<tr>
<td>Ah</td>
<td>Battery capacity</td>
</tr>
<tr>
<td>U₀</td>
<td>Equilibrium voltage</td>
</tr>
<tr>
<td>g</td>
<td>Electrolyte coefficient</td>
</tr>
<tr>
<td>ρ</td>
<td>Internal resistance</td>
</tr>
<tr>
<td>M</td>
<td>Transfer overvoltage coefficient</td>
</tr>
<tr>
<td>C</td>
<td>Capacity coefficient</td>
</tr>
<tr>
<td>Uₘₑₙ</td>
<td>Voltage of the cell</td>
</tr>
<tr>
<td>Iₘₚ</td>
<td>Current of the battery</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>C.S.F</td>
<td>capacity shortage fraction</td>
</tr>
<tr>
<td>STC</td>
<td>standard test conditions</td>
</tr>
<tr>
<td>$L_d$</td>
<td>Critical Discharge Power</td>
</tr>
<tr>
<td>$C_{PV}$</td>
<td>Capital cost of PV</td>
</tr>
<tr>
<td>$C_{WG}$</td>
<td>Capital cost of wind</td>
</tr>
<tr>
<td>$C_{BAT}$</td>
<td>Capital cost of battery</td>
</tr>
<tr>
<td>$C_h$</td>
<td>Capital cost of wind generator per meter</td>
</tr>
<tr>
<td>$C_{CH}$</td>
<td>Capital cost of charge controller</td>
</tr>
<tr>
<td>$y_{CH}$</td>
<td>Estimated lifespan of charge controller</td>
</tr>
<tr>
<td>$y_{INV}$</td>
<td>Estimated lifespan of inverter</td>
</tr>
<tr>
<td>$y_p$</td>
<td>Lifespan of battery</td>
</tr>
<tr>
<td>$C_{INV}$</td>
<td>Capital cost of inverter</td>
</tr>
<tr>
<td>$R$</td>
<td>Battery expected lifetime</td>
</tr>
<tr>
<td>$N_{BAT}$</td>
<td>number of batteries</td>
</tr>
<tr>
<td>$C_{cycleDOD}$</td>
<td>the number of charge and discharge cycle</td>
</tr>
<tr>
<td>ECU</td>
<td>electronic control unit</td>
</tr>
<tr>
<td>AR</td>
<td>Autoregressive Technique</td>
</tr>
<tr>
<td>ARMA</td>
<td>Autoregressive Moving Average</td>
</tr>
<tr>
<td>MAPE</td>
<td>mean absolute percentage error</td>
</tr>
<tr>
<td>BPNN</td>
<td>Back-propagation neural network</td>
</tr>
<tr>
<td>SRM</td>
<td>Structural Risk Minimization</td>
</tr>
<tr>
<td>ACS</td>
<td>annualized cost of system</td>
</tr>
</tbody>
</table>
CHAPTER 1

INTRODUCTION

1.1 Overview

This thesis deals with using constraint optimization implemented using a Genetic Algorithm (GA) for guaranteeing robustness in the manufacturing process. A GA with a different objective function was also used to reduce the implementation cost of supercapacitors in solar energy systems. This was done by first fabricating supercapacitors of 22 Farad to be tested in a lab scale system in order to establish the hypothesis that including supercapacitors in a Support Vector Machine (SVM) hybrid battery energy management system increases the operating lifespan of the battery in question.

These supercapacitors were fabricated in the Supercapacitor Pilot Plant at the University of Nottingham Malaysia Campus using a Genetic Algorithm to optimise Taguchi Signal-to-Noise ratios in order to obtain a more robust supercapacitor better suited for solar application conforming to those standards - IEC 62391 [1], IEC 62391-2-1 [2]. In actual fact, supercapacitors of 165F, 48V are used for 2kW solar applications, however in the supercapacitor pilot-plant here, equipment to fabricate a supercapacitor of this size were not available.
Developed by John Holland, Genetic Algorithms (GA) are general-purpose global search and optimization methods applicable to a wide variety of real life problems [3, 4]. GA are meta-heuristic search algorithms based on the evolutionary ideas of natural selection and genetics [3, 4, 5, 6]. This means that in meta-heuristic algorithms rules and randomness are combined to imitate
natural phenomena. Furthermore, the GA is one of the most popular meta-heuristic search algorithms that is used by many researchers to solve real-world engineering optimization problems [3]. GA’s successfully overcome deficiencies of conventional numerical methods [4] by intelligent exploitation of the search landscape it passes thru [7]. It manipulates the population of potential solutions through genetic operators that mimic the biological evolution process, hence converging to an optimal solution [8, 9, 10]. Although randomized during initialization, GA’s are by no means random; the algorithms employ some form of selection to bias the search towards good solutions which follows the principle of ‘survival of the fittest’ [11, 3]. It efficiently exploits historical information gained from previous generations to directly search the region where better (fitter) performing individuals lie within the search space [9].

The Taguchi technique is used when a more robust product is needed under volume manufacturing conditions [12, 13]. It is not used to obtain just one ‘golden’ unit, but it is used to optimise the whole process for certain parameters, which in our case is capacitance and equivalent series resistance (ESR). Here robust and optimise means reproducible and consistent rather than the biggest or smallest value.
Furthermore cells of 22 Farad, 2.3V were fabricated in a cylindrical package in order to be used in the lab scale system for determining how much battery life can be prolonged due to the presence of the supercapacitor.
With this, it is hoped to prove that incorporating supercapacitors in an energy management system, which contains a battery, will allow the battery to have a longer lifespan due to it being able to stay at a higher state-of-charge (SOC) for a longer period of time. This result is reflective of the situation when supercapacitors are included in energy management systems which operate at a much higher voltage such as the one available at the University of Nottingham Malaysia Campus (2kW solar cabin).

To further improve the performance of the implemented system on the lab scale level while reducing its overall implementation cost due to power electronics, the Support Vector Machine (SVM) was employed in the energy control strategy. Basically, this enables a supercapacitor to be integrated into a prototype hybrid energy storage system used for solar applications in an economically feasible way. For large systems, such as the 2kW solar cabin, based on the research carried out here, this saving is even greater. It is approximately 36%.
Figure 4 (a) (b) Comparison between cost breakdowns of A Hybrid Energy Storage 2kW solar system with lab-scale prototype Hybrid Energy Storage system
Figure 5 (a) (b) Comparison between cost breakdowns of 2kW system with and without supercapacitors for 20-years.
Figure 6 (a) (b) Comparison between cost breakdowns of prototype system with and without supercapacitors for 20-years.
The four previous pie charts in Figure 5 and 6 are the comparisons between 2kW and the lab scale model for 20 years period. From the pie charts shown above, conventional renewable energy system is not cost effective mostly is due to the replacement cost of the batteries for long run. Replacement cost of the battery often causes high impact on the total cost of the system. One of focus in this project is to reduce the cost of replacement battery by prolonging battery lifespan (about more than 5 years prolonged). Besides that, the expensive power electronics to build the bi-directional converter in hybrid energy storage system is eliminated by implementing an energy management system which predicts load demand using SVM.

In relation to real life applications such as those that can be represented by the 2kW solar cabin in this project, a GA with a new fitness function also known as (objective function) was used to minimise the number of cost components, which includes the initial cost of the components, operational and maintenance cost in the proposed supercapacitor-battery hybrid energy storage system. The proposed fitness function was proven to reduce the net present cost of the system and improve the loss of power supply probability for a 20-year round power system based on a comparison with a commercially available software called Hybrid Optimization Model for Electric Renewable (HOMER) [14].

In summary, the main motivation of this project is to incorporate a supercapacitor within a solar energy system to minimise the cost in terms of the number of batteries and the power electronics, subject to the constraint that the load demand is completely covered, resulting in zero load rejection. One further aim is to be able to propose a method of consistently manufacturing robust
supercapacitor cells which are able to conform to the standards previously mentioned. This aids in the cost reduction of the overall system by making the supercapacitor cheaper to produce than the battery it replaces.

This research consists of three main components.

1. The first component in this project chiefly deals with a practical methodology in tackling multiple-criterion optimization manufacturing process by considering the advantages of both the Taguchi technique and GA. The outcome of this part of the research is to achieve a robust supercapacitor by searching the weighted signal-to-noise ratio as the measure performance in relation to capacitance (C) and equivalent series resistance (ESR) of a supercapacitor. It shows the robustness of the fabricated supercapacitor is preferable than the commercial supercapacitor according to the British Standard. The standard deviation for the supercapacitor values (capacitance and ESR) is lower after the process fabrication supercapacitor is optimised. – (this is presented in Research Methodology Chapter 3, Section 3.3 and result shown in Section 4.3.2 of this thesis).

2. The next component of the thesis focuses on the optimal sizing of the proposed solar supercapacitor battery hybrid storage system using GA. This proposed stand-alone solar system incorporates photovoltaic panels, charge controller, a hybrid energy storage system and load. A solar energy source is a clean and noise free source of electricity, even so, a reliable energy storage system is required as an energy buffer to bridge the mismatch between available and required energy. The proposed energy storage technology employed in this project is the
integration of lead-acid batteries (that acts as a main energy storage device) and an auxiliary energy storage device which is the supercapacitor. The proposed hybrid energy storage system leads to system cost reduction. This is accomplished by reducing the number of batteries and also the battery replacement costs by prolonging battery lifespan. This is important, for example, in a common household load profile, where there is certain intermittent demand for high current such as when a motor starts up. This can be 6-10 times the normal operating current of the motor and thus affects battery life [15, 16]. In a conventional stand-alone solar system, lead-acid batteries are always used to satisfy peak current burst. Other than reducing battery life, the number of lead-acid batteries in this situation can be impracticable large in order to match the peak current requirement. Non-optimal sizing of the battery for this purpose is proven to be costly and not effective as the peak current demand might only need to be met for a few seconds at a particular time. Hence the need for an optimization strategy which minimises the quantity of batteries while still satisfying the load requirement. – *(this is presented in Research Methodology Chapter 3, Section 3.2.2 of this thesis).*

3. The batteries in a conventional stand-alone solar system are replaced typically every 3-5 years depending on the load demand curve [15, 16]. If not, an oversized battery system is suggested to cater for the peak power and also to save the battery lifespan. Generally, this is due to inconsistent battery charging by the solar energy source, as the output of the source is heavily dependent on weather condition. The output of the
solar energy source fluctuates according to the intensity of the light, resulting in an inconsistent battery charging and discharging cycle. Also, heavy current discharging due to a heavy load requirement will equally affect battery life.

The stress factor on the battery such as irregular discharging rate and extensive time at the low state-of-charge (SOC) could increase the rate of damage to the battery. The notable damage mechanisms are related to battery electrolyte stratification and also irreversible sulphation, which greatly shortens battery lifetime.

Ideas have been put forward to extend battery lifespan and reduce battery quantity used in the system, where one solution is done by pairing batteries with super capacitors as mentioned previous part. When paired with supercapacitors, the former can act as a buffer, relieving the battery of pulsed or high power drain, as well as reducing the depth of charge discharge cycles by means of buffering. This idea emerges because the supercapacitor has a greater power density than the battery and this allows the supercapacitor to provide more energy over a short period of time. Conversely, the battery has a much higher energy density and this allows the battery to store more energy and supply to the load over a longer period of time. Hence, the role of supercapacitors is to supply sufficient energy for peak power requirements while the role of battery is to supply continuous power at a nominal rate. – (this is presented in Research Methodology Chapter 3, Section 3.2.3 and result is shown in Section 4.2.3 of this thesis).
Pairing supercapacitors and batteries however requires expensive and extensive power electronics, elevating the already high costs associated with these hybrid photovoltaic systems. Figure 7 [17] shows the power electronics associated with conventional hybrid energy system.

![Figure 7](image)

- **(a) Prototype bi-directional dc-dc converter unit module**
- **(b) The bi-directional DC/DC converter (full-bridge type topology)**
- **(c) Power stage design of converter unit module**

**Figure 7 (a) (b) (c) Bi-directional dc-dc Converter from [17]**

There are however, other methods, which could be used in developing these systems. For example, in this project the wide availability and affordability of microcontrollers nowadays allows these hybrid systems to be controlled using purely software methods such as by employing the Support Vector Machine (SVM) pattern classifier to decide when to switch energy sources depending on the load requirement. The supervised learning system in SVM allows the
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prediction of load demand before it occurs. These aid in reducing the delay in delivering power even when there are a few possible cases to be considered in connecting or disconnecting battery and supercapacitor to the load. This would not only lower the operational cost, but at the same time, allows the hybrid photovoltaic system to be flexible, which comes in handy in places with different seasons and unpredictable weather. The implementation using a microcontroller also allows the monitoring of multiple parameters, which may affect the efficiency of the hybrid photovoltaic systems, optimising the operation of these systems by taking appropriate actions when needed.
1.2 Problem Statement

The main effort in this research is to solve the problem of combining supercapacitors with batteries into a hybrid energy system which is made economically feasible thru process and operational optimization using genetic algorithms and the use of software in place of some of the power electronics.

Robustness of a product or process is important in increasing the yield and the consistency of the product to make it economically feasible in the application. The effort in robust design strategy for process fabrication of supercapacitors is to make the supercapacitor insensitive to the probable causes of performance variation. The goal of this component project is to determine the optimal configuration of the supercapacitor process parameters that reduces variation. In the proposed supercapacitor-battery hybrid energy storage system, a robust process fabrication strategy eliminate those undesired spread in capacitance values which can be attributed to several factors such as manufacturing equipment tolerance, the temperature gradient in the system, input material characteristics and cell aging. In most of power applications, considerably high voltages are always required. However, the supercapacitor has a low operational voltage, the maximum voltage that can be applied to a supercapacitor is about 2.3V. To reach the required application voltage the supercapacitors are connected in series or matrix to form a power system. However, series connection leads to unequal voltage distributions because the capacitance is not exactly the same for each device. In some cases this leads to the use of balancing circuits which reduce the efficacy of the supercapacitor bank. When balancing circuits are not used (sometimes to save operational costs), the systems runs the risk of depleting the battery even more because the
supercapacitor will act as an additional load when its voltage is lower than the batteries nominal voltage.

Capacitance also varies with different DC bias voltages [18, 19, 20]. The change in capacitance with applied DC voltage (a phenomenon also known as DC bias) further complicates the task of choosing the right capacitance. Therefore, a manufactured supercapacitor, which has high reproducibility and reliability, is crucial in maximizing the power reliability of the supercapacitor after it is integrated in the power system to meet peak power demand.

Optimization the fabrication process of supercapacitors is a multi-response problem, which involves optimising two output responses to improve the product robustness. In optimising the fabrication process with the proposed Taguchi-GA technique, inconsistent engineering judgment has been eliminated. The limitation of the Taguchi Technique in performing well for multi-response optimization problems has been overcome by formulating a way to include the Genetic Algorithm within the Taguchi method. In previous research [21], Vining and Myers presented a methodology within the framework of Taguchi’s technique using Response Surface Method using a dual response approach. Del Castillo and Montgomery [22] discussed that non-linear programming solutions, i.e. Generalized Reduced Gradient algorithms can lead to better solutions than those obtained with the dual response approach. Therefore, a consistent optimization technique that eliminates engineering’s judgment is important to obtain a set of optimised process parameters for fabrication supercapacitor. This is to ensure small standard deviation of the supercapacitor capacitance and voltage.
Optimal sizing the supercapacitor-battery energy storage system for solar application using GA is presented in Section 3.2.2. Again, consistent values of capacitance and voltage are important for an optimised system operation. This is because the optimal configuration of the system components such as the number of solar panel, number of batteries, number of supercapacitors and number of charge controller is determined based on the specification of the components and the required design of the system. Furthermore, the optimization algorithm is often constraint by the nominal state-of-charge (SOC) batteries, power output of components and lifespan of the components. A mismatch of the capacitance and voltage of supercapacitors could activate and speed-up the damage mechanism of batteries. This is not advantageous in the system as replacing batteries in the system is costly in the long run. However, the optimization strategy proposed here also minimises the number of batteries but it still able to bridge the mismatches between supply and load demand when renewable energy sources are low. The system is also able to deliver peak power without delay by coupling to an optimal number of supercapacitors.

Another challenge in coupling supercapacitors and batteries is implementing an energy management system to control the energy flow from the hybrid energy storage system economically and accurately. A block diagram depicts the system architecture for the implemented prototype is shown in Figure 8.
To be able to compete with the efficiency and cost of other approaches in balancing the voltage level of both battery and supercapacitor in the system without delay, a load forecasting system using SVM and SVR is implemented in the energy management system. The lead acid battery will be recharged when its SOC reaches 80%. This is to improve the lifespan of the lead-acid battery as its recommended Depth of Discharge (DOD) is 50%. Battery supplies the continuous energy to meet the average load demand; while, the supercapacitor provides instantaneous power to cater for the peak load demand. The role of supercapacitor to meet peak load demand allows for the downsizing of battery capacity, reducing the depth of discharge (DOD), reducing the sulphation of battery, and most importantly, improving the battery’s lifespan [23]. Hence, it’s crucial for the two storage banks to be switched ‘ON’ and ‘OFF’ at the right timing in accordance to the occurrence of peak load current to achieve optimal performance. In this, the SVM-SVR will analyse the real

---

Figure 8 System Architecture for Prototype
time data of the system, perform classification, followed by regression to predict the load currents, and perform the switching action efficiently.

1.3 Research Objectives

The main effort in this research is to solve the problem of combining supercapacitors with batteries into a hybrid energy system which is made economically feasible thru process and operational optimization using genetic algorithms and the use of software in place of some of the power electronics. In other words we aim to minimise operational cost of a solar system by integrating supercapacitors into a hybrid lead acid battery energy management system.

This can be accomplished by reducing the number of batteries used for storage and extending battery life by allowing the supercapacitor to cater to peak current demand. One further aim is to be able to propose a method of consistently manufacturing robust supercapacitor cells which are able to conform to the standards previously mentioned.

In supporting the main aims stated above, several research issues are to be investigated and solved:

1. To identify and optimise the significant parameters of the fabrication process simultaneously, by combining the Genetic Algorithm with Taguchi DOE methodology and improving the Taguchi Signal-to-noise Ratio which is a measure of product robustness.

2. To implement a fitness function which determines the optimal size (and therefore reduce the cost) of a stand-alone hybrid supercapacitor-lead acid battery solar energy system using a Genetic Algorithm.
3. To design a supercapacitor-lead acid battery hybrid energy storage system, which prolongs battery life and reduces the number of batteries used.

4. To employ Support Vector Machine in the hybrid energy storage control system in order to reduce the use expensive power electronic components.

1.4 Scope of Research

This project covers and focuses on increasing product robustness and the reduction of operational cost of a hybrid energy storage system consisting of a supercapacitor and battery. It is not within the scope of this project to discuss material improvements or the absolute improvement of capacitance and ESR thru the materials or the process.

1.5 Thesis Structure

In Chapter 1, an overview, the objectives, and the scope of the project are covered. The most important points are related to cost reduction issues for hybrid solar energy systems. In chapter 2, the appropriate literature review is presented. This chapter reviews the current state of the art for hybrid solar energy storage systems in terms of the system configuration, the alternative energy storage device, the optimization strategy, cost improvements and energy management systems.

Chapter 3 covers the research methodology which was followed to fulfil the objectives stated in this chapter which includes the improvements afforded by the hybrid system as opposed to “battery only” energy storage strategies.
Chapter 4 presents the result and discussion of the three main parts of the project; the integrated Taguchi-GA method in process optimization; the optimization of the system size for the complete hybrid renewable energy storage strategy and the use of the SVM to predict load requirements based on a certain LPSP (Loss of Power Supply Probability).

Finally Chapter 5, reviews the project objectives and discusses the results obtained using the methodology prescribed in chapter 3. Potential future work is also presented.
CHAPTER 2

LITERATURE REVIEW

This chapter reviews the current state of the art for hybrid solar energy storage systems in terms of the system configuration, the alternative energy storage device, the optimization strategy, cost improvements and energy management systems.

2.1 System Configuration of Conventional Battery Single Energy Storage System in Renewable Energy System (RES)

There have been a lot of researches being done to improve the practicability of renewable energy generation systems. It appears to be common for renewable energy generation systems to incorporate a storage element such as a battery to complement the system. Several papers regarding the improvement on renewable energy generation systems were reviewed and a brief description of each paper are included below.

Ravinder Singh Batia, S. P. Jain, Dinesh Kumar Jain and Bhim Singh conducted various simulations in their study titled “Battery Energy Storage System for Power Conditioning of Renewable Energy Sources” to demonstrate the role of an energy storage system. The aim of this study is to reduce the transient voltage variations, load leveling, reactive power control and harmonics elimination in renewable energy sources [24]. A controller has also been included to manage the charging and discharging of the battery. The modeled system however, does not include an element to buffer the rapid charging and discharging of the battery as well as load buffering to protect the
battery, hence the battery is subjected to stresses which greatly reduce its lifespan.

There are many types of battery technologies available. Niraj Garimella and Nirmal- Kumar C. Nair examined the use of different types of batteries as an energy storage system in small-scale renewable energy in the paper titled ‘Assessment of Battery Energy Storage Systems for Small Scale Renewable Energy Integration’ [25]. A comparison of various characteristics has been made between 4 types of batteries, which are lead acid, NiCd, NiMH and Li-Ion batteries. It is found that NiMH and Li-Ion batteries have a faster rate of increase in battery voltage and these batteries also reached their nominal voltage in a faster time compared to lead acid and NiCd batteries. The power output of the batteries were also compared and it is found that the NiMH battery produces more power than the other batteries, while the lead acid and NiCd type has similar power output whereas the Li-Ion have the lowest peak compared to the other batteries, mainly because of its lower voltage value.
Figures 9 and 10 (Retrieved 28\textsuperscript{th} February 2011 [25]) show the comparison of characteristics of different batteries. The study concluded that
Nickel-Metal Hydride batteries show the best potential in terms of power output, charge – discharge characteristics and voltage performance whereas lead acid batteries are the most common and affordable for a small scale setup among the other batteries [26, 25]. *Hence, lead-acid batteries are chosen for the primary energy storage devices in this project.*

### 2.1.1 Conventional System configuration for Maximizing Operating Lifespan of Batteries in Photovoltaic Systems

In the study titled ‘Recommendations for Maximizing Battery Life in Photovoltaic Systems’, James P. Dunlop and Brian N. Farhi observed the use of batteries in photovoltaic systems and made recommendations in issues related to battery type and characteristics, system sizing, installation, operation and maintenance as well as battery charge control in order to maximize the operating lifespan of batteries used in photovoltaic systems [27]. Recommendations were made based on different battery types and trade-offs between load availability and battery sizes as well as appropriate charge controlling of different types of batteries, however, the study does not take into account the use of buffering elements and the host of advantages it brings with it. The use of buffering elements in these systems on top of the design tweaks made based on the recommendations could further enhance the battery operating lifespan in photovoltaic systems.

S. Armstrong, M.E. Glavin, W.G. Hurley in another study titled ‘Comparison of Battery Charging Algorithms for Stand-Alone Photovoltaic Systems’ evaluates the effectiveness of different types of battery charging
algorithm namely, Intermittent Charging (IC), Three Stage Charging (TSC) and
Interrupted Charge Control (ICC) and their ability to maintain a high State-of-
Charge (SOC) [28]. The TSC was found to be the most suitable charging
algorithm for a regularly cycled battery in a photovoltaic system as the TSC
restored the battery’s SOC to 100% in the quickest time although there were
signs of overcharging. However, the TSC was found to cause the battery to
have a higher average temperature compared to IC and ICC, nonetheless, the IC
and ICC are only best utilized for standby applications [29].

![SOC of the charging algorithms under the absence of a load][28]

![SOC of the charging algorithms under varying load profiles][28]

![Comparison of the charging efficiencies of the charging algorithm][28]

![Battery temperature during the different charging algorithms][28]

**Figure 11 Characteristics of the different charging algorithm**

However, the charging algorithms do not take into account the use of
buffering elements during discharging phase, which further improves the
lifespan of batteries. *In this project, only the discharging phase of the hybrid energy storage devices (battery and supercapacitor) is considered. This was done because the project addressed issues related to load rather than issues related to device resistance or other factors that affected energy storage. Battery individual energy storage system and Supercapacitor-Battery hybrid energy storage system are compared in this research. It prolongs battery lifespan and hence, improves system cost for the long run especially when the replacement cost of batteries and operational/maintenance (O&M) cost are taken into account.*

In the paper titled ‘A Battery Management System for Standalone Photovoltaic Systems’, Shane Duryea, Syed Islam and William Lawrance outline the use of a Battery Management System (BMS), which consist of a series solar regulator and a discharge protection to allow intelligent control of charging and discharging of the battery in Photovoltaic Systems. The study also analyses the various techniques in measuring the SOC of batteries, which among others are methods based on Ampere-Hour Balancing with variable losses and terminal voltage measurements. The BMS measures the SOC of the battery to determine the available capacity, which enables intelligent control schemes to be implemented to prolong battery lifespan [30]. The study however does not take into account the use of buffering elements, which in turn limits the prolonging of the battery operating lifespan in a PV system as well as the host of advantages which comes with the use of a buffering element. Figure 12 [30] shows the model of the BMS integrated into a small standalone PV system. *In this project, the energy control management system monitors the voltage drop of the batteries and microcontroller takes action switching on*
supercapacitor for power burst) accordingly. SOC is measured to evaluate the remaining charges in the battery after every 20 cycles.

Figure 12 Modelled small standalone PV system with integrated BMS

Many researchers recognized the output of the renewable energy sources are not an ideal source for battery charging [16, 31]. The output of renewable energy sources is heavily dependent on the weather hence an unreliable supply curve is produced. An undeniable challenge of the renewable energy system is to show that the supply curve matches the demand curve. The conventional battery single system for solar application is remarkably costly and impractical. A huge number of batteries are required to meet the demand requirement [15]. Furthermore, an inconsistent of charging and discharging cycle is always the biggest damage mechanism for batteries. This is due to the unreliable power output from solar energy. The fluctuated power output does not guarantee an optimum charge and discharge cycle that resulting in a low battery state of charge for a long period. This is a very common stress factor that causes one of the damage mechanisms in battery, which is sulphation. Sulphation forms in sealed lead acid battery when it is constantly being cycled.
at low state-of-charge (SOC). This is proven in [32, 33] that shorten the battery lifespan.

This project shows that the supercapacitor-battery hybrid energy storage system increases the practicability of the system which delivers power without delay and reduces the initial number of batteries and number of replacement batteries. It is also more environmental-friendly as most of the composition in supercapacitor can be more biodegradable as compared to battery.

2.1.2 System Configuration of Hybrid Energy Storage System

In this session, a buffer element is introduced – Supercapacitor (also known as ultracapacitor) to pair with battery. Fuel cells with hydrogen tank is not considered as an auxiliary energy storage device in this project as:

- It is costly due to the electro-catalyst used at the anode faradic reaction in fuel cells is expensive [34].
- Furthermore, output voltage drops approximately 50% of its rated voltage due to the second law of thermodynamics.
- Production storage of hydrogen tank can be tedious and less mobility as hydrogen has to be stored at pressure of 700atm in cylindrical-tanks. For rural area, fuel cells is not a good option as travelling to replace hydrogen tank in deep outskirt area is costly.

In the section below, some of the characteristics of the battery and supercapacitor are presented to explain what motivates supercapacitor act as an auxiliary energy storage device for our system. Furthermore, literature in this section also focus on the topology of the converter and energy control system.
that have been researched to control the energy flow between the two energy storage devices. This section mainly covers the hardware approach and software approach used to control the energy flow within hybrid energy storage system which emerged repeatedly.

2.1.2.1 Battery

Based on the literature mentioned above, for solar charging application, the energy storage choice favors batteries with deep cycle. Deep cycle batteries are designed to have bigger plates and dissimilar chemistry to prevent the corrosive effect when full capacity is frequently utilized [35].

Lead acid batteries, which offer deep cycles, large capacity and wide availability is typically the choice for this application [15]. The comparison between flooded lead acid battery which has higher heritage and the Sealed Lead Acid (SLA) or VRLA battery are shown as below:

Table 1 Comparison between Flooded Lead Acid Battery and SLA battery

<table>
<thead>
<tr>
<th></th>
<th>Flooded Lead Acid battery</th>
<th>SLA battery</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cost</strong></td>
<td>Significantly less expensive</td>
<td>Less expensive</td>
</tr>
<tr>
<td><strong>Ventilation required</strong></td>
<td>YES</td>
<td>NO</td>
</tr>
<tr>
<td><strong>Maintenance</strong></td>
<td>YES</td>
<td>NO</td>
</tr>
<tr>
<td><strong>Potential liability</strong></td>
<td>Tipping or spilling</td>
<td>NO</td>
</tr>
</tbody>
</table>

As shown in Table 1, the SLA battery is more costly as compared to flooded lead acid battery. However, SLA battery is chosen as the energy storage for its quality such as low capacity loss over time, maintenance-free, no poisonous gas and acid fumes emission, and installation freedom [36, 37]. Since SLA battery contains electrolyte that could last the life time of the battery, it
does not require watering as flooded lead acid battery do. The SLA also absorb the hydrogen gas within itself, hence it could be recharge without much ventilation. Lastly, SLA battery offers installation freedom as spilling will not occur even if it’s overturned. On the other hand, SLA has shorter lifespan than flooded lead acid battery and it can only be discharged to 50% SOC for optimum performance unlike the flooded lead acid which could reach 80% [37]. Yet, the physical qualities has made SLA battery the better choice of energy storage for solar application.

The lead acid batteries have relatively high energy density; however, it does not have capability of instantaneous charging and discharging as those of a supercapacitor [38, 39]. It could store much energy but it takes a longer time to discharge and recharge. If it is driven at high C-rates especially in application which requires a sudden load current burst, the lifespan of the battery will be severely diminished. Besides that, high current drawing cause battery heat up and possibly causing a fire hazard due to thermal runaway [40, 41]. The deep discharge due to the large bust current drawn also cause the battery SOC to be lowered. The low battery SOC causes to stratification and sulphation of the battery, which reduces its lifespan [23, 27]. This is because the terminal voltage decreases when the battery discharges to a load. A cut-off voltage or the minimum allowable voltage is defined to designate the ‘empty’ state of the battery. The cut-off voltage varies according to the type of battery and the requirement of the application. In real life, a battery does not discharge in a constant voltage due to the internal cell resistance, IR losses and polarization effects of the electrodes [23, 42]
Figure 13 Battery discharge curves under different discharging rates

Figure 14 Battery charging curves under different charging rates
Figure 13 and Figure 14 (retrieved from [42] on December 2012) shows the effect of different charging and discharging rate or current on the voltage and the state-of-charge (SOC) of the battery. The C-rates shows the rate of charging and discharging in Amperes in order to normalize against battery capacity [42, 43]. For example, considering a battery of 100Ah, a C/5 rate means that the battery will discharge at a discharging current of 20 in an hour. As can be seen in Figure 14, ‘Rest’ means that where is no current flowing through the cells which leads to no charging or discharging cycle occurring.

As the current moves through the battery cells, the battery voltage reduces due to the internal cell resistance [42]. The cell’s voltage will increase when there is current flow across the cell during the charging cycle. If the charging rate or current is high, the voltage increases faster. For discharging phase, the cell voltage drops due to the discharging current. As the discharging rate or current increases, the battery’s voltage depression will be greater. This theory is valid for all battery regardless of its type, size or environment [42]. These stress factors that happened on the battery have increased the rate of damage mechanism of the battery. In the section below, damage mechanism and stress factor of lead acid battery are explained.

**Damage mechanism and stress factor of lead acid batteries**

Battery lifespan is shorter in battery alone system due to the higher rate of the damage mechanism within the battery [15, 32]. This is because the ageing mechanism of the lead-acid battery results from various stress factors which result from the performance characteristic of the energy storage systems. The most crucial stress factors listed are [44, 23, 45]:


1. Long hour in low SOC,
2. Inadequate discharging rate,
3. Elevated temperature,
4. Rare full charges,
5. Ah throughput
6. Partial cycling in low SOC,
7. Charging factor.

Lead-acid batteries lifespan are often affected in different ways depending on the conditions under which the batteries are operated. In report [23], a clear distinction has been made between the battery damage mechanism and battery ageing processes. Damage mechanism is irreversible damage on battery composition which cannot be restored as a new battery. Whereas, stress factor can be defined as the characteristic feature of the battery operating condition which ultimately changes the rate of damage mechanism. Stress factors and damage mechanism affect performance of a battery and the conclusively battery lifespan.

Electrochemical Reaction of Lead acid battery

The electrochemical reaction equation in a lead acid battery can be written as shown above and the chemical reaction is shown in Figure 15 [46]. During the discharge portion of the reaction, lead dioxide (PbO₂) is converted...
into lead sulphate (PbSO$_4$) at the positive plate. At the negative plate sponge lead (Pb) is converted to lead sulphate (PbSO$_4$). This causes the sulphuric acid (2H$_2$SO$_4$) in the electrolyte to be consumed [45].

![Chemical Reaction when a battery is being discharged](image)

**Figure 15 Chemical Reaction when a battery is being discharged**

The idea of this supercapacitor-battery hybrid energy storage system (SB-HESS) has put forward to

*‘the less number of battery is discharged, the more frequently it is fully charged; the more favourable is the effect on the lifetime of a lead acid battery.*

Therefore, it is good to avoid deep discharge or over-discharge battery [47]. This is done to reduce the impact of certain stress factors, such as the forming of hard (or non-reversible) sulphation on the battery electrode [45], shedding, active material degradation, electrolyte stratification and a small impact on corrosion on the positive plate of the battery. In manufacturer technical manual, it is often mention to avoid or disconnect the battery from the load either electronically or manually when the end voltage (a function of the discharge rate) is reached [47]. It is the voltage point at which 100% of the usable capacity of the battery has been consumed or continuation of the discharge is useless because of the voltage dropping below useful levels.
Generally, the final discharge voltage per cell depends on the battery discharge rate and is given in battery data sheet. According to Power-Sonic [46], ‘deep discharge’ is defined as one that allows the battery voltage under load to go below the cut-off or (‘final’) voltage of a full discharge [46].

In most cases of typical RES, the batteries are stressed to supply power peak at times resulting large current drawn from the battery in a short period. However, in this approach, the battery discharge current is always fixed at a nominal value based on the desired state-of-charge. State-of-charge (SOC) or on the contrary depth of discharge (DOD) of battery indicates the remaining amount of energy available expressed as the percentage of the rated energy (SOC = 1 – DOD) [48]. In other words, SOC can also be defined as an expression as the available present battery capacity (Ah) as a percentage of the rated capacity (Ah) [49, 50], whereas, DOD can be explained as how deeply the battery is discharged.

This idea is aided by coupling the supercapacitor. The power peak deliveries are taken over mostly by supercapacitor and a small amount of energy from battery. This brings benefits in delivering power peak on time without delay and avoiding tremendous drain on the battery. With the exception of temperature, a SVM (Support Vector Machine) energy control system can favourably control all factors, so that the negative influence of temperature can be reduced.

2.1.2.2 EDLC Supercapacitor

Many literature have been presented to explain what motivates coupling supercapacitors with batteries to overcome the high depth of discharge of
battery in renewable energy system [51]. HESS employs a supercapacitor, which has high power density, high rate of charging/discharging, no overcharging risk, and much higher life cycles as compared with lead-acid battery. This mainly benefits from how supercapacitor stores energy [52, 53].

EDLC supercapacitor fabrication is an emerging technology and has already been associated with many applications [53] due to its unique ability to fill the void between batteries and capacitors owing to its characteristics of higher energy density than conventional capacitors and higher power density than batteries [54, 55] as demonstrated in the Ragone plot below (retrieved from [54] on 6th November 2012).

![Ragone plot](image)

**Figure 16 Ragone plot**

A capacitor is an electric circuit element used to store an electrical charge temporarily [56]. Generally, it consists of two metallic plates separated and insulated from each other by a nonconductive material such as glass or porcelain [53]. Very high surface areas activated capacitors use a molecule-thin layer of electrolyte as the dielectric to separate charge [53, 39]. Supercapacitor resembles a regular capacitor except that it offers a very high capacitance in a
small package. Energy storage is by means of static charge rather than of an
electro-chemical process inherent to the battery [34, 38, 39] The supercapacitor
is categorized into two groups: the electric double layer capacitor (EDLC), and
pseudo-capacitor, where both groups differs in the way they store the charges
[57]. The electrochemical supercapacitor stores the charges through the
reversible absorption of ions from an electrolyte on two porous electrodes [58]:
This creates an electric double layer at the electrode. EDLC is used in this
project due to its cycle life is higher than pseudocapacitor. It has about 5 times
more cycle life than pseudocapacitor [53, 59]. Additionally, the capacitance of
supercapacitor is dependent primarily on the characteristic (surface area and
pore size of the distribution) of the electrode material (such as carbon and
activated carbon) [53, 60]. These materials are cheap due to its wide
availability. This reduces the commercial price of supercapacitor in the market
as time goes [57]. However, the price of supercapacitor is still higher compare
to the price of battery. In this project, the idea of fabricating supercapacitors
with the desired capacitance and voltage is important to best-suits our
optimised system. This is a crucial step to further optimise the cost of the system
for a desired capacitance which might not be found in the commercial market.

EDLC does not involve chemical reaction, it merely absorb the ion in
physical means [41, 53]. Energy is stored in the double-layer capacitor as
charge separation in the double-layer formed at the interface between the solid
electrode material surface and the liquid electrolyte in the micropores of the
electrodes [53, 38, 39]. As shown in Figure 17 [55], the EDLC can achieve up
to millions of life cycles as the charging and discharging process does not affect
the electrode physically [55].
Figure 17 Electrochemical Double Layer Capacitor (EDLC)

The ions displaced in forming the double-layers in the pores are transferred between the electrodes by diffusion through electrolyte. The supercapacitor stores only a small amount of energy, yet it could deliver a rapid power discharge which made it suitable for high rate of charging and discharging operation.

\[ C = \frac{\varepsilon_r \varepsilon_0}{d} A \]  \hspace{1cm} \text{Equation 1}

where

- \( \varepsilon_r \) is the electrolyte dielectric constant,
- \( \varepsilon_0 \) is the permittivity of a vacuum,
- \( A \) is the specific surface area of the electrode accessible to the electrolyte ions, and
- \( d \) is the effective thickness of the EDL (the Debye length).

The energy stored can be calculated using the equation below:

\[ E = \frac{1}{2} C V^2 \]  \hspace{1cm} \text{Equation 2}

Where

- \( V \) is the cell voltage (in volts),
- \( C_T \) is the total capacitance of the cell (in farads)
The EDLC has high capacitance as shown in the Equations 1 [61, 38, 39] and 2 [61, 38, 39] above. The reason behind its high power delivery capability lies in the fact that it has much lower internal resistance as compared to the battery [38, 39]. The Table 2 shows the internal resistance of lead acid battery and supercapacitor:

**Table 2 Internal Resistance of Lead Acid Battery and Supercapacitor**

<table>
<thead>
<tr>
<th>Chemistry</th>
<th>Internal Resistances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lead Acid Battery</td>
<td>2-30mΩ</td>
</tr>
<tr>
<td>Supercapacitor</td>
<td>0.02-0.2mΩ</td>
</tr>
</tbody>
</table>

As shown in Table 2 [40], since the internal resistance of supercapacitor is much lower than the battery the supercapacitor can supply a large burst of current to the load while the battery will supply the lower continuous power for a longer period of time. These properties complement the battery’s limitation and allow the combination of SLA battery and supercapacitor in HESS to possess both high energy and power density [51].

As mentioned early, a supercapacitor (also known as a ultracapacitor) is a double-layer electrochemical capacitor that can store thousands of times more energy than a common capacitor [62]. It shares characteristics with both batteries and conventional capacitors, and has an energy density [63] (the ratio of energy output to its weight) approaching 20% of a battery [64, 65]. In other words, a battery would have to be 80% heavier than the ultracapacitor in order to produce the equivalent energy output.

Moreover, the supercapacitor is very rugged and has a life expectancy of up to 50000 hours [15, 16]. This made it an ideal choice for remote solar application where maintenance is difficult. Hence, HESS extends battery
runtime, reduces the battery size, minimises space requirements, reduces the pulse current noise and improve load balancing [56, 51]

In the HESS formed by the supercapacitor and battery, their charging time, self-discharging time, power and energy densities and efficiency is listed in Table 3 [38, 15, 66]:

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Battery</th>
<th>Supercapacitor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charging Time</td>
<td>Several Hours</td>
<td>Fraction of seconds to minutes</td>
</tr>
<tr>
<td>Self-Discharging Time</td>
<td>Weeks to few Months</td>
<td>Hours to Days</td>
</tr>
<tr>
<td>Energy Density</td>
<td>10-100Wh/kg</td>
<td>&lt;5 Wh/kg</td>
</tr>
<tr>
<td>Power Density</td>
<td>&lt;500W/kg</td>
<td>&gt;1000W/kg</td>
</tr>
<tr>
<td>Charging/Discharging efficiency</td>
<td>70%-85%</td>
<td>85%-98%</td>
</tr>
</tbody>
</table>

This means that a supercapacitor is suitable to couple with battery in situations where an instantaneous supply to power peak is required. It acts as a buffer element to bridge the supply to load demand when the battery is recharging [67, 16]. This hybrid system aims for zero load rejection. For example, consider an application in an environment where frequent outages last for less than two minutes. In such an environment, battery deterioration is excessive due to the high frequency of the outages. Moreover, the battery tends to require more time to recharge before it can supply to the next power peak. This would result in a highly reliable energy storage system that would require little or no maintenance. This is shown in Figure 18 [68].
In short, supercapacitors are known as high power density storage devices that allow instantaneous delivery of power peak. The ability of supercapacitor to absorb and discharge large amount of energy in a short period of time, supercapacitors make a great secondary energy storage device especially in pulsed load applications, where a large amount of energy is drawn in short periods of time. Hence, supercapacitors are the suitable device to couple with battery in this project. Figure 19 [69] shows a comparison of the galvanostatic charge – discharge profiles of a supercapacitor and a battery under a similar duration where the supercapacitor discharges faster than battery hence, allowing it to fulfill peak load demand.
Figure 19 Charge – discharge profiles of a supercapacitor and a battery
2.1.2.3 System configuration of Hybrid Electrical Energy Storage Systems (HEESS)

In a HESS, optimal design of the setup topologies between the supercapacitor and battery has been the subject of many researches. Most conventional approaches consider a direct parallel connection between the two storage banks [70], a bidirectional DC/DC converter interfacing the two storage banks [15] and dual input bidirectional DC/DC converter topology as shown in Figure 20 below [71, 72].

![Diagram of a) Topology of the passive parallel connection, b) Topology of the Bi-Directional DC-DC Converter, and c) Topology of the Dual-input Bi-Directional DC-DC Converter]
One of the challenge of coupling the supercapacitor and battery is the different voltage level between the two different energy storage devices. A conventional way of coupling supercapacitor and battery is connecting the two devices in parallel. However, it reduces the capacity of the supercapacitor [51]. This direct approach maintains the same voltage over both sources but limits the power delivered from the supercapacitor.

The single DC/DC converter controls the output current of the battery and allows the supercapacitor to supply the extra power requirement to the load. Lastly, the dual input bi-directional DC/DC converter give rise to highest efficiency, reliability and flexibility [71]. However, it involves the use of more costly DC/DC converters. Hence, the tradeoff between these topologies is the cost of power electronics and efficiency of the HESS.

Tatsuto Kinjo, Tomonobu Senjyu, Katsumi Uezato and Hideki Fujita examined the use of Electrochemical Double Layer Capacitors (EDLCs) to stabilize the output of a wind power generation system in the paper titled “Output Leveling of Wind Power Generation System by EDLC Energy Storage System”. The study uses an energy capacitor system which consists of an EDLC and power electronic devices to compensate for the fluctuating power of a photovoltaic system [73, 74]. The power electronic devices include a buck-boost DC – DC converter and a bi-directional inverter to complete the current source of the photovoltaic system. Figure 21 [73] shows the current source of the photovoltaic system:
GD1 and D1 acts as a boost converter to charge the EDLC bank whereas GD2 and D2 acts as a buck converter to discharge the EDLC bank. The bi-directional inverter in the other hand inverts the output from DC to AC. The charging and discharging of the EDLC bank is controlled using a PI controller [73, 74]. The system demonstrated above uses power electronics, which are expensive electronic components especially in high-power applications.

In Harada, Sakau, Anan and Yamasaki’s research, an investigation of the basic characteristic of the supercapacitors controlled by non-isolated DC-DC converter has been done [75]. In the research, the operating time, energy availability, input and output voltage and current were analysed.
Figure 22 Input and output voltage versus operating time of (a) buck converters (b) boost converters (c) buck-boost converters with supercapacitors

From the result obtained as shown in Figure 22 [75], it can be seen that the maximum operating time of the buck-boost converter is the shortest whereas the buck boost converter has the longest operating time under similar conditions.
Figure 23 shows the average output power versus the output voltage of the non-isolated DC-DC converters with supercapacitors for different energy availability. Energy availability is calculated from the output power divided by the input power of the converter. The buck and buck boost converter’s output power increases as the output voltage increases whereas for boost converter, the output power is almost constant although the output voltage increases.

From Harada, Sakau, Anan and Yamasaki’s research, it also can be seen that the energy availability, $\eta$ of the buck converter depends on the output
voltage and the number of supercapacitors connected [75]. However, for buck-boost converter, the energy availability, $\eta$ does not depend on the output voltage and the number of supercapacitors [75]. To obtain high output power from a buck converter, many units of supercapacitors are needed to be connected in series in order to have higher voltage from the supercapacitor bank compared to the output voltage of the DC-DC converter. This causes to a problem of uneven charging due to the dispersion of capacitances of the supercapacitors [75]. This causes to serious safety problem under British Standard of IEC To overcome this problem, an additional voltage monitoring and current bypass circuit is needed for each supercapacitor to keep the balanced voltage [75].

M.E. Glavin, Paul K.W. Chan, S. Armstrong, and W.G Hurley, in the study titled ‘A Stand-alone Photovoltaic Supercapacitor Battery Hybrid Energy Storage System’, examined the role of an electronic control unit (ECU) in a battery supercapacitor hybrid energy storage system under different load conditions. The ECU is responsible in determining the State-of-Charge (SOC) of the supercapacitor and battery and the supplying of energy to the load by either the supercapacitor or battery with the aid of various sensors [16, 15] . The proposed ECU had a behavior shown in Table 4 [15].
The ECU mentioned was just a proposal and it was not stated that if the ECU was software or hardware controlled. However, simulations showed that the supercapacitor bank did increase the SOC of the battery under peak and pulse current loads. This shows that the battery lifespan is not prolonged with this strategy.

In the paper titled ‘Power and Life Extension of Battery – Ultracapacitor Hybrids’, R. A. Dougal, Shengyi Liu and Ralph E. White investigated the peak power enhancement and prolonged battery life of battery – ultracapacitor hybrids over conventional systems. A simplified model was created to analytically describe the performance of a battery – ultracapacitor hybrid power source. Complementing a battery power source with ultracapacitor banks was proven to greatly enhance peak power output, considerably reduces internal losses and also prolongs the discharge life of the battery. Figure 24 [76] shows

<table>
<thead>
<tr>
<th>No.</th>
<th>Condition</th>
<th>Action</th>
</tr>
</thead>
</table>
| 1   | PV Power = Load (Battery SOC High) | • PV supplies load  
• No battery charging |
| 2   | PV Power = Load (Battery SOC Low) | • PV supplies load  
• No battery charging |
| 3   | PV Power > Load (Battery SOC High) | • PV supplies load  
• No battery charging |
| 4   | PV Power > Load (Battery SOC Low) | • PV supplies load  
• PV charges battery |
| 5   | PV Power < Load (Battery SOC High) | • PV supplies load  
• Battery supplies load |
| 6   | PV Power < Load (Battery SOC Low) | • PV supplies load  
• Battery supplies load until minimum SOC is reached then shut down load |
| 7   | No PV Power (Battery SOC High) | • Battery supplies load |
| 8   | No PV Power (Battery SOC Low) | • Shut down load |
the plot of the normalised load current, battery current and supercapacitor current [76].

![Plot of normalised load current, battery current, and supercapacitor current](image)

**Figure 24 Normalised load current, battery current and supercapacitor current**

Observations from the plot shows that during the load on-state, both the battery and ultracapacitors (also known as supercapacitor) provides the current consumed by the load while during the load off-state, the battery charges the ultracapacitor. The peak instantaneous current of the battery had been greatly reduced with the assistance of the ultracapacitors, which would otherwise have been the same as the output or load current. This greatly relieves the battery off the peak stresses, reducing battery deterioration and positively influencing the performance of the system [76].
2.1.3 Energy management of HESS to Maximum Power Transfer (load prediction)

J. C. Lima, A. Medeiros, V. M. Canalli, F. Antunes and F. S. Dos Reis investigated the use of a neural network control system implemented on a PIC microcontroller to track the maximum power point transfer between the load and PV system in their study titled ‘A PIC Controller for Grid Connected PV Systems using a FGPA based inverter’. A neural network is implemented on a PIC to control the maximum output voltage in a DC-DC converter connected to solar panels to obtain the maximum power transfer of the panels. The power control is done to obtain the maximum power transfer which extracts the best performance from the solar panel and is obtained through the control of the duty cycle of the DC/DC boost converter, which supplies an adapted voltage to a 3-phase inverter [77, 78].

![Block diagram of the power system](image)

Figure 25 Block diagram of the power system suggested in [77]

This implemented system shown in Figure 25 does not have an energy storage system which can mitigate the problems associated with low-light conditions.

Furthermore, high power rating electronic and complexity of designing bi-directional converter cause impracticability of HESS. In order to achieve an efficient HESSS with lower cost, software based Energy Management
System (EMS) has been researched into. L. Gao, R. Dougal and S. Liu presented the software approach which offers modularity, design simplicity and reduces the reliance on power electronics [79]. Previous research in [80], had shown a Sequential Programing based EMS which adopts the ‘Monitor and Respond’ strategy but has shown unsatisfying results. This is due to the time required in software approach to measure, process and respond accordingly. A 70ms delay was recorded in the respond of the supercapacitor after a peak load current is monitored. This does not meet the performance requirement in small DC machine, as the starting current is usually quite short in period. For example, it’s measured that a 12 V, 1A DC motor load has a starting current of only 5ms in duration [79]. Hence, the motor load will draw the large current burst from the battery and causing the adverse effects on the battery as mentioned earlier. In order to respond to this downfall of the software approach, load prediction capability has to be integrated into the EMS in order to match the respond of the supercapacitor with the performance required.

To implement the load prediction, the Support Vector Machine (SVM) is researched into and it was applied in the prototype system. The SVM, a form of supervised machine learning founded by V. Vapnik which is a non-parametric statistical model based on Structural Risk Minimization (SRM) principle that offers excellent generalization and predictive capability for limited sample size [81]. Since the Load demand could be predicted by using recursive time series, Support Vector Machine for Regression (SVR) was chosen to implement the load prediction for its high generalization, single global minimum characteristic and this will yield a good non-linear system model [82, 83].
In [84] Chang et al. proposed a SVR approach for the EUNITE Network Competition which is the prediction of daily maximal electrical load of January 1999 based on temperature and electricity load demand (data used is from 1997 to 1998). It is interesting to mention that there is a periodic component within the data set due to the seasonal variation of consumer electricity demand (such as ‘holiday’ effects use of less electricity during major holidays) and the impact of weather on electricity demand. Their inputs were several attributes, including binary attributes for indicating which day of the week or holiday, etc. [85]. From these attributes, they formulated the predicted max load, which is a numerical value. They concluded that the use of the temperature data did not work as well because of the inherent difficulty in predicting temperature and they also concluded that this SVR approach was feasible for determining an accurate load prediction model. Chen et al. in [84] approach described in [85] was the winning approach for the EUNITE Network Competition. These papers [84] [85] described the SVM implementation. With respect to the design details, it is interesting to note that the use of temperature in their model actually decreases the accuracy of the predictions. This is due to the wide variance of the output and resulting an improper temperature estimation [86]. Change et al. also experimented with data inputs excluding the previous (in time series) load data. The result obtained shows unsatisfied performance. It is worth to mention that the inputs to the SVR are not only time series load data [86].

In [87], Zhang et al. discussed the use of SVM for short-term load forecasting. The author stated that most linear models such as Kalman filtering, AR (Autoregressive), and ARMA (Autoregressive Moving Average) models
are not typically sufficient to model the nonlinearities associated with short term load forecasting processes. The use of SVR, with both electrical load data and corresponding weather time series data, appears to outperform other neural network (NN) based techniques including a back- propagation neural network (BPNN). The authors also used cross validation to select the parameters for the RBF kernel function as well as the regularization constant. The result obtained shows that MAPE (mean absolute percentage error) of the SVM approach was lower than that of the BPNN [87].

*It appears that the reviews and studies conducted above show the advantages of having an energy storage system in renewable energy systems. The battery storage system could however be further enhanced using a buffering element, in this research a supercapacitor, thus prolonging the battery lifespan and reducing maintenance and operational costs at the same time.*

*Moreover, a load forecasting-energy management system (using SVM) aided with the use of sensors could be used in the supercapacitor-battery hybrid energy storage system (SB-HESS) to achieve maximum optimization in terms of system cost and power delivery. From the literature search mentioned above, there is none of the energy management system that is implemented with SVM load-predictive software to control the energy flow between the hybrid energy storage devices and load.*
2.1.4 Background theory of Support Vector Machine and Support Vector Regression

2.1.4.1 Support Vector Machine for classification

The foundation of the Support Vector Machine (SVM) have been developed by Vladimir Vapnik in year 1995. SVM has been gaining popularity over the 20 years due to many potential features and good empirical performance. The Support Vector Machine is a form of supervised machine learning. SVM formulation employs the Structural Risk Minimization (SRM) principle which minimises an upper bound on the expected risk [88]; whereas the traditional neural network or the ARIMA models which implement the Empirical Risk Minimization (ERM) solely minimises the error on the training data [89]. SRM principle that focuses on minimizing the upper bound of the generalization error instead of minimizing the training error [90]. Implementing SVM classifier with greater ability to generalize is often the ultimate foal in any classification or pattern recognition task [91, 92]. The SVM optimises the network structure through seeking the right balance between the Vapnik-Chervonenkis (VC) confidence interval and the empirical error [89]. It is by bounding the generalization error between the optimal balance of summation of training error and the confidence interval term that a good generalization performance could be achieved. Good generalization ability is an important characteristic of SVM which is proven to perform better than neural networks under certain circumstances [91]. The SVM also prevents overfitting as it perform well with small training set. Besides that, SVM is equivalent to solving a linear constrained quadratic programming problem which ensures a unique and global optimal solution [93].
SVM functions by creating a hyperplane that separates a set of data containing two classes [94]. According to the SRM principle [90], there will be one optimal hyperplane (which has the maximum distance called maximum margin) to the closest data points of each class as shown in Figure 26 [94]. These points, closest to the optimal hyperplane, are called Support Vectors.

Assuming there are k training samples \( \{x_i, y_i\} \) where \( i = 1, ..., k \), and each sample has \( l \) inputs \( (x_i \in \mathbb{R}^l) \) with an output class label of \( (y_i \in \{-1, 1\}) \). The vector, \( w \) which is the vector perpendicular to the hyperplane, parameterize the hyperplanes in \( \mathbb{R}^l \) and with a constant, \( b \) as shown in the following [95]:

\[
w \cdot x + b = 0
\]

Equation 3

Hence the function which classifies the training data is [96]:

\[
f(x) = \text{sign}(w \cdot x + b)
\]

Equation 4

However, the hyperplane can also be expressed by all pairs of \( \{\lambda w, \lambda b\} \) for \( \lambda \in \mathbb{R}^+ \). Hence, the canonical hyperplane was defined to separate the data from the hyperplane by a minimum distance of 1 unit [94]. Hence,

\[
y_i(x_i \cdot w + b) \geq 1 \quad \forall_i
\]

Equation 5

In a hyperplane, all pairs of \( \{\lambda w, \lambda b\} \) describe the same hyperplane, but all are different from each other in terms of the functional distance to the data point. By normalizing the magnitude of \( w \), the geometric distance [96] was given by

\[
\frac{y_i(x_i \cdot w + b)}{\|w\|} \geq \frac{1}{\|w\|}
\]

Equation 6
For good generalization, maximum geometric distance of the data point from the hyperplane is sought after. To achieve this, the $\|w\|$ is minimised by using Lagrange multiplier [96]. Hence the minimization is given by:

Minimise:

$$W(\alpha) = -\sum_{i=1}^{l} \alpha_i + \frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l} y_i y_j \alpha_i \alpha_j (x_i \cdot x_j)$$  \hspace{1cm} \text{Equation 7}$$

Subject to

$$\sum_{i=1}^{l} y_i \alpha_i = 0$$ \hspace{1cm} \text{Equation 8}

$$0 \leq \alpha_i \leq C \quad \forall i$$

Where $\alpha$ is the vector of $l$ non-negative Lagrange multipliers, and by defining the matrix of $(H)_{ij} = y_i y_j (x_i \cdot x_j)$, this term is translated to Quadratic Programming Problem (QP) which can be solved the method of Lagrange multipliers [95]:

Minimise:

$$W(\alpha) = -\alpha^T 1 + \frac{1}{2} \alpha^T H \alpha$$ \hspace{1cm} \text{Equation 9}$$

Subject to

$$\alpha^T y = 0$$ \hspace{1cm} \text{Equation 10}

$$0 \leq \alpha_i \leq C, \ i = 1, \ldots, n,$$

Besides, from the dual formulation, the optimal hyperplane is:
when the functional distance of a data point is >1, then $\alpha_i = 0$. Hence, only the data point that lies on the margin has $\alpha_i > 0$ which are required to define the optimal hyperplane. These data points are called the support vectors. The $\alpha_i$ is also a measure of the data point weight in contribution to the hyperplane. To find $b$, the positive and negative support vectors were used [90]:

Hence,

$$ b = -\frac{1}{2} (\mathbf{w} \cdot \mathbf{x}^+ + \mathbf{w} \cdot \mathbf{x}^-) $$  \hspace{1cm} \text{Equation 12}$$

Constructing a separating hyperplane in this feature space leads to a non-linear decision boundary in the input space as shown in Figure 27 [94]. Expensive calculation of dot products in a high-dimensional space can be avoided by introducing a kernel function, $K$ below [92].

![Figure 26 2D Hyperplane](image)

When the soft margin constant, $C = \infty$ in Equation 10, the optimal hyperplane will be able to separate all the data theoretically. Yet, with a finite $C$
the classifier is now a soft-margin which allows tradeoff between classifying all
data correctly with the complexity of the hyperplane model [96].

If the dataset is not linearly separable, it is like to be linearly separable
in the higher dimensional feature space [97]. This is done through the
introduction of kernel trick, where the input data was mapped into a higher
dimensional space. It is shown in Figure 27 below [98]:

**Figure 27 Mapping of data in Input Space to Feature Space**

The kernel which define the dot product in the higher dimensional
feature space as shown below [94, 96]:

\[
K(x_i, x_j) = (x_i) \times (x_j) \tag{Equation 13}
\]

Kernel function, \( K(x_i, x_j) \), plays an important role. In practice, various
kernel functions can be used [94], such as

- **Linear**: \( K(x_i, x_j) = x_i^T x_j \).
- **Polynomial**: \( K(x_i, x_j) = (\gamma x_i^T x_j + r)^d, \gamma > 0 \).
- **Radial Basis Function (RBF)**: \( K(x_i, x_j) = \exp(-\gamma \| x_i - x_j \|^2), \gamma > 0 \).
- **Sigmoid**: \( K(x_i, x_j) = \tanh(\gamma x_i^T x_j + r) \).
The kernel function reflects the geometric relationship between the input vector and the support vector, or the similarities of the features of the faults.

For example [94], the polynomial kernel function in Figure 28 (a) describes the similarity of the two vectors, since the dot product depicts the canonical correlation. Choosing different order, \( p \), would result in different similarity measures and hence different results. The RBF kernel function, as shown in Figure 28 (b), approximates the relationship between the two vectors using a bell shape function. Tuning the parameter \( s \) would be similar to tuning the covariance. The sigmoid kernel function in Figure 28 (c) is similar to the polynomial kernel function. The parameters \( v \) and \( c \) can be used to adjust the shape of the sigmoid function [99].

![The Kernel Functions: (a) Polynomial Function with \( p = 2 \) and 3; (b) RBF Function; and (c) Sigmoid Function.](image_url)

Hence the classifying model is now

\[
f(x) = \text{sign}(\sum \alpha_i y_i (K(x_i, x) + b))
\]  

Equation 14
As such, using the support vector machine (SVM) good generalization is guaranteed and this will enable an efficient and accurate classification of the sensor input data. This is appropriate to be used in this project to identify the load pattern. Table 5 [100, 101, 102, 103] tabulates the advantages and disadvantages of SVM for load identification.

Table 5 Advantages and Disadvantages of SVM for Load Identification

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Disadvantage</th>
</tr>
</thead>
<tbody>
<tr>
<td>• It has high generalization and good nonlinear modelling capability which is suitable for time series load prediction.</td>
<td>• Poor performance is inevitable when the number of sample is very much smaller than the number of features in the input vector.</td>
</tr>
<tr>
<td>• The adjustable penalty parameter in SVM avoids the overfitting problem. It also ensures a global minimum output.</td>
<td>• Cross-validation is used as performance measure instead of probability estimation, which can hamper the performance.</td>
</tr>
<tr>
<td>• The use of soft margin classifier gives better immunity to noise.</td>
<td></td>
</tr>
<tr>
<td>• It has high efficiency in high dimensional spaces; hence the number of features of input vector is not limited by the curse of dimensionality.</td>
<td></td>
</tr>
<tr>
<td>• It is effective in case when the training samples size is smaller than the number of features/dimensions.</td>
<td></td>
</tr>
<tr>
<td>• The computation requirement depends on the support vectors instead on the whole training data, which yield a good processing and memory efficiency.</td>
<td></td>
</tr>
<tr>
<td>• The SVM decision function depends on the kernel function, which offers modularity. The choice of kernel functions range from the widely used common kernel to specific custom made kernel.</td>
<td></td>
</tr>
</tbody>
</table>
2.1.5.2 Support Vector Regression (SVR)

The SVM was originally developed for pattern recognition task, however; with the predictive capability of Vapnik’s ε-insensitive loss function it has been extended into the nonlinear regression estimation domain [104, 105]. It has been proven to exhibit excellent performance for time series forecasting [86]. The regression and classification task are similar.

For a training sample [106]:

\[ K = \{(x_1, y_1), (x_2, y_2) \ldots (x_n, y_n)\} \]

Equation 15

And the linear function \( f(x) \):

\[ f(x) = (w \cdot x) + b \]

Equation 16

Hence, solve the optimization problem:

\[
\min_{\alpha_i^* \in \mathbb{R}^n} \frac{1}{2} \sum_{i,j=1}^{n} (\alpha_i^* - \alpha_i)(\alpha_j^* - \alpha_j)(x_i \cdot x_j) + \varepsilon \sum_{i=1}^{n} (\alpha_i^* + \alpha_i) - \sum_{i=1}^{n} y_i(\alpha_i^* + \alpha_i)
\]

Equation 17

Subject to

\[
\sum_{i=1}^{n} (\alpha_i^* - \alpha_i) = 0
\]

\[ 0 \leq \alpha_i^*, \alpha_i \leq \mathcal{C}, i = 1, 2, \ldots, n \]

Equation 18
By attaining the optimum value to get $\omega$ and the constant $b$

$$\omega = \sum_{i=1}^{n} (\alpha_i^* - \alpha_i) x_i$$  \hspace{1cm} \text{Equation 19}$$

$$b = y_i - \sum_{j=1}^{n} (\alpha_j^* - \alpha_j) (x_i \cdot x_j) + \varepsilon$$  \hspace{1cm} \text{Equation 20}$$

Where

$C$ is the regularization parameter, $\alpha$ is the Gaussian kernel function’s variance and $\varepsilon$ is the insensitive loss function.

From this, the linear regression function can be constructed. To extend this linear condition to non-linear domain, the use of kernel trick to transform the input data into higher dimensional space, which solved the problem of curse of dimensionality [106, 104].

**LIBSVM**

There are many tools available for implementation of the Support Vector Machine. For example, Online SVR, Smooth Support Vector Regression (SSVR), MATLAB in-built SVM toolbox, LIBSVM and such.

In this project, LIBSVM has been chosen for its well-established library, update availability and its cross platform interfaces. It’s an integrated program for SVM (C-SVC, nu-SVC), distribution estimation (one class SVM) and regression (epsilon-SVR, nu-SVR) [102]. It also provides an efficient multiclass SVM which is based on one-against-one approach which offer shorter training time as compared with one-against-the-rest approach [103]. The MATLAB extension of LIBSVM also allows the integration of the SVM, SVR, Arduino Mega 2560, and MAXIM USB 6009 DAQ to run the SVMR-EMS, all
in one single MATLAB environment. The kernel choices offered in LIBSVM [94]:

<table>
<thead>
<tr>
<th>Kernels name</th>
<th>Kernels Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>$K(x_i, x_j) = x_i^T x_j$.</td>
</tr>
<tr>
<td>Polynomial</td>
<td>$K(x_i, x_j) = (\gamma x_i^T x_j + r)^d$, $\gamma &gt; 0$.</td>
</tr>
<tr>
<td>Radial Basis Function RBF</td>
<td>$K(x_i, x_j) = \exp(-\gamma |x_i - x_j|^2)$, $\gamma &gt; 0$.</td>
</tr>
<tr>
<td>Sigmoid</td>
<td>$K(x_i, x_j) = \tanh(\gamma x_i^T x_j + r)$.</td>
</tr>
</tbody>
</table>

**Load prediction**

Electricity Load forecasting plays a great role in modern energy management system. An accurate load forecast helps eliminate the short transitional time exists between the switching of power from the battery to the supercapacitor bank. The predictive strategy in the energy management system predicts the incoming load demand. This means the supercapacitor turns on before the real power peak happens.

The Load Forecasting can be divided into four classes depending on the utilized time frame and presented in Table 7 [107, 108]:

<table>
<thead>
<tr>
<th>Forecasting Type [109]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Long Term Load Forecast (LTLF)</td>
</tr>
</tbody>
</table>

The time frame for this class used is typically 1 to 10 years; it focuses to predict the load requirement for future power generation planning, line building etc. Since the investment, designing and construction of power plan takes up to decade long, this class of forecast is important for meeting the demand in future.
2. Medium Term Load Forecast (MTLF)

The time frame for this class is typically within months to a year. The load prediction focuses on meeting the medium term supply and capacity constraint. Example, the load prediction is to match the supply with the peak load demand in various seasons.

3. Short Term Load Forecast (STLF)

This class focuses on the load forecast of one day ahead. It is used to aid the real time generation control and energy transaction planning.

4 Very Short Term Load Forecast (VSTLF)

This class focuses on the load forecast of hours and minutes ahead. It is used to help the merchandizing and dispatch.

Most of the load forecast research paper focuses on the prediction of maximum load demand. The research paper authored by Anthony Setiawan [110] shows five minutes ahead VSTLF to set the production schedule of the generators in Australia. The result for the prototype is shown in Section 4.2.2.3. From the forecasted load, the generator and network operator will share their maximum supply capacity with NEMMCO [111], and this enable the rest of market player to react to meet the regional demand forecast. However, maximum load demand prediction is not the main focus of this energy control strategy. This energy control strategy success relies on its peak load prediction capability within a short period of time in order for the supercapacitor to be turned on before power peak. Hence, the load forecast for this project falls under the VSTLF class with the objective for early detection of approaching peak load to yield a good energy management response without any lag time.

Most research focuses on the STLF and a few of the research papers have been focused on the VSTLF scope. Table 8 [110] below shows the summary of
load forecast techniques used for these two classes:

Table 8 Summary of Load forecasting techniques for STLF and VSTLF

<table>
<thead>
<tr>
<th>Method</th>
<th>STLF</th>
<th>VSTLF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistical methods</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Autoregressive integrated moving average</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Autoregressive moving average</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>General exponential smoothing</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Kalman filter</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Multiple linear regression</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>State space</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Stochastic time series</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Support vector regression</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Artificial intelligence - based methods</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Artificial neural networks</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Expert system</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Fuzzy inference</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Fuzzy neural system</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Hence VSTLF is used in this load prediction system. To implement a VSTLF, the factors that affect the electricity demand have to be understood. They are listed as follows [112]:

Table 9 Factors which affect the load demand

<table>
<thead>
<tr>
<th>Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Time</td>
</tr>
<tr>
<td>The time is an important factor that influences the load demand as it relates to the routine and activities of a population. The electricity demand differs from day to night, weekday, to weekends etc. However, a cyclic nature is observable where the demand at different date but same time and day is likely to be similar. This is important point as the previous demand data could be used to predict the future demand.</td>
</tr>
</tbody>
</table>
2. Random Effects:

In power system, the load demand is constantly subjected to random disturbances of different scale. Sudden load variation could occur due to operation of big motor machines, strike events and bad weather could lead to oversupply as factories were shut down etc. All these add to the difficulties of predicting the load demand.

3. Irregular Days:

In special day such as holiday or day with national event, the electricity demand will see a fluctuation from the ordinary days.

A typical daily electrical load profile is shown in Figure 29. This figure shows the peak in daily profile the opportunity for load prediction.

![Figure 29 Daily Electrical Load Profile](image.png)

As can be seen in Figure 29 [111], the load demand varies from time to time within a day. Hence, it is greatly dependent upon the time variable as the daily social and operating activities which consume electricity power are mostly repetitive in nature. Others factor such as weather and random effect will affect the load profile add more exogenous variable to the modeling function. In this off grid PV system, the simulated load is used where it does not have underlying factor such as random effect or weather effect. Hence, time
and the previous load current values are the only variables that hold the relation to the load demand output. It can also be observed that the relationship between the time and the load demand is nonlinear in nature; hence the prediction technique used will require good modeling of the nonlinear relationships.

In order to implement a VSLTF with good accuracy and speed, it is crucial to select the suitable feature variables. The correlation factor between the variable and the predicted output should be used as a measure of the relevance of the variable. The conventional prediction technique using neural networks has high number of parameters which require tuning and this causes performance degradation. The load prediction using neural network is also highly prone to overfitting problem. Overfitting describes the situation where the training data yields good results but with fresh data the modal output is erroneous. Hence, SVR which has only a few tuning parameters and does not overfit can be used in place of neural network to achieve good result in load prediction [109, 86].

**Autoregressive modal of Time Series**

The forecast technique consists of three main branches: The judgmental model, Causal Method and Time Series Method. The first is a form of opinionated prediction, which is not suitable for modeling the electricity demand. The second is a prediction through constructing model which describes the relationship between the dependent output variable to be forecasted and the independent input variables. However, the implemented SVMR-EMS is an off grid PV system, with the absence of any historical load data and the use of programmable load to simulate the load, the variable that could relate to the
load current output are time and load current itself. Hence, the third forecasting technique, the time series, specifically the autoregressive (AR) modal is chosen for this task.

The autoregressive (AR) modal is a subset of the time series method [86]. It’s a more specific type of the Autoregressive–moving average model (ARMA) which represents a random process. However, the AR output (dependent variable) is solely dependent linearly on its own previous values only [113]. Hence, it is not capable of dealing with nonlinear model representation in load forecast. Since SVR can perform well in the nonlinear domain, the concept of AR was applied to SVR to approach the trend of load demand.

Time series is a representation in time of a certain phenomenon. It is an important physical phenomenon as most data holds time-dependent information [86]. Time Series analysis is a problem of investigating the implicit system to create a model for the time series data. On the other hand, Time Series Prediction is the use of such model built with past historical data that could forecast the future trend. It’s widely used for forecast in electricity load, stock prices, weather etc. However, the main problems in modeling the time series are non-stationary and noise. Noise Aspect refers the inadequacy of the past data to reflect the dependency between the future and past in any time series. The non-stationary refers to the relationship between input and output is varying over time bit by bit [114]. Hence, the dynamics of recent data contains more weight of information than the previous one [115].

The modeling of time series could be considered as regression problem in a high dimensional input space more than one input feature (variable).
However, many time series problems regard the prediction of a sequence of future data from the previous data only. This method is called *multistep ahead time series prediction*. A single model is first constructed from past data of the time series, and then it will be used stepwise for future values prediction. As the predicted values will be used to predict the next value, this *multi-stage prediction/Recursive prediction* is prone to error accumulation problem as has been proven experimentally in the result section [116]. This prediction method is normally used for long term load prediction and the model can be predicted by iteratively using one-step-ahead prediction model [116]:

$$X(t + 1) = F(X(t), X(t - 1), \ldots, X(t - m + 1)) \quad \text{Equation 21}$$

where $F$ is the prediction model and $m$ is the size of regressor.

By using the predicted value obtained in Equation 21, the next value can be predicted using the same model [117],

$$X(t + 2) = F(X(t), X(t - 1), \ldots, X(t - m + 2)) \quad \text{Equation 22}$$

For $n$ iteration, the $n^{th}$ prediction:

$$X(t + n) = F(X(t + n - 1), X(t + n - 2), \ldots, X(t - m + n)) \quad \text{Equation 23}$$

An alternative to the Multi-stage Prediction method for long term prediction, called *the independent value prediction* which preserve the use autoregressive modal, where previous variable value is used for predicting its future value, yet it construct separate model for each prediction step. This
method is complicated in the sense that it requires many models to be constructed to achieve the task [116].

**Development of the K-step-ahead prediction:**

For the SVMR-EMS, the load prediction is VSTLF; hence, being a short term load forecast, it involves the use of *one-step-ahead* prediction as mentioned earlier:

\[ Y(t+1) = F(Y(t), Y(t-1), \ldots Y(t-m+1)) \quad \text{Equation 24} \]

Yet, empirically, it was tested that SVMR-EMS failed to perform well with just one step ahead prediction. The supercapacitor still turned ON after the peak has passed, this implementation and experiment is proven in MEng dissertation [118]. This is due to the processing time of SVMR-EMS for classification and regression that require longer than the one-step-ahead buffer time. Hence, to improve the load prediction capability of SVMR-EMS, **K-step-ahead autoregressive strategy**, an improvised version of one-step-ahead strategy was implemented.

\[ Y(t+K) = F(Y(t), Y(t-1), \ldots Y(t-m+1)) \quad \text{Equation 25} \]

This **K-step-ahead** autoregressive strategy will yield a predicted output value which leads the actual load current (K* sampling time – processing time) in advanced. This will ensure the SVMR-EMS to have good management response. However, it creates certain shadow time in between the pattern recognition to the output of the predicted value. During this short period of time the SVMR-EMS will not be responsive to the load value. Hence, it is crucial for
suitable value of K to be chosen for the successful implementation of SVMR-EMS.

**Comparison of techniques for load prediction**

The conventional techniques used for time series load prediction focuses on statistical method and neural network. The former required the time series to be steady, having normality and independence characteristic. Hence, it is not suited for complex, nonlinear time series system [119]. The latter performs well on nonlinearity, yet it suffers from overfitting, under fitting, and local minima issues. In these, Autoregression and Moving Average (ARMA), Autoregressive Integrated Moving Average (ARIMA), Regression Models, Gaussian Process (GP), Simplified Fuzzy Inference, Radial Basis Function Network (RBFN), Multilayer Perceptron (MLP), Kalman filtering, Back Propagation Neural Network (BPNN) was the techniques developed [120]. The ARIMA model has been extensively implemented for seasonal time series predicting models. Table 10 [86] below lists the models and their drawbacks in load prediction:

**Table 10 Drawbacks of various techniques in electricity load forecast**

<table>
<thead>
<tr>
<th>Forecasting Techniques</th>
<th>Drawbacks in electricity load forecast</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA</td>
<td>It lacks of flexibility for short term load forecasting as the output state is dependent on the weighted sum of previous states. Besides, the autoregressive model cannot capture a nonlinear relationship in the output variable and the previous values of the underlying variables whereas, in load forecast, the time series are mostly nonlinear.</td>
</tr>
<tr>
<td>Regression Models</td>
<td>Load forecasting is too complicated for Regression Models which is widely used to predict the weather.</td>
</tr>
<tr>
<td>-------------------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td><strong>Gaussian Process [121]</strong></td>
<td>It is not sparse and required whole sample to perform prediction. Besides, It has poor performance in high dimensional space which limits the number of feature to less than a dozen.</td>
</tr>
<tr>
<td><strong>Artificial Neural Network ANN) such as MLP, BPPN and RBFN</strong></td>
<td>It yields good nonlinear modeling for load forecasting however, this techniques requires many parameters for tuning, and need a large training sample and it will be easily relapsed into local minima.</td>
</tr>
<tr>
<td><strong>Kalman Filtering [122]</strong></td>
<td>Its error covariance matrix will not converge to adjacent if the load demand sudden changes even though with repetitive estimation.</td>
</tr>
</tbody>
</table>

The level of uncertainties in load forecasting has been upscale due to the growth in intermittence generation such as Solar and Wind power generation in smart grid system. This is due to the fact that intermittence generation suffers from larger fluctuation of voltage magnitude and frequency as compare to the traditional centralized electricity generation [119]. For this reason, more sophisticated forecasting technique has to be used in place of the conventional ones. Hence, *the SVM which implements the structural Risk Minimization Concept and has good generalization capability, good nonlinear modeling feature of ANN and yields only a global minima output, has been selected for performing the load forecasting task* in this study [86].
2.2 Optimal Sizing of Renewable Energy System

The previous part of this chapter presents the system configuration for conventional battery-individual system and system configuration of pairing supercapacitor with battery in an energy storage system for solar application. Various approaches to control energy flow in a hybrid electrical energy storage system (HEESS) have been reviewed. In this section, review on different optimization techniques and methodology optimal sizing for renewable energy system are presented.

Conventionally speaking, lead-acid batteries are the main energy storage device technology used in renewable energy systems (RESs) and autonomous power-supply systems due to their maturity and low cost as mentioned in Section 2.1, this factor will remain valid for the next few years. It is often stated, however, that batteries in RES applications exhibit shorter lifetimes than those expected by manufacturers’ data or those experienced in real applications. Battery lifetime often alters with different load profile as this is closely related to the ageing processes within a battery which lead to a loss of performance and the stress factors which induce ageing and influence the rate of ageing [44]. Overall, in relation to all other components in RESs, the battery lifetime is short. Adding the supercapacitor increases battery lifetime hence reduce costs.
The figure 30 [68] above shows the initial cost of the energy storage devices. The capital cost is an important financial parameter, it should be recognized that the total cost of ownership (which includes operational and maintenance costs) is a much more meaningful index for analysis. For example, the capital cost of lead-acid batteries is relatively low, however, they may not necessarily be the least expensive option for environments experiencing frequent outages of short duration. Under such circumstances, lead-acid batteries will likely experience a shortened life span. Figure 31 is intended to provide an overview cost comparison of different energy storage devices, it is taken in [68].

On the other hand, lifespan for PV panels and wind generator are said to be approximately 20 years however, lead acid battery has the shorter lifespan. That being said, the efficiency of PV panel and wind generator degraded after 12 years, from 90% to 85% or 80% according to [123, 124, 125]. Furthermore,
battery lifespan has a distinct impact on the costs of the total system in the long run. The cost of replacing batteries contributes a big portion in the overall cost of the system for 20 years. In this project, supercapacitor-battery hybrid energy storage system is implemented with the designed operation management system (operation condition, set point SOC of battery) to prolong the battery lifespan. Evidently, the cost for replacing the batteries is decreased throughout the 20 years.

In order to efficiently and economically utilize the renewable energy resources and energy storage devices, an appropriate optimization technique is required to accommodate all the number of parameters in this domain (supercapacitor-battery hybrid energy storage system (SB-HESS) for solar application). This area has been gaining interest from researchers and various approaches were recommended by the researchers [48]. Generally, the aim of this sizing is to determine the optimal configuration of the power system and optimal location, type and sizing of generation units installed which subject to constraint of the system meeting load requirements at minimum cost [126]. The design of the hybrid renewable energy systems can be evaluated through its lifetime cost and emission. The lifetime cost which subjects to the system typically consists of two or more components. This means that the lifetime cost of these components includes the capital, maintenance and operational cost. Among all possible hybrid system configurations that are optimally dispatched, the configuration with the lowest Net Present Value (NPV) is chosen as the optimal configuration or it is called the optimal design [127, 128].

The common current optimal sizing tools are divided into two main sessions. Firstly, software tools are commercially available that can be helpful
for real time system integration [129]. Secondly, there are number of optimization techniques have also been applied by researchers for the sizing of hybrid renewable energy systems [129].

2.2.1 Commercially Available Software Tools

Commercial simulation programs are common tools to evaluate the performance of the renewable energy systems. There are many energy tools that can be downloaded from the websites of several research laboratories or universities as mentioned in [129]. In [130], 68 energy tools and only 37 of the energy tools were reviewed and used in energy analysis. These energy tools are used for designing hybrid energy system such as the Hybrid Power System Simulation Model (HYBRID2) [131], the General Algebraic Modeling System (GAMS) [132], Optimization of Renewable Intermittent Energies with Hydrogen for Autonomous Electrification (ORIENTE) [133], OptQuest [134, 135], LINDO [136], WDILOG2 [137], Dividing Rectangles (DIRECT) [138, 139], Determining Optimum Integration of RES (DOIRES) [140], Simulation of Photovoltaic Energy Systems (SimPhoSys) [141], Geo-Spatial Planner for Energy Investment Strategies (GSPEIS) [142, 143], Grid-connected Renewable Hybrid Systems Optimization (GRHYSO) [144] and H₂RES [145]. The authors in [144] have developed the HOGA program (Hybrid Optimisation by Genetic Algorithms), a program that uses a Genetic Algorithm (GA) to design a PV-Diesel system (sizing and operation control of a PV-Diesel system). The program has been developed in C++. A more detailed literature survey specifically on commercially available software tools for the performance evaluation of hybrid renewable energy systems in [130, 129].
By using the software program mentioned above, an optimum configuration can be obtained by comparing the performance and energy production cost of different system configurations. HYBRID2 simulates hybrid systems with very high precision calculations, but it does not optimise the system configuration [129]. TRNSYS (Transient Energy System Simulation Program) was initially developed to simulate thermal systems. Besides that, PV systems is also incorporated in this program to simulate hybrid systems, however, this tool cannot be used to optimise the energy system configuration [146]. Seeling-Hochmuth [144, 147] covers the optimization of PV-hybrid energy systems. The hybrid control algorithm is simple, where the state-of-charge (SOC) set point is the only parameter considered. Since there is no detailed description of the GA, with the results being compared with those of a simulation program (such as HYBRID2), this work can be considered to be in the area of simulations and not in optimization of hybrid systems.

One of the most famous sizing simulation programs for renewable energy system is HOMER, which developed by National Renewable Energy Laboratory, United State [148, 129].

### 2.2.1.1 HOMER

HOMER is a user-friendly micro-power design tool developed in 1992 by the National Renewable Energy Laboratory in the USA [14]. NREL released 42 versions of the program. It can be freely downloaded from [149]. According to [130], there are more than 32,000 user have downloaded HOMER. HOMER is a very user-friendly optimization program, a typical design and simulation can be run after one day of training [130].
HOMER simulates and optimises stand-alone and grid-connected power systems with any combination of wind turbines, PV arrays, hydro power, biomass power, internal combustion engine generators, micro-turbines, fuel cells, batteries, and hydrogen storage, serving both electric and thermal loads (by individual or district-heating systems). All costs with any pollution penalties (except fuel handling costs) and taxes are included in HOMER.

HOMER includes several energy component models, such as photovoltaic, wind turbines, hydro, batteries, diesel and other fuel generators, electrolysis units, and fuel cells, and evaluates suitable options considering cost and availability of energy resources [150]. Grid connection is also considered in HOMER design procedure. The software requires initial information before the user run the simulation. Initial information such as energy resources, economical and technical constraints, energy storage requirements and system control strategies. Moreover, information on the components such as component type, capital, replacement, operation and maintenance costs, efficiency, operational life, etc. are also required [151]. The architecture of the software is presented in Figure 24 [152, 153, 154, 130]. Sensitivity analysis in HOMER could be done with variables having a range of values instead of a specific number computed by the user [130].
HOMER has widely been used in previous renewable energy system case studies as presented for example in the literature [150, 155, 156, 157]. Both grid-parallel and stand-alone systems have been investigated using HOMER. On the other hand, the parallel combination of renewable energy sources and conventional systems such as diesel generators has also been considered in many studies. These case studies are mentioned in papers [151, 128, 152, 153, 158].

In the literature mentioned above, researchers have shown optimum sizing of hybrid systems using HOMER. A list of publications that involved HOMER is available from its homepage [149]. HOMER has previously been used to assess the wind energy potential at individual locations in Ethiopia [158], to assess the feasibility of a stand-alone wind-diesel hybrid in Saudi Arabia [151], to assess the feasibility of zero-energy homes [159] and simulate a stand-alone system with hydrogen in Newfoundland, Canada [155]. Diaf et al.
presented an application of hybrid PV–Wind–Battery systems (in Corsica France) which minimises the Levelised Cost of Energy (LCE). Dalton et al. [161] carried out the optimization minimization of NPC using HOMER for a PV–Wind–Diesel–Battery system in Australia. In HOMER, total net present cost (NPC) is used to represent the life-cycle cost of a system. The total NPC condenses all the costs and revenues that occur within the project lifetime into one lump sum in today’s dollars, with future cash flows discounted back to the present using the discount rate. Himri et al. [162] optimised a wind–diesel system using HOMER, with no batteries, to supply a remote village in Algeria. In addition, simulations of the optimum system are carried out, using HOMER and HYBRIDS for this purpose, comparing the simulations obtained with each of the two programs [146].

HOMER considers 2 different types of control strategies.

1. **Load-following Strategy** [163, 150]: the diesel generator supplies power to meet load demand at that moment only. Lower priority activities such as, renewable sources are used to charge up the battery banks.

2. **Charge-following Strategy** [14]: The definition of the cycle charging strategy is that whenever the generators run. The generators run at full blast and charge the battery with any excess power. It works regardless of the presence of, or value of, the set point SOC. But in the absence of a SOC set point, HOMER will stop charging the battery. That might be after only one time step. So without a set point SOC, the system sometimes remains the battery at low SOC for a long time without charging it up. That does not affect the simulation in HOMER at all, but
it could drain lead-acid batteries in real life. The battery set point state of charge has no effect on whether HOMER charges the battery. The set point SOC only affects how long HOMER continues to charge the battery. The set point says that when the system starts charging the battery, it will drain well continue doing so until the battery reaches the set point SOC.

In HOMER simulation, control strategy on the system is also important. It affectes the simulation result by changing the different type of control strategy. The authors in [164], applied neural networks to the control strategies of power PV–Diesel systems. Knowing the energy demand and the solar irradiation, dynamic programming is used in order to optimise the operation of the diesel generator and minimises the fuel costs. For this system, an adaptive intelligence strategy is used. The authors also compared the results obtained by applying two types of neural networks. In [165, 166] the authors proposed various strategies for the operation of hybrid PV–Diesel–Battery systems. One hour intervals are considered and the system parameters remain constant. They also considered ideal batteries, without taking into account losses or the influence of the cycles in the lifespan of the same. The three basic control strategies proposed are the following [146]:

- **Zero-charge strategy (Load Following Diesel):** the batteries are never charged using the diesel generator. Therefore, the set point of the State of Charge (SOC_Setpoint) is 0%.

- **Full cycle-charge strategy:** the batteries are charged to 100% of their capacity every time the diesel generator is on (SOC_Setpoint = 100%).
- Predictive control strategy: the charging of the batteries depends on the prediction of the demand and the energy expected to be generated by means of renewable sources, so there will be a certain degree of uncertainty. With this strategy, the energy loss from the renewable energies tends to decrease.

The authors propose having an optimum point for the SOC_Setpoint between 0% and 100% in such a way that the total operation cost of the system is minimal. That is to say, the strategy will be between zero charge and full cycle-charge.

In [165], the authors improved the control strategies model of [166] by introducing new parameters that have become of great importance in the control strategies of the software tools HYBRID2, HOMER, and HOGA [42]. The Critical Discharge Power (Ld) is the value as from which the net energy (that demanded by the charges minus that supplied by the renewable sources) is more profitable when supplied by means of the diesel generator than when supplied by means of the batteries (having previously been charged by the diesel generator). The authors propose four control strategies frugal dispatch strategy, load following strategy, SOC_Setpoint strategy and operation strategy of diesel at maximum power (for a minimum time charging the batteries) [146].

In this research, HOMER is used to design and optimise battery-alone system for solar and wind application. Result obtained from the established Micropower Optimization Model (HOMER) is compared with the result obtained from our implemented fitness function in the Genetic Algorithm (GA). This is done to validate the implemented GA fitness function and the GA program are working appropriate. Limitation in HOMER does not allow
optimal sizing of supercapacitor-battery hybrid energy storage system as the software does not provide library for supercapacitor.

2.2.2 Other Optimisation Techniques

There are various optimization techniques such as the probabilistic approach, graphical construction method and iterative technique have been proposed by researchers [48]. Numerous papers have been written about the optimum designs of PV and/or Wind and/or diesel systems with single energy storage in batteries.

Generally, the optimum design in those papers reviewed were carried out minimizing the Net Present Cost (NPC: investment costs plus the discounted present values of all future costs during the lifetime of the system) or by minimizing the Levelised Cost of Energy (LCE: total cost of the entire hybrid system divided by the energy supplied by the hybrid system) [14]. Additionally, restrictions are usually included that are applied to reliability, evaluating the same by means of one of the following parameters [146]:

- Loss of Load Probability (LOLP): power failure time period divided by a given period of time generally one (year).
- Loss of Power Supply Probability (LPSP): probability that an insufficient power supply will result when the hybrid system is unable to satisfy the load demand.
- Unmet Load (UL): non-served load divided by the total load of a period of time normally one year).

Borowy and Salameh [167] presented a graphical construction method to
optimise the size of the PV generator and the capacity of the batteries in PV–wind–battery systems. As initial data, the desired unmet load (UL) value is considered. The required type of wind turbine, PV panel and battery are chosen and fixed. By changing the number of photovoltaic panels and the number of battery, systems that comply with the maximum UL value are achieved. In this study [167], the systems are economically assessed, and the system with the lowest cost is selected. This means that the system operation is simulated for various combinations of PV array, battery sizes and based on the desired loss of power supply probability (LPSP). For the desired LPSP, the PV array versus battery size is plotted. The optimal solution with the minimal system cost is chosen.

Another graphical technique has been given by [168] to optimise the size of a hybrid solar–wind energy system by considering the monthly average solar and wind energy values. However, in both graphical methods, only two parameters for energy sources or energy storage device (either PV and battery, or PV and wind turbine) were included in the optimization process [48].

Chedid and Saliba [169] proposed a method for the optimum design of autonomous hybrid PV–Wind–Diesel–Battery systems by means of the economic optimization of the system by applying lineal programming. Based on literature review in [144, 146], Kaiser et al. presented a method to simultaneously optimise the control strategies and the characteristics of the elements of PV–Diesel–Battery systems, as well as online optimization of the control strategy. Online optimization of the control strategy allows the parameters to be redefined during the system operation based on decision-taking theory.
Morgan et al. [170] described the Advanced Reciprocating Engine Systems (ARES) program on simulation and optimization of hybrid PV–Diesel–Battery systems, where the batteries are modeled with great precision. Seeling-Hochmuth [147] carried out the optimization (minimization of the NPC) of a hybrid PV–Wind–Diesel–Battery system by means of the Genetic Algorithm technique. El-Hefnawi [171] presented an optimization method of PV–Diesel–Battery systems. This method is based on the definition of a model of a diesel generator, and from this, the optimum dimensioning of the PV generator and of the batteries are obtained. On the other hand, Protogeropoulos et al. [172] run the optimization of PV-Wind–Battery systems, modifying the size of the batteries until a configuration that ensures sufficient autonomy is achieved. Kellogg et al. [124] presented an iterative optimization method for PV–Wind–Battery systems.

Elhadidy and Shaahid [173] have studied the effect of the size of the batteries on the operation hours and on the energy provided by the diesel generator in Wind–Diesel–Battery systems. The diesel back-up system is operated at times when the power generated from wind energy conversion system (WECS) fails to meet the load or when the battery storage is depleted. The researchers in [173] showed that for economic considerations, for optimum use of battery storage and for optimum operation of diesel system, storage capacity equivalent to one to three days of maximum monthly average daily demand needs to be used. It has been found that the diesel energy to be generated without any storage is considerably high; however, the use of one day of battery storage reduces diesel energy generation by about 35%; also the number of hours of operation of the diesel system is reduced by about 52%.
Dufo-López and Bernal-Agustín [174] carried out the optimization of hybrid PV–Diesel–Battery systems by using Genetic Algorithms (GA). In a prior paper [175], they determined the correct performance of GA as a technique for the design of hybrid systems. Thus, with the use of GA in, the optimum or a very similar system to the optimum can be obtained with low simulation and calculation time. The results obtained are compared in the optimization of a hybrid system applying GA with the results obtained with an enumerative method by assessing all the possible designs [175].

Koutouliis et al. [176] presented a paper for economic optimization by means of Genetic Algorithms on PV–Wind–Battery systems. Shaahid and Elhadidy [177] used the HOMER software for the economic optimization. The authors in [177] minimised the NPC of a PV–Diesel–Battery system to supply a shopping center located in Dhahran Saudi Arabia. Ashok [178] presented an optimization method for PV–Wind–Diesel–Battery systems that includes microhydro. The LCE of all of the possible component combinations is assessed in [178]. It is applied to an example located in India. Diaf et al. [160] presented an application of hybrid PV–Wind–Battery systems in Corsica (France), which minimises the LCE. Table 11 [146] shows a summary on the optimization of renewable energy system.
Table 11 Publications on Optimization of PV and/or Diesel Hybrid Systems with battery energy system.

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>PV-Diesel-Batteries</th>
<th>PV-Wind-Batteries</th>
<th>PV-Wind-Diesel-Batteries</th>
<th>Wind-Diesel-Batteries</th>
<th>Optimization of components</th>
<th>Optimization of control strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Borooy and Salameh, 1996</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cream and Salhia, 1996</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kacer et al., 1997</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Morgan et al., 1997</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soltning-Hochsmith, 1997</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>El-Hefnawi, 1998</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Protoenopoulos et al., 1998</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knell et al., 1998</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elhady and Shaabid, 1999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delo-Lopez and Bernal-Aguilera, 2005</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Koczmull et al., 2006</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shaabid and Elhady, 2006</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ashok, 2007</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yang et al., 2007, 2008</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Duf et al., 2008</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dalton et al., 2008</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Himri et al., 2006</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shaabid and El-Amin, 2008</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.2.2.1 Optimal sizing RES using GA

GA has been widely used in renewable energy system sizing studies due to certain advantages. As mentioned earlier, Koutroulis et al. [174, 156, 176], Yang et al. [48, 179] and Bilal et al. [180] utilized GA for sizing of a stand-alone hybrid PV-Wind system. Lagorse et al. [181] applied a hybrid GA and simplex-based methodology to economically design a multi-source hybrid unit composed of PV, wind generator, fuel cell. In [129], a more comprehensive system consisting of PV, wind, fuel cell, microturbine, and battery was optimally sized using a GA. Lopez et al. developed a simulation program named HOGA (Hybrid Optimization by Genetic Algorithm) based on utilization of a GA in order to design different optimal combinations of autonomous hybrid energy systems including a diesel generator as backup in [174, 182]. GA was also utilized in other different cases of energy system sizing studies based on [183, 184, 185, 186, 187, 188, 189, 190].
Tina et al. [191] presented a probabilistic approach based on the convolution technique to incorporate the fluctuating nature of the resources and the load, thus eliminating the need for time-series data, to assess the long-term performance of a hybrid solar–wind system for both stand-alone and grid-connected applications.

A graphical construction technique for determining the optimum combination of battery and PV array in a hybrid solar–wind system has been presented by Borowy and Salameh in [167]. The system operation is simulated for various combinations of PV array and battery sizes and the loss of power supply probability (LPSP). Then, for the desired LPSP, the PV array versus battery size is plotted and the optimal solution, which minimises the total system cost, can be chosen. Another graphical technique has been given by Markvart [168] to optimise the size of a hybrid solar–wind energy system by considering the monthly average solar and wind energy values (input and output). However, in both graphical methods, only two parameters (either PV and battery, or PV and wind turbine) were included in the optimization process.

Yang et al. in [192] have proposed an iterative optimization technique following the loss of power supply probability (LPSP) model for a hybrid solar–wind system. The number selection of the PV module, wind turbine and battery ensures the load demand based on the power reliability requirement (desired LPSP) and the system cost is minimised. Similarly, in [124] an iterative optimization method was presented by Kellogg et al. to select the wind turbine size and PV module number needed to make the difference of generated and demanded power as close to zero as possible over a period of time. From this iterative procedure, several possible combinations of solar–wind generation
capacities were obtained. The total annual cost for each configuration is then calculated and the combination with the lowest cost is selected. This represents the optimal configuration for the system.

Eftichios Koutroulis et al. [176] proposed a methodology for optimal sizing of stand-alone PV/WG systems. This proposed methodology suggests (among a list of commercially available system devices) the optimal number and type of units ensuring that the 20-year round total system cost is minimised subject to the constraint that the load energy requirements are completely covered, resulting in zero load rejection. It means the authors find the global optimum system configuration with relative computational simplicity. However, the configurations are not always cost effective. This is due to the small amount of load rejections are actually tolerable in order to gain an acceptable system cost. Since this is a zero load rejection system, this optimization algorithm has the potential of searching the oversized system.

A common disadvantage of the optimization methods described above is that the proposed methodology do not mention the best compromise point between system power reliability and system cost. The minimization of system cost function is normally implemented by employing probability programming techniques or by linearly changing the values of corresponding decision variables, resulting in suboptimal solutions and increased computational effort requirements [48]. Also, these sizing methodologies normally do not take into account some system design characteristics, such as PV modules slope angle and wind turbine installation height, which also affect the resulting energy production and system installation costs.
In this paper [48], one optimal sizing model for a stand-alone hybrid solar–wind system employing battery banks is developed based on the loss of power supply probability (LPSP) and the annualized cost of system (ACS) concepts. The optimisation procedure aims to find the configuration that yields the best compromise between the two considered objectives: LPSP and ACS. The decision variables included in the optimisation process are the PV module number, wind turbine number, battery number, and also the PV module slope angle as well as the wind turbine installation height. The configurations of a hybrid system that meets the system power reliability requirements with minimum cost can be obtained by applying an optimization technique such as the genetic algorithm (GA). It is said to be an advanced search and optimization technique in [179]; it is robust in finding global optimal solutions, particularly in multi-modal and multi-objective optimisation problems, where the location of the global optimum is a difficult task [129].

2.2.3 GA acts as an Optimal Sizing Algorithm

This part of review focuses on benefits of using the Genetic Algorithm (GA) in sizing renewable energy system instead of the theory of GA.

GA is an optimisation method based on the genetic process of biological organisms [193, 194]. By mimicking this process, GA provides solutions to complex real world problems. The concept of GA was firstly proposed by Holland [5] and then widely utilized in many types of applications.

In the review paper [129], the input data of GA-based methodology is listed as follows:
1. The meteorological conditions.

2. The unit prices of the projected hybrid system components including installation and maintenance costs.

3. Some constraints can also be added to the algorithm. Example constraints can be given as limiting the maximum number of PV panels on a building roof that is constrained by roof area, limiting the number wind turbines installed on specific land constrained by land area, or limiting the power change slope of a fuel cell, etc. Many different constraints can be defined due to the type and preferences of application.

4. A fitness function must be defined as an input to the GA approach. This is the crucial highlight for this method.

5. The parameters for GA operators such as the percentage of selection and rate of mutation should be provided before the GA-based sizing process starts.
Figure 32 GA Flow Chart
With the given input data, GA sizing methodology provides an iterative procedure utilizing the GA operators until a predefined termination criteria or maximum iteration number are reached.

Briefly, a basic GA consists of five components. These components represent a random initial population generator, a ‘fitness’ evaluation unit and genetic operators for ‘selection’, ‘crossover’ and ‘mutation’ operations [193, 194, 195]. With the random population generation at the beginning, GA hence initiates random population for the hybrid system components that satisfies the load demand and power generation balance at each step. Each of the random solutions is evaluated according to the defined fitness function. The Selection operator selects the predefined percentage of the initial population based on their fitness value [196, 197]. Utilizing these selected solutions, the Crossover operator provides new possible solutions with the aim of achieving higher fitness values. This can be explained using the example shown below: For a PV–wind–fuel cell hybrid system, the selection operator may choose two different solutions of

1. 10/20/15 (10 kW wind turbine, 20 kW PV system, 15 kW fuel cell)
2. 5/25/12 (5 kW wind turbine, 25 kW PV system, 12 kW fuel cell).

When these two solutions undergo Crossover operation, two new possible solutions that can either have a lower or greater fitness value than current solutions can be written as following:

1. 5/25/15 (5 kW wind turbine, 25 kW PV system, 15 kW fuel cell) and
2. 10/20/12 (10 kW wind turbine, 20 kW PV system, 12 kW fuel cell).

The new population is created with the solutions selected by the Selection operator which this new solutions are previously undergone the
Crossover operation. Then, the selection of the solutions with greater fitness values and creation of a new population continues at each iteration during the iterative procedure. During the iterative process, the Mutation operator is applied to prevent getting trapped at a local minimum. For example, by changing the fuel cell size from 15 kW to 5 kW in a 10/20/15 solution (10 kW wind turbine, 20 kW PV system, 15 kW fuel cell) can be done by applying the mutation operator. This means that the fitness value of a part of the particular solution is changed or mutated. This procedure which consists of the selection, crossover and mutation operators is continued until the termination criteria of the iterative process [6, 198] is applied. This termination criterion is often defined by the designer.

The efficient performance of the GA iterative searching methods for finding the global optimum enables the utilization of an objective function in sizing renewable energy methodology [48]. GA avoids local minimum traps because GA operators avoid premature convergence and permutation problem. Mutation is one of the GA operators, which introduces random walk in search space. This explains how GA has higher probability of getting global optimal [176]. Moreover, GA operators also prevent the population chromosomes from becoming too similar to each other thus slowing or even stopping evolution during each iterative steps. The GA is relatively harder to code due to its complex structure; however, the advantage of being able to code large number of parameters on a chromosome makes GA suitable for sizing renewable energy system [129]. This advantage is not available in some other mostly applied approaches like simulated annealing, Particle Swam Optimisation (PSO) [129, 7]. It is more practical in which consists of more than three main components.
such as PV module, wind turbine, battery and supercapacitor. The idea in combining more than one energy source with hybrid energy storage in the proposed renewable energy system provides a more economic, environment friendly and reliable supply of electricity in all load demand conditions compared to single-use of such systems [146].

In this study, optimal sizing of renewable energy system using the GA is carried out to design and search the optimal cost of the SB-HESS with the optimal configuration set of the components used. From the literature review done, there is none of the previous work on optimisation system cost was done for a hybrid energy storage energy system. However, authors in [176] shows the optimal sizing of a conventional PV-wind-battery system in terms of the number of components and the total system cost.

GA optimal sizing of renewable energy system is also best suited to this optimization domain where the system consists of larger number of components (such as PV panels, wind turbines, batteries and supercapacitor). This is because GA is a stochastic algorithm; randomness as an essential role in GA. Both operators in GA (selection and reproduction) require random procedures. Moreover, it also reduces the risk of trapping at the local optimal due to its nature and characteristic of GA. GAs always operate on a whole population of points (strings) i.e., GA uses population of solutions rather than a single solution for searching. This plays a major role to the robustness of GAs. It improves the chance of reaching the global optimum and also helps in avoiding local stationary point. Another operator in GA, mutation also aids in the randomness of algorithm and avoid algorithm to get trapped at the local optimal point. This increase the efficiency and accuracy of searching optimal
number of components used in our SB-HESS and the weight of the output responses in process supercapacitor fabrication.

2.2.3.1 Background of Genetic Algorithm

Genetic algorithms (GAs) were invented by John Holland in the 1960s and were developed by Holland and his students and colleagues at the University of Michigan in the 1960s and the 1970s [199, 200]. Holland's 1975 book Adaptation in Natural and Artificial Systems presented the genetic algorithm as an abstraction of biological evolution and gave a theoretical framework for adaptation under the GA [8]. Holland's GA is a method for moving from one population of chromosomes (which is also known as bit strings that made up of ones and zeroes) to a new population using a kind of ‘natural selection’ that controlled by the genetics (which is inspired by operators of crossover, mutation, and selection). Each chromosome consists of genes (which is also called bits) and each gene being an instance of a particular allele (it is either 0 or 1). The selection operator selects chromosomes in the population that is allowed to reproduce for the next population and on average the fitter chromosomes produce more offspring than the less fit ones. Crossover exchanges subparts of two chromosomes, roughly mimicking biological recombination between two single chromosome organisms [9]. Whereas, mutation randomly changes the allele values of some locations in the chromosome. While, selection reverses the order of a contiguous section of the chromosome, thus rearranging the order in which genes are arrayed. In most of the GA concept, ‘crossover’ and ‘recombination’ could mean the same thing.
Holland’s introduction of a population-based algorithm with crossover, selection, and mutation was a major innovation. Moreover, Holland was the first to attempt to put computational evolution on a firm theoretical footing [199]. Until recently this theoretical foundation, based on the notion of schemas was the basis of almost all subsequent theoretical work on GAs [7, 201, 202]. This said, evolution is a method of searching among an enormous number of possibilities for desired solutions [6]. In biology the enormous set of possibilities is the set of possible genetic sequences, and the desired solutions are highly fitted organisms. This means the organisms are well able to survive and reproduce in those particular environments. Evolution can also be seen as a method for designing innovative solutions to complex and real-life problems [2, 203].

For example,

‘The mammalian immune system is a marvelous evolved solution to the problem of germs occupying the body.’

The mechanisms of evolution inspired the computational search methods.

The fitness of a biological organism depends on many factors. For example, its physical characteristics and how well it can compete with or cooperate with the other organisms around it. The fitness criteria continually change as creatures evolve. Evolution is searching through a constantly changing set of possibilities [9]. Moreover, evolution is a massively parallel search method [204, 200] . This means, evolution tests and changes millions of species in parallel rather than works on one species at a stage. This would also mean the high level rules of evolution are straightforward. Species evolve by means of random variation. This could be done by applying mutation, recombination, and other operators, followed by natural selection in which the
fittest tend to survive and reproduce, thus propagating their genetic material to next generations. In the section below, a brief explanation for the biology terminology, element of GA, inspiration of GA, and optimization and search space in GA are presented for a better understanding on the GA:

1. Biology Terminology

In the context of GAs, these biological terms are used in the analogy with real biology.

All living organisms consist of cells, and each cell contains the same set of one or more chromosomes - strings of DNA—that serve as a blueprint for the organism. A chromosome can be conceptually divided into genes - each of which encodes a particular protein [8]. Very roughly, one can think of a gene as encoding a trait, such as eye colour. The different possible settings for a trait (for example, blue, brown, hazel) are called alleles. Each gene is located at a particular locus (position) on the chromosome [205].

Many organisms have multiple chromosomes in each cell. The complete collection of genetic material (all chromosomes taken together) is called the organism's genome [8]. The term genotype refers to the particular set of genes contained in a genome. Two individuals that have identical genomes are said to have the same genotype. The genotype (information) [205] gives rise and later development, to the organism's phenotype - its physical and mental characteristics, such as eye colour, height, brain size, and intelligence.

Organisms whose chromosomes are arrayed in pairs are called diploid; organisms whose chromosomes are unpaired are called haploid.
In nature, most biologically reproducing species are diploid, including human beings, who each have 23 pairs of chromosomes (in each somatic non-germ) cell in the body. During biologically reproduction, (recombination or crossover) occurs: in each parent, genes are exchanged between each pair of chromosomes to form a gamete (a single chromosome), and then gametes from the two parents pair up to create a full set of diploid chromosomes. In haploid reproduction, genes are exchanged between the two parents’ single-strand chromosomes [204]. Offspring are subject to mutation (in which single nucleotides elementary bits of DNA) are changed from parent to offspring, the changes often resulting from copying errors. The fitness of an organism is typically defined as the probability that the organism will live to reproduce viable or as a function of the number of offspring the organism is fertile enough to produce [6].

In GAs, the term chromosome typically refers to a candidate solution to a problem, often encoded as a bit string. The genes are either single bits or short blocks of adjacent bits that encode a particular element of the candidate solution [206]. for example, in the context of more-than-one parameter function optimization, the bits encoding a particular parameter might be considered to be a gene. An allele in a bit string is either 0 or 1; for larger alphabets more alleles are possible at each locus. Crossover typically consists of exchanging genetic material between two single chromosome haploid parents. Mutation consists of flipping the bit at a randomly chosen locus (or for larger alphabets,
replacing a the symbol at a randomly chosen locus with a randomly chosen new symbol) [205, 204].

Most applications of genetic algorithms employ haploid individuals, particularly, single−chromosome individuals [203]. The genotype of an individual in a GA using bit strings is simply the configuration of bits in that individual's chromosome. Often there is no notion of 'phenotype' in the context of GAs.

2. Elements of Genetic Algorithm

The chromosomes in a GA population typically take the form of bit strings. Each locus in the chromosome has two possible alleles: 0 and 1 [8]. Each chromosome can be thought of as a point in the search space of candidate solutions [207]. The GA processes populations of chromosomes, successively replacing one such population with another. The GA most often requires a fitness function (that assigns a score fitness) to each chromosome in the current population [6]. The fitness of a chromosome depends on how well that chromosome solves the problem at hand [203].

<table>
<thead>
<tr>
<th>Natural Evolution</th>
<th>Genetic Algorithm</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chromosome</td>
<td>String (individual)</td>
<td>Solution (Coding)</td>
</tr>
<tr>
<td>Gene</td>
<td>Feature or character bit</td>
<td>Part of solution</td>
</tr>
<tr>
<td>Allele</td>
<td>Feature value</td>
<td>Values of gene</td>
</tr>
<tr>
<td>Locus</td>
<td>String position</td>
<td>Position of gene</td>
</tr>
<tr>
<td>Genotype</td>
<td>Structure or coded string</td>
<td>Encoded solution</td>
</tr>
<tr>
<td>Phenotype</td>
<td>Parameter set a decoded structure</td>
<td>Decoded solution</td>
</tr>
</tbody>
</table>
3. Inspiration of Genetic Algorithm

Genetic Algorithm (GAs) is inspired by the way living organisms are adapted to the harsh realities of life in a hostile world, i.e., by evolution and inheritance. The algorithm imitates the process of evolution of population by selecting only fit individuals for reproduction. Therefore, a GA is an optimum search technique based on the concepts of natural selection and *survival of the fittest*. It works with a fixed-size population of possible solutions of a problem, called individuals, which are evolving in time. A GA utilizes three principal genetic operators: selection, crossover, and mutation [208].

Recombination or biological reproduction is a key operator for natural evolution [8]. Technically, it takes two genotypes and it produces a new genotype by mixing the gene found in the originals. In biology, the most common form of recombination is crossover. Crossover happens when two chromosomes are cut at one point and the halves are spliced to create new chromosomes. The effect of recombination is very important because it allows characteristics from two different parents to be assorted [209]. If the father and the mother possess different good qualities, it is expected that all the good qualities will be passed to the child. Thus the offspring, just by combining all the good features from its parents, may surpass its ancestors. Many people believe that this mixing of genetic material via reproduction is one of the most powerful features of GAs especially it was mentioned in [210]. As a quick parenthesis about reproduction, Genetic Algorithms representation usually does not differentiate male and female
individuals without any perversity. As in many living species (e.g., snails) any individual can be either a male or a female. In fact, for almost all recombination operators, mother and father are interchangeable.

Mutation is the other way to get new genomes. Mutation consists in changing the value of genes [211]. In natural evolution, mutation mostly engenders non-viable genomes. Actually mutation is not a very frequent operator in natural evolution. Nevertheless, in optimization, a few random changes can be a good way of exploring the search space quickly. It is basic but it is more than enough to understand the operation and theory GAs.

The fitness of an individual in a genetic algorithm is the value of an objective function for its phenotype [6]. For calculating fitness, the chromosome has to be first decoded and the objective function has to be evaluated. The fitness not only indicates how good the solution is, but also corresponds to how close the chromosome is to the optimal one [211].

As mentioned earlier, GAs were envisaged by Holland [15] in the 1970s as an algorithmic concept based on a Darwinian-type survival-of-the-fittest strategy with reproduction. This means that the stronger individuals in the population have a higher chance of creating an offspring.

A genetic algorithm is implemented as a computerized search and optimization procedure that uses principles of natural genetics and natural selection. The basic approach is to model the possible solutions
to the search problem as strings of ones and zeros. Various portions of these bit-strings represent parameters in the search problem. If a problem-solving mechanism can be represented in a reasonably compact form, then GA techniques can be applied using procedures to maintain a population of knowledge structure that represent candidate solutions, and then let that population evolve over time through competition (survival of the fittest and controlled variation) [7, 212].

A GA generally includes the three fundamental genetic operations of selection, crossover and mutation [213]. These operations are used to modify the chosen solutions and select the most appropriate offspring to pass on to succeeding generations. GAs consider many points in the search space simultaneously and have been found to provide a rapid convergence to a near optimum solution in many types of problems; in other words, they usually exhibit a reduced chance of converging to local minima [10].

Genetic algorithm applications are appearing as alternatives to conventional approaches and in some cases are useful where other techniques have been completely unsuccessful. Genetic algorithms are also used with other intelligent technologies such as neural networks, expert systems, and case-based reasoning. As mentioned in Section 2.2, methodology optimal sizing renewable energy system using are shown.

4. Optimization and search space

An optimization algorithm searches for an optimum solution by iteratively transforming a current candidate solution into a new, hopefully better, solution. Optimization methods can be divided into
two main classes, based on the type of solution that is located. Local search algorithms use only local information of the search space surrounding the current solution to produce a new solution. Since only local information is used, local search algorithms locate local optima (which may be a global minimum) [6]. A global search algorithm uses more information about the search space to locate a global optimum. It is said that global search algorithms explore the entire search space, while local search algorithms exploit neighbourhoods [9]. Optimization algorithms are further classified into deterministic and stochastic methods. Stochastic methods use random elements to transform one candidate solution into a new solution. The new point can therefore not be predicted. Deterministic methods, on the other hand, do not make use of random elements [214].

Based on the problem characteristics, optimization methods are grouped in the following classes (within each of these classes further subdivision occurs based on whether local or global optima are located and based on whether random elements are used to investigate new points in the search space) [9]:

- unconstrained methods, used to optimise unconstrained problems;
- \textit{constrained methods, used to find solutions in constrained search spaces};
- multi-objective optimization methods for problems with more than one objective to optimise;
- multi-solution (niching) methods with the ability to locate more than one solution [215]; and
dynamic methods with the ability to locate and track changing optima. Subsequent sections discuss each of these optimization method classes.

Most often one is looking for the best solution in a specific set of solutions. The space of all feasible solutions (the set of solutions among which the desired solution resides) is called search space [6]. Each and every point in the search space represents one possible solution. Therefore each possible solution can be marked by its fitness value, depending on the problem definition. With Genetic Algorithm one looks for the best solution among a number of possible solutions - represented by one point in the search space i.e. GAs are used to search the search space for the best solution (minimum or maximum) [6]. The difficulties in this case are the local minima and the starting point of the search.

In this project, constraint optimization is applied to Genetic algorithm. Many real world optimization problems are solved subject to sets of constraints. Constraints place restrictions on the search space, specifying regions of the space that are infeasible [9, 216]. Genetic algorithms have to find solutions that do not lie in infeasible regions. That is, solutions have to satisfy all specified constraints. There are three types of constraint, it can be linear or nonlinear. These type of constraints are used in this methodology step 3.2 and it is described as below [9]:

- **Boundary constraints**, which basically define the borders of the search space. Upper and lower bounds on each dimension of the search space define the hypercube in which solutions must be
found. While boundaries are usually defined by specifying upper and lower bounds on variables, such box constraints are not the only way in which boundaries are specified. The boundary of a search space can, for example, be on the circumference of a hypersphere. It is also the case that a problem can be unbounded.

- Equality constraints specify that a function of the variables of the problem must be equal to a constant.

- Inequality constraints specify that a function of the variables must be less than or equal to or, greater than (or equal to) a constant.

There are numerous way of constraint handling [9, 217, 218]:

- **Reject infeasible solutions, where solutions are not constrained to the feasible space.** Solutions that find themselves in infeasible space are simply rejected or ignored.

- **Penalty function methods, which add a penalty to the objective function to discourage search in infeasible areas of the search space.**

- **Convert the constrained problem to an unconstrained problem, then solve the unconstrained problem.**

- **Preserving feasibility methods, which assumes that solutions are initialized in feasible space, and applies specialized operators to transform feasible solutions to new, feasible solutions.** These methods constrict solutions to move only in feasible space, where all constraints are satisfied at all times.
• Pareto ranking methods, which use concepts from multi-objective optimization, such as non-dominance, to rank solutions based on degree of violation.

• Repair methods, which apply special operators or actions to infeasible solutions to facilitate changing infeasible solutions to feasible solutions.

Both reject infeasible solutions and penalty function methods are used in this methodology step (optimal sizing RES using the GA).
Optimization of process manufacturing supercapacitor is crucial in this project as it gives further reduction in the cost of the system. The concept of fabricating supercapacitors with the desired capacitance and voltage is to best-suits this project requirement after the system size is optimised. This is a crucial step to further optimise the cost of the system for a desired capacitance which might not be found in the commercial market.

The market price of supercapacitor is costly compare to lithium battery in terms of energy (Wh). The cost of both energy storage devices are shown in Table 13 [219] below:

**Table 13 Performance of supercapacitor and lithium-ion battery**

<table>
<thead>
<tr>
<th>Function</th>
<th>Supercapacitor</th>
<th>Lithium-ion (general)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charge time</td>
<td>1–10 seconds</td>
<td>10–80 minutes</td>
</tr>
<tr>
<td>Cycle life</td>
<td>1 million or 30,000h</td>
<td>500 and higher</td>
</tr>
<tr>
<td>Cell voltage</td>
<td>2.3 to 2.75V</td>
<td>3.6 to 3.7V</td>
</tr>
<tr>
<td>Specific energy (Wh/kg)</td>
<td>5 (typical)</td>
<td>100–200</td>
</tr>
<tr>
<td>Specific power (W/kg)</td>
<td>Up to 10,000</td>
<td>1,000 to 3,000</td>
</tr>
<tr>
<td>Cost per Wh</td>
<td>$20 (typical)</td>
<td>$0.50–$1.00 (large system)</td>
</tr>
<tr>
<td>Service life (in vehicle)</td>
<td>10 to 15 years</td>
<td>5 to 10 years</td>
</tr>
<tr>
<td>Charge temperature</td>
<td>–40 to 65°C (–40 to 149°F)</td>
<td>0 to 45°C (32 to 113°F)</td>
</tr>
<tr>
<td>Discharge temperature</td>
<td>–40 to 65°C (–40 to 149°F)</td>
<td>–20 to 80°C (–4 to 140°F)</td>
</tr>
</tbody>
</table>

The significant difference of the cost of the supercapacitor motivates a robust supercapacitor fabrication process. Besides that, the optimal sizing RES also prompted an idea of giving a big degree of freedom to fabricate the desired capacitance of supercapacitor for the system. The optimised size and specification of supercapacitor might hard to be found in the market. To avoid oversized supercapacitor to be used in the optimised system (and this definitely increases the cost of the system), a robust manufacturing supercapacitor process
using genetic algorithm within Taguchi Signal-to-noise ratio is implemented in this project. This is described in detail in Section 3.3 of this thesis. A brief literature review and theory of the Taguchi technique is also described below.

2.3.1 Taguchi Method

The Taguchi method, proposed by Genichi Taguchi, contains system design, parameter design, and tolerance design procedures to achieve a robust process and result for the best product quality. The purpose of system design procedure is to determine the suitable optimal levels of the process factors. The parameter design procedure determines the factor levels that can generate the best performance of the product or process. The tolerance design procedure is used to fine-tune the results of parameter design by tightening the tolerance levels of factors that have significant effects on the product or process. The Taguchi method can efficiently improve the effectiveness of the product or process by using a loss function and achieve the robust product quality in terms of the parameter design. Generally, the parameter design of the Taguchi method utilizes orthogonal arrays (OAs) to minimise the time and cost of experiments in analyzing all the factors and uses the signal-to-noise (S/N) ratio to analyse the experimental data and find the optimal parameter combination. Moreover, an analysis of variance (ANOVA) is employed to estimate the error variance and determine the significant parameters.
**Optimization of multi-response problems in Taguchi Method**

The conventional optimization method involves the study of one variable at a time, which requires a number of combinations of experiments that are time, cost and also labour intensive. The Taguchi method of design of experiments is a statistical tool involving a system of tabulated design (arrays) that allows a maximum number of main effects to be estimated in an unbiased (orthogonal) fashion with a minimum number of experimental runs. It has been applied to predict the significant contribution of the design variable(s) and the optimum combination of each variable by conducting experiments on a real-time basis. These set of data essentially relates to signal-to-noise ratio (SNR) to the control variables in a ‘main effect only’ approach. This approach enables both multiple response and dynamic problems to be studied by handling noise factors using Overall Evaluation Criteria (OEC). However, there is limitation of using OEC in optimization multi-response problems. The significant contributions of the Taguchi concepts is bringing focused awareness to robustness, noise and quality. Taguchi method has been widely applied in many industrial sectors; however, its application in fabrication of supercapacitor has been limited.

**Conventional Method in conducting experiments**

The conventional method of performing experiment to optimise process or product using an experimental design by identifying various independent factors and levels, and later conducting the experiments by altering one variable at a time (OVAT), while keeping all others at a predetermined level is very inefficient and unorganized. This is because the conventional method involves
carrying out many experiments, which is time consuming and not cost effective. Another problem arises is, these OVAT designs often neglect some of the interactions among the variables. Statistically designed experiments consist of several well-planned individual experiments conducted at a time. Generally, in designing of a statistically based experiment, it involves several steps such as [13]:

(i) Selection of responses (performance characteristics of interest) that will be observed;

(ii) Identification of the factors (the independent or influencing factors) to be studied;

(iii) The different treatments (or levels) at which these factors will be set in different individual experiments; and

(iv) Consideration of blocks (the observable noise factors that may influence the experiments as a source of error of variability).

The Taguchi Methodology

Taguchi’s methodology has been widely applied in industrial process design. This technique is to generate enough process information to establish the screening for optimal conditions of parameters for a particular process using a minimum number of experiments [13]. The main difference of Taguchi’s method compared to ordinary factorial optimization lies in the accounting for performance variations due to noise factors beyond the control of the design. Taguchi has emphasized the idea of robustness within the engineering community, and this is a major contribution to robust design methodology.
Taguchi states that ‘quality engineering is not intended to reduce the sources of variation in products directly. Instead, one needs to make the systems of products or production processes less sensitive to sources of uncontrollable noise, or outside influences, through parameter design (off-line quality control) method’.

To account for design uncertainties in the framework of quality engineering were closely connected with the methodology of Taguchi. Taguchi proposed a three stage design methodology [13]:

1. System Design - to help determine the basic performance parameters of the product and its general structure;
2. Parameter Design - to enable optimisation of the design parameters to meet the quality requirements; and
3. Tolerance Design - to allow the fine-tuning of the design parameters obtained in the second stage.

Methodology steps is presented in Section 3.3 for optimisation of multi-response problems in process fabrication of supercapacitor by integrating the GA within Taguchi technique.
CHAPTER 3

RESEARCH METHODOLOGY

This project combines the fields of manufacturing and artificial intelligence in order to reduce the cost of implementation for hybrid supercapacitor battery systems in solar energy applications. In order to do this the following methodology was followed:

Table 14 Methodology, justification and implementation steps

<table>
<thead>
<tr>
<th>Methodology Steps</th>
<th>Justification</th>
<th>Implementation steps</th>
</tr>
</thead>
</table>
| 1 Identify the advantages of combining the supercapacitor and battery in one energy storage system. | Enable the quantitative analysis of supercapacitor battery hybrid energy storage systems relative advantages. | • Battery SOC is calculated theoretically in a battery system with and without supercapacitor. This theoretical estimate value is used to set a guideline for the design of the energy management system.  
• A load profile is simulated by using a programmable load.  
• This is previously described in objective 3 of chapter 1. |
| 2 | **Breakdown the current cost structure of supercapacitor battery systems for solar application.** | Enable the quantitative analysis of cost improvements afforded by combining the supercapacitor and battery to form a hybrid energy storage system. | • Utilize the SVM to reduce the cost of the power electronics.  
• Use a GA to find the optimal number of supercapacitors and batteries for solar application in order to meet the peak demand at the lowest possible cost.  
• This is previously described in objectives 2 and 4 of Chapter 1. |
|---|---|---|---|
| 3 | • **Identify the PV Standards, which governs the characterization of supercapacitors used in PV systems.**  
• **Justify the Taguchi-GA because the standard deviation for the conventional process is big.** | Manufacture of supercapacitors which are fit to use and are economically feasible for solar applications. | • Implement a GA within the Taguchi Method to optimise the process factors of supercapacitor fabrication. This method improves the standard deviation of manufactured capacitance and ESR.  
• This standard deviation was identified as very important for this project because inconsistencies in the manufactured values will cause failures in matching peak demand as our systems are optimised using the GA and hence we do not have any excess capacitance which may otherwise be the case the GA was not used to optimised the SNR.  
• This is previously described in objective 1 of Chapter 1. |
| 4 | **Construct lab scale prototype design and fabrication** | A low cost testing of ideas and methods previously mentioned above. | • Run system with predictive SVM and compare result by running system with power electronics.  
• Run both systems with and without supercapacitor in the circuit.  
• SOC profile (100 cycles life battery) for both battery system, with and without supercapacitor are monitored and compared. |

Table 15 summarizes how the methodology steps optimise the cost of the Supercapacitor-Battery Hybrid Energy Storage system (SB-HESS).
<table>
<thead>
<tr>
<th>No.</th>
<th>Methodology Steps</th>
<th>Cost Reduction</th>
<th>Outcome</th>
</tr>
</thead>
</table>
| 1   | Identify the advantages of combining the supercapacitor and battery in an energy storage system. | - Decelerate the rate of damage mechanism of battery by coupling the supercapacitor.  
- This reduces the number of replacement battery throughout the lifespan of the system. | - Operational and maintenance cost for renewable energy system (RES) is reduced for long run. |
| 2   | Identify the current cost structure of supercapacitor battery systems for solar application and formulating an appropriate objective function. | - Optimal sizing supercapacitor-battery hybrid energy storage system (SB-HESS) using Genetic Algorithm (GA). | - An optimal system configuration of the system is obtained according to user requirement.  
- Therefore, sizing excess in initial number of components for the system to cater the power burst is avoidable, allowing a more feasible RES. |
| 3   | Use of the Taguchi with a GA method to optimise the standard deviation of the fabrication process. | - A robust supercapacitor is fabricated for the SB-HESS which reduced spread in tolerance of values which improve system performance. | - Consistent supercapacitor value is produced for an optimised SB-HESS. |
| 4   | Construct lab scale prototype design which allows low cost method of testing out idea before large scale implementation. | - The energy control system is controlled by switches and the SVM-load prediction system (Support Vector Machine). | - This energy management system reduces the cost of power electronics between the energy source/storage and the load. |
3.1 Methodology Step 1

*Identify the advantages of combining the supercapacitor and battery in an energy storage system*

This step was done to show how the supercapacitor-battery hybrid energy storage (SB-HESS) maintains the high end of discharge voltage of the battery. This helps prolong batteries lifetime as mentioned in the literature review chapter. Hence, initial number of battery used is less and number of replacement battery throughout the project lifetime is decreased as well.

Lead-acid batteries are often used in energy storage system for solar application due to its low cost and wide availability [15]. System cost of a renewable energy system (RES) often incorporates with initial cost, replacement cost and operational/maintenance of the components. Lead-acid batteries have a high impact on lifetime cost of stand-alone solar energy systems [32, 15]. A higher lifetime cost means the batteries has shorter lifetime as compared with other components in the system. Lifetime of battery is dependent on battery C-rate (charge and discharge rate) which also subjects to different power peak value. Economically, oversized batteries and extensive fuel consumption (from diesel generator) should be avoided to cater the highest peak for a short period of time. This increases the overall cost of the system. Furthermore, RES is said to be greener if the number of batteries is minimised as lead acid battery is heavy and filled with toxic and corrosive chemical [220, 221].

To highlight the advantages of this hybrid energy storage system (prolong battery lifespan), an operation management for supercapacitor-battery hybrid energy storage system (SB-HESS) in stand-alone solar application with
optimised discharge strategies and knowledge on State-of-charge (SOC) and State-of-Health (SOH) are unavoidable.

In this research, SOC of a battery is important to estimate the cycle life before it fails to store electrical energy. In conventional system, batteries are always operated at low SOC and are recharged with low currents to cater the unpredictable sudden power peak. These stress factors are proven that it affects lead-acid battery lifetime [44, 32, 23]. An operation management is implemented based on the parameter which is said to be advantageous to save the battery lifespan. This operation management controls the energy flow from battery and supercapacitor to load by monitoring the voltage and current across the battery running on a simulated load profile.

In this section, the cell voltage values for both battery alone system and SB-HESS are shown theoretically. The cell voltage values are calculated to design and implement this operation management.

### 3.1.1 System Description

Two systems are evaluated and compared in terms of state-of-charge (SOC):

1. The **conventional single battery system** which consists of battery alone system. The system is often said to be infeasible due to the oversized of the batteries. The system is designed such a way that the batteries accommodate one power peak in the load profile when there is zero power output from the renewable energy resources. This is not cost effective as the energy storage system is oversized.

2. The **supercapacitor-battery hybrid energy storage system (SB-HESS)** which consists of battery (behaves as a primary energy storage device) and
supercapacitor (acts as an auxiliary energy storage device). The supercapacitor caters for the entire power peaks, while battery supply an optimal level of energy (average power demand) to avoid end deep discharge voltage of the battery, keeping the optimal C-rate (in our strategy: discharge rate) at a low discharge current.

In Section 4.2.3.2, SOC of the battery is monitored and plotted for both systems mentioned above. Cycle life for a battery is the number of charge / discharge cycles that can be accomplished during the lifetime of the device. It is an estimation and depends upon an assumption of an average depth-of-discharge. The load profile of battery cycle life provides a way of comparing energy storage systems and also to prove that SB-HESS is optimal for the power characteristics of the RES installation.

3.1.1.1 Battery individual energy storage system in RES

For this project, focus has been brought to the energy storage system in RES. In stand-alone power supplies that utilize solar energy, the energy input fluctuates substantially depending on climatic and meteorological conditions. As a result, the batteries are frequently operated at low state-of-charges (SOC), are frequently partial cycled and are recharged with low currents. This adversely affects the lifetime of lead-acid batteries.

An impractical solution to this problem could be an oversized battery with an early load shedding, to prevent deep SOC. Nevertheless, battery remains a lack of full charges with this method. Stand-alone power-supply system is incorporated with an additional controllable power supply, such as a
diesel generator Figure 33 [167, 222]. With such a generator, a full charge can be reached anytime even when the battery still has sufficient energy stored to supply the stand-alone system. However, this causes additional fuel consumption adding to the operational cost of the system. Utilization of diesel generator in RES is an increase in battery lifetime. However, it reduces the solar fraction. Solar fraction is the ratio of the amount of input energy contributed by a solar energy system to the total input energy required for a specific load profile. For a greener system, RES with generator is not favourable and considered in this project. Over-increased number of batteries which evidently spikes up the investments costs should be omitted.

**Figure 33 Conventional Stand-alone renewable energy system with PV-generator and diesel generator**
3.1.1.2 Supercapacitor-battery hybrid energy storage system (SB-HESS) in RES

Two important enhancements are done to improve the conventional PV system mentioned above by coupling supercapacitors with the batteries as follows:

1. The number of batteries is reduced, while the system still able to deliver power peak.
2. Extend the battery life by avoiding deep discharge through high currents at a short instant.

Certain load applications require high current for a period of time e.g. motor starting applications; the starting current requirement can be 6-10 times the normal operating current of the motor [15]. Normally the peak current requirements are satisfied by the seal lead acid battery alone. The number of sealed lead acid batteries in this situation is large in order to deal with the high current. The peak current demand might only need to be met for a few seconds at a particular time. Sizing the battery based on the power peak can be costly.

By utilizing supercapacitor-battery hybrid energy storage system as shown in Figure 34 [15], the number of battery is proven to be reduced and a higher SOC is maintained. This is greatly due to the characteristic of the supercapacitor and battery. Supercapacitor has a greater power density than the battery, which allows the supercapacitor to provide more power over a short period of time [38, 52, 53]. Conversely, the battery has a much higher energy density compared to a supercapacitor allowing the battery to store more energy and release it over a long period of time. In the hybrid system the peak power requirements of the load are supplied by the supercapacitor and the seal lead
acid battery supplies the lower continuous power requirements [223, 79, 76, 224].

![Figure 34 Supercapacitor-Battery Hybrid Energy Storage System (SB-HESS)](image)

This supercapacitor-battery hybrid energy storage system solution would be effective for applications that reside in remote sites where regular battery maintenance is impractical or even impossible.

The supercapacitor is also a solution where ambient temperatures make it difficult to keep batteries inside the recommended operating range without compromising battery capacity and lifetime. SB-HESS aids in maintaining the battery to operate at an optimal range without draining it.

Supercapacitors are safer for the environment since they contain fewer hazardous materials compared to batteries [38]. Therefore, the lesser number of battery is used, the greener is the system.
3.1.2 Operation of SB-HESS (prototype) Management

The strategy focuses on optimising battery discharging. A quantitative assessment of the efficiency of operation management of the proposed hybrid energy storage system is shown below. Equation 26 shown below is used to design an operation management system for the proposed hybrid energy storage system. It is proven in [23, 32] that partial SOC of battery leads to strong and partially irreversible sulphation of the battery and thus reduces the battery lifetime. A threshold voltage of battery for the system is determined by considering the parameters shown below. This threshold voltage value is important to ensure the battery is individually switchable according to a threshold voltage level that is calculated based on the desired current state-of-charge (SOC), depth-of-discharge (DOD) and other parameters data set of the lead acid battery. This operation management system reduces time for battery to remain at low SOC, a decrease in the battery current rate, and hence full chargers during normal operating condition (steady-state).

This model describes the current-voltage characteristic of the lead-acid battery. It is reported in [32], it has an average accuracy for currents typically applied in stand-alone system for better than 2%. The required parameters used in the equations were already determined on the basis of experimental data in [32]. It is regardless of the physical significance of each parameter, which results from derivation, a theoretical calculation of the parameters is not possible. A second set of parameters reported in [3] has extended in the charging process. The terminal voltage of a battery has an additive composition consisting of open-circuit value, which approximately is in proportion to the
acid density and thus to the SOC, as well as the reaction, diffusion, crystallization and resistance over-voltages. These over-voltages are taken in the individual terms in Shepherd Model as a basis [23].

The concentration of the electrolyte changes as part of the chemical processes that take place when the battery is charged and discharged. During repeated cycles a concentration gradient can build up (from top to bottom) and the battery then behaves as several batteries of different concentrations working in parallel. Consequently, the charge acceptance is reduced and the capacity deteriorates. Eventually, the concentration gradients are levelled through diffusion. However, this takes a long time. They can be quickly removed by periods of gassing, where the rising bubbles effectively mix the electrolyte resulting in a more homogeneous electrolyte [23]. Hence, diffusion processes based on concentration gradients are not taken into consideration. Another term of the Shepherd Model [23, 32], which describes the crystallization overvoltage, is disregarded as well.

The formulation used in the model (Equation 26 [23]) consists of four terms:

\[ U_{cell}(t) = U_{O_d} - g_d \cdot SOC(t) + \rho_d(t) \frac{I_{batt}(t)}{C_N} + \rho_d(t)M_d \frac{I_{batt}(t)}{C_N} \frac{SOC(t)}{C_{d-SOC(t)}} \]

Equation 26
Table 16 Terms and Explanation for Equation 26

<table>
<thead>
<tr>
<th>Terms</th>
<th>Explanation [32]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open-circuit voltage, ( U_o = U_{O_d} )</td>
<td>Full discharge equilibrium voltage i.e. the voltage of the cell when it is fully discharged and rested long enough for the electrolyte to reach constant density.</td>
</tr>
<tr>
<td>( g_d ) ( SOC(t) )</td>
<td>This term is associated with the state of charge (SOC) of the battery. It is assumed that this term is linear with respect to the depth of discharge (DOD).</td>
</tr>
<tr>
<td>( \rho_d(t) \frac{I_{batt}(t)}{C_N} )</td>
<td>Ohmic losses in the battery through the use of the internal resistance, which is an aggregate value of the various loss mechanisms which are proportional to the current. The major factors are the grid resistance and the resistance of the electrolyte.</td>
</tr>
<tr>
<td>( \rho_d(t)M_d \frac{I_{batt}(t) \ SOC(t)}{C_N \ C_d - SOC(t)} )</td>
<td>The last term in the equation shows the reaction over-voltages. ( M ) represents the transfer overvoltage coefficient. It models the charge factor over voltage and is significant when the battery is very close to being empty or full.</td>
</tr>
</tbody>
</table>

However, several terms are neglected including dynamic terms to model the electrolyte diffusion and the dependence of the resistive elements to the SOC. This is unproblematic. The dynamic behavior of batteries is not relevant.
in this context and the dependence of the resistive elements on SOC is both small and, as far as a parameter fit for determining the constants is concerned, is taken into account by the fourth term.

Table 17 shows the parameter data set [23] for batteries which was used for the Equations 3 above.

<table>
<thead>
<tr>
<th>Terms (Units)</th>
<th>Charge, c</th>
<th>Discharge, d</th>
<th>Description index</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U_{oi}$ (V)</td>
<td>2.26</td>
<td>2.1</td>
<td>Equilibrium voltage</td>
</tr>
<tr>
<td>$g_i$ (VAh-1)</td>
<td>0.13071</td>
<td>0.09654</td>
<td>Electrolyte coefficient</td>
</tr>
<tr>
<td>$\rho_i$ (ohm-cm)</td>
<td>0.43609</td>
<td>0.37885</td>
<td>Internal resistance</td>
</tr>
<tr>
<td>$M_i$</td>
<td>0.36488</td>
<td>0.28957</td>
<td>Transfer overvoltage coefficient</td>
</tr>
<tr>
<td>$C_i$</td>
<td>1.001</td>
<td>1.642</td>
<td>Capacity coefficient</td>
</tr>
</tbody>
</table>

where $i = c$ or $d$.

Two energy storage systems are examined and compared, which are battery-individual energy storage system and supercapacitor-battery hybrid energy storage system theoretically. In conjunction with that, the $I_{batt}$ and the DOD varies in different cases. At peak demand, battery individual energy storage system and battery supercapacitor hybrid energy storage system show different values for battery voltage and current ($U_{cell}(t)$ and $I_{batt}(t)$). According to the equation shown below, two different cell voltages are compared in two different operating conditions. It is assumed that:

1. A same type of sealed-lead-acid battery is used.
2. Both systems are applied on the same load profile generated by a 3A programmable load for a lab scale prototype system.
3. The critical situation is to be considered (night or rainy day) where only energy storage system is supplying to the peak load demand.

4. When the cell is discharging, for all $I_{batt} \leq 0$

![Figure 35 Simulated Load Profile](image)

### Table 18 Theoretical $U_{cell}$ (V) and $U_{batt}$(V) Battery

<table>
<thead>
<tr>
<th>Systems</th>
<th>$I_{batt}$ (A)</th>
<th>DOD (%)</th>
<th>$U_{cell}$ (V)</th>
<th>$U_{batt}$(V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Battery Individual System</td>
<td>2.5</td>
<td>80</td>
<td>1.99</td>
<td>11.99</td>
</tr>
<tr>
<td>Supercapacitor/Battery hybrid system</td>
<td>1.5</td>
<td>20</td>
<td>2.06</td>
<td>12.41</td>
</tr>
</tbody>
</table>

Theoretically speaking, the $I_{batt}$ value is taken from the load_profile 1 which is presented in Figure 35 above. Battery individual system suffers high current peak (2.5A) as the batteries cater for the entire power peak. However, batteries are not stressed up for the power peak in the hybrid energy storage system with the presence of supercapacitor.

The battery stand-alone system suffers a longer period of low SOC cycle. It means that the battery individual system remains for an extended period in a partial SOC, which leads to sulphation within battery and thus reduces the battery lifetime [76, 45]. Partial state of charge means the cycling has an inherent advantage in that, within a fairly broad SOC window of
approximately 20% - 80%, the battery is neither deep discharged nor put into overcharge under normal conditions of charge and discharge. This is not a good approach as only a fraction of the available energy is delivered on each cycle. Hence, the DOD is always higher for the conventional system to cater the power peak.

3.1.3 Summary

- Theoretically proven that the operating cell voltage is lower for the battery individual energy storage system. This shows that the battery is drained to supply the high current peak and the battery is approaching lower end-discharge-voltage. This shortens battery life as the battery is deep discharging high rates for short periods.

- By coupling supercapacitor and battery in an energy storage system, it maintains high SOC of the battery and avoids low DOD. It certainly reduces the rate of damage mechanism of batteries.

- $I_{batt}$ is lower in hybrid energy storage system as the battery is not required to supply power peak in the load profile. Hence, the number of battery (overall capacity of battery) is reduced.

- Values of desired DOD, desired SOC and $U_{batt}(V)$ set as a guideline to design an energy control strategy which is presented in Methodology Steps 2.

- The role of supercapacitor in a hybrid energy storage system is to meet peak load demand and also allows for the downsizing number of battery, reducing the depth-of-discharge (DOD), reducing the sulphation of battery, and most importantly, prolongs the battery’s lifespan.
3.2 Methodology Step 2
Identify the current cost structure of supercapacitor battery systems for solar application

In the previous section, it explains how the presented advantages of pairing supercapacitor to the battery system extends battery lifespan. In this section, design, simulation and optimisation on the hybrid energy storage system are carried out using HOMER and GA. The rationale shown below motivates the design, simulation and cost optimisation on the hybrid energy storage system:

1. Maintain an optimal level of SOC battery during discharge.
2. Avoid low sudden DOD.
3. Avoid end-of-discharge voltage suggested in the data sheet before the battery has to be recharged.

Optimal sizing PV-Wind-Battery system using a GA and HOMER are carried out in this section. HOMER covers energy storage devices other than lead acid batteries such as flywheels, hydrogen and flow batteries. However, supercapacitor is not incorporated in HOMER library. Designing and optimising system with supercapacitor is merely impossible in HOMER. The idea has been presented using the GA to optimal size the autonomous SB-HESS due to the flexibility of the GA in coding a large number of components. The implemented GA fitness functions embeds with the essential information which is related to initial, maintenance and operational cost of the components used in the systems based on the market price. The conventional battery alone system and SB-HESS are designed and optimised for 20 years. 20 years is selected based on the longest lifespan components in the system for this simulation and optimization, which is PV panel [123]. According to [123], PV panel can last
approximately 20 – 25 years of lifespan, but the efficiency drops after 12 years installation and it is estimated from 90% to 85%-80%. It applies in HOMER component input and GA fitness function.

In the sub-sections below, methodology steps on:

1. optimal sizing PV-wind-battery system using HOMER
2. optimal sizing PV-wind-battery system using GA, and
3. optimal sizing PV-battery-supercapacitor system using GA are shown

3.2.1 Design, Simulation and optimization of PV-wind-battery system using HOMER

HOMER, Micropower Optimization Model is a computer model developed by the U.S National Renewable Energy Laboratory (NREL) to assist in the design of micropower systems and to facilitate the comparison of power generation technologies across a wide range of applications [14]. Generally, HOMER models a power system’s physical behaviour and its life-cycle cost, which is the total cost of installing and operating the system over life span. This also means, in the simulation process, it models a particular system configuration; the optimization process determines the best possible optimal system configuration which satisfies the user-specified constraints at the lowest total net present cost (NPC) [225].

In this project, HOMER was used to validate the efficacy of the GA and its objective function where this is proven approximately the same GA was used for the prototype system.
3.2.1.1 Design and Simulation of RES

i. System Description

A PV-Wind-battery system is designed and simulated using HOMER. The specification of the components used is described in the section below. This design of renewable energy system consists of hybrid energy sources that is coupled with batteries only system. Diesel generator is not considered in the system. This is to ensure a zero CO₂ emission system. The simulation result obtained in paper [146, 226] shows that the power system with PV-Diesel generator-Battery has a lower installation cost, but higher operation and maintenance costs; additionally, it was less efficient and released contaminating emissions (such as CO₂, NOₓ and particles). Diesel generator is not taken into consideration for this project. The reason being is to guarantee zero emission of hazard gas and a greener system. Hence, PV-Wind-Battery is designed and simulated using HOMER.

1. Location

In this study, hypothetical model a household in a residential area in the geographical coordinate of the location Semenyih is

- Latitude: 2.9° N,
- Longitude: 101°53 E,
- Altitude: 39 m (approximately) above sea levels
2. Electrical Load Profile

Deciding the load profile is important to design PV-Wind-Battery system because an optimised design of RES is always catered for a specific load profile. Oversized of energy sources are infeasible and cost ineffective. Load profile is simulated based on the electrical appliances power rating shown in Table 19.
HOMER simulates the operation of a system by making energy balance calculations for each of the 8760h in a year. Measured hourly load profiles are not available, so load data were synthesized by specifying typical daily load profiles and then adding some randomness of daily 10% and hourly 15% noise. These have scaled up the annual peak load to 1.5 kW and primary load to 5.4 kWh per day.

![Diagram of PV-Wind-Battery Energy System](image)

**Figure 38** HOMER implementation of PV-Wind-Battery Energy System

**Table 19** Energy demands of the electrical appliances

<table>
<thead>
<tr>
<th>Electrical Appliances</th>
<th>Power (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compact Fluorescent Bulb</td>
<td>15</td>
</tr>
<tr>
<td>Refrigerator</td>
<td>700</td>
</tr>
<tr>
<td>Personal Computers</td>
<td>600</td>
</tr>
<tr>
<td>Control System/Electrical Power Point</td>
<td>500</td>
</tr>
<tr>
<td>Fans</td>
<td>150</td>
</tr>
<tr>
<td>Washing Machine</td>
<td>300</td>
</tr>
</tbody>
</table>
3. Renewable Energy Sources

- Solar Energy

HOMER synthesizes solar radiation values for each of the 8760h of the year by using Graham algorithm [228, 229]. This algorithm produces realistic hourly data, and it is easy to use because it requires only the geographical coordinates and the monthly average solar data values. The synthetic data displays realistic day-to-day and hour-to-hour pattern. The synthetic data are created with certain statistical properties that reflect global average values. Result obtained in [228] show that synthetic solar data produced virtually the same simulation results as real data as the result obtained in [229].

Solar radiation data for the selected region was obtained from the NASA Surface Meteorology and Solar Energy website (NREL) [156, 230]. The solar radiation data and the clearness index for the selected site mentioned above is shown below in Table 20 and Figure 39. The solar irradiance data shown is the monthly average data for year 2012 at the longitude and latitude mentioned above.
Table 20 Baseline Data for PV

<table>
<thead>
<tr>
<th>Month</th>
<th>Clearness Index</th>
<th>Daily Radiation (kWh/m²/day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>0.458</td>
<td>4.505</td>
</tr>
<tr>
<td>February</td>
<td>0.481</td>
<td>4.918</td>
</tr>
<tr>
<td>March</td>
<td>0.489</td>
<td>5.126</td>
</tr>
<tr>
<td>April</td>
<td>0.488</td>
<td>5.023</td>
</tr>
<tr>
<td>May</td>
<td>0.474</td>
<td>4.669</td>
</tr>
<tr>
<td>June</td>
<td>0.496</td>
<td>4.733</td>
</tr>
<tr>
<td>July</td>
<td>0.485</td>
<td>4.671</td>
</tr>
<tr>
<td>August</td>
<td>0.497</td>
<td>4.994</td>
</tr>
<tr>
<td>September</td>
<td>0.475</td>
<td>4.912</td>
</tr>
<tr>
<td>October</td>
<td>0.483</td>
<td>4.944</td>
</tr>
<tr>
<td>November</td>
<td>0.477</td>
<td>4.709</td>
</tr>
<tr>
<td>December</td>
<td>0.481</td>
<td>4.488</td>
</tr>
<tr>
<td>Average:</td>
<td>0.481</td>
<td>4.806</td>
</tr>
</tbody>
</table>

Scaled Annual Average (kWh/m²/day): 4.12

Figure 39 Average monthly solar radiation kWh/m²/day and clearness index
The clearness index has a simple definition. It is equal to the global solar radiation on the surface of the earth divided by the extra-terrestrial radiation at the top of the atmosphere. In other words, it is the proportion of the extra-terrestrial solar radiation that makes it through to the surface [231, 232]. It varies from around 0.8 in the clearest conditions to near zero in overcast conditions. The monthly average clearness index may vary from near 0.8 down to maybe 0.2 surface [231].

One can calculate precisely the amount of solar radiation that strikes the top of the atmosphere anywhere on earth with just the latitude. Therefore, if the amount of radiation striking the surface is specified, HOMER immediately divides that value by the amount of radiation striking the top of the atmosphere to calculate the clearness index [233]. If the clearness index is specified instead, HOMER multiplies that value by the extra-terrestrial radiation to calculate the amount of radiation striking the surface.

In this case, the average of the clearness index and daily radiation are 0.481 and 4.806 respectively. The value of clearness index and daily radiation do not fluctuate much. From Table 20, it tells us that the guaranteed annual power is 4.12 kWh/m²/day which is good for solar energy system.

- **Wind Energy**

Since the energy from the PV array is not sufficient to supply the average daily energy demand, wind turbine is one of the supporting combined
alternative to provide the remaining power needed to charge up the battery and load demand. Scaled annual average shown in the Table 21 is used to determine the sensitivity analysis in HOMER simulation. This also implies that the annual guaranteed wind speed is 2.89 m/s. HOMER determines a scaling factor by dividing the scaled annual average by the baseline annual average and multiplies each baseline value by this factor. By default, HOMER sets the scaled average equal to the baseline average, which results in a scaling factor of 0.95. This scaled annual average examines the effect of higher or lower wind speeds on the feasibility of system designs.

**Table 21 Baseline Data for wind speed**

<table>
<thead>
<tr>
<th>Month</th>
<th>Wind Speed (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>1.800</td>
</tr>
<tr>
<td>February</td>
<td>1.800</td>
</tr>
<tr>
<td>March</td>
<td>3.000</td>
</tr>
<tr>
<td>April</td>
<td>3.000</td>
</tr>
<tr>
<td>May</td>
<td>3.000</td>
</tr>
<tr>
<td>June</td>
<td>3.000</td>
</tr>
<tr>
<td>July</td>
<td>4.000</td>
</tr>
<tr>
<td>August</td>
<td>5.000</td>
</tr>
<tr>
<td>September</td>
<td>5.000</td>
</tr>
<tr>
<td>October</td>
<td>3.000</td>
</tr>
<tr>
<td>November</td>
<td>2.000</td>
</tr>
<tr>
<td>December</td>
<td>1.800</td>
</tr>
<tr>
<td><strong>Average:</strong></td>
<td><strong>3.041</strong></td>
</tr>
</tbody>
</table>

Scaled Annual Average (m/s): 2.89

In [161, 228] say that as the wind turbine tower is higher, it increases the initial, operational and maintenance cost, however the wind speed is tends to be higher at higher position. An anemometer height is one of the parameter in HOMER simulations.
When hourly wind speed data is not available, hourly data can be generated synthetically from the monthly averages. HOMER's synthetic wind speed data generator is different to use than the solar data because it requires four parameters [157, 229].

i. The Weibull \((k)\) value: \(k\) value is a measure of distribution of wind speed over the year. The default value is 2 because this has been shown to represent most wind regimes fairly accurately. The default value is used in this study.

ii. The autocorrelation factor: this factor measures the randomness of the wind. Higher values indicate that the wind speed in 1h tends to depend strongly on the wind speed in the previous hour. Lower values mean that the wind speed tends to fluctuate in a more random fashion from hour-to-hour. The autocorrelation factors tend to be lower \((0.70–0.80)\) in areas of complex topography and higher \((0.90–0.97)\) in areas of more uniform topography. In this study, 0.85 is used. 0.85 is the default value and is the mid-value of the higher and lower value.

iii. The diurnal pattern strength: it is a measure of how strongly the wind speed depends on the time of day. In most locations, the afternoon trends to be windier than the morning. A high value of the diurnal pattern strength shows that there is a relatively strong dependence on the time of day and vice versa [234, 235]. In this study, 0.25 is used.

iv. The hour of peak wind speed: it is the time of day that tends to be windiest on average throughout the year. In this study, 15:00 is used.
as the hour of peak wind speed according to the simulated wind speed in HOMER. Table 22 shows advanced parameters for HOMER wind resource input.

Table 22 Advanced parameters for HOMER wind resource input

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weibull (k) value</td>
<td>2</td>
</tr>
<tr>
<td>autocorrelation factor</td>
<td>0.85</td>
</tr>
<tr>
<td>diurnal pattern strength</td>
<td>0.25</td>
</tr>
<tr>
<td>hour of peak wind speed</td>
<td>15:00</td>
</tr>
</tbody>
</table>

The parameters shown in Table 22 are taken from [234, 235]. Based on the studies carried out in [234, 235], these values are said to be optimal values in order to obtain high wind energy.

4. Economics

Considering the project lifetime to be 20-years, the annual real interest was taken as 0%. Generally speaking, the real interest rate is equal to the nominal interest rate minus the inflation rate. The appropriate value for this variable depends on current macroeconomic condition, the financial strength of the implementing entity, and concessional financing or other policy incentives [236, 156]. However, in this case, annual real interest is not our concern as Malaysia government subsidises the renewable energy system. The capacity shortage fraction (C.S.F) is the fraction of the total load plus operating reserve that system fails to supply. For this HOMER’s simulation part, C.S.F of 0%, 0.01% and 0.02% are simulated.
5. Photovoltaic panels

HOMER deals with PV array in terms of rated kW, not in m$^2$. HOMER assumes that the output of the PV array is linearly proportional to the incident solar radiation. The PV modules composed of several solar cells are clustered in series–parallel arrangement to form solar arrays with the necessary capacity. In the proposed systems, PV array sizes taken into account were 0 (no PV array), 2, 4, 6, 8, 10, 12, 14, 16, 18 and 20 kW.

The parameters considered for the simulation of solar PV panels are tabulated in Table 23. Efficiency of solar panels drops as the temperature of the solar panels increase. It is worth mentioning that HOMER’s PV input GUI has a derating factor. Ought to be the slightly hotter climate according to [233] a derating factor of 80% was applied to the electric production from each panels instead of the default value of 90%. The purpose of ‘derating factor’ is to compensate the reduction in efficiency of the PV panels as in the actual conditions are less favourable than standard test conditions STC, (cell temperature = 25°C and solar irradiance = 1 kW/m$^2$, provided by the manufacturer, as well as the ambient temperature and irradiation conditions) [176]. This derating factor reduces the PV power production by 20% to approximate the varying effects of temperature, dust and wiring losses on the panels. The PV panels were modelled as fixed and tilted south at an angle equal to latitude of the location.
The capital cost for PV panels are slightly higher than the cost shown in Genetic Algorithm fitness function in the next section. The commercial price for that particular PV panel is $335, however, HOMER does not model the battery charge controller as a separate component [237]. Therefore, its cost and efficiency in the values you specify for other components and the best place to include the charge controller costs and efficiency is the PV array inputs. In the cost of the PV array, the cost of the charge controller is included. Moreover, the PV derating factor is also reduced to account for the efficiency of the charge controller. In this case, initially the derating factor of 90% is to account for losses in the PV array, and the efficiency of the charge controller is 90%. Therefore, the final derating factor is 81%.

6. Wind Turbine

The wind turbine was simulated in the model based on the technical data and economic parameters of the wind turbines Generic 1kW. Every wind turbine has a power curve specifying power output versus wind speed. HOMER just refers to the power curve when calculating wind turbine power output.
Technical and economic parameters for selected wind turbine are tabulated in Table 24.

### Table 24 Wind Turbine-Techical Parameters and Cost

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated Power</td>
<td>kW</td>
<td>1</td>
</tr>
<tr>
<td>Capital Cost</td>
<td>$</td>
<td>2240</td>
</tr>
<tr>
<td>Replacement Cost</td>
<td>$</td>
<td>2240</td>
</tr>
<tr>
<td>Operational and Maintenance Cost (O&amp;M)</td>
<td>$</td>
<td>118</td>
</tr>
<tr>
<td>Lifetime</td>
<td>Years</td>
<td>20</td>
</tr>
<tr>
<td>Hub Height</td>
<td>m</td>
<td>15</td>
</tr>
</tbody>
</table>

7. Converters (Inverter)

A power converter is used to maintain the flow of energy between the AC and DC components. Table 25 shows the technical and economic parameters of the converter. The inverter and rectifier efficiencies were assumed to be 85% and 90% for the sizes of 2, 4, 5, 6, 7, 8, 9, 10, 12, 14, 16 kW considered. The sizes are defined for the purpose of providing a search space in HOMER simulation. HOMER also simulates each system with power switched between the inverter and the generator. These devices were not allowed to operate in parallel.

### Table 25 Converter-Techical Parameters and Cost

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated Power</td>
<td>kW</td>
<td>1.5</td>
</tr>
<tr>
<td>Capital Cost</td>
<td>$</td>
<td>1942</td>
</tr>
<tr>
<td>Replacement Cost</td>
<td>$</td>
<td>1942</td>
</tr>
<tr>
<td>Operational and Maintenance Cost (O&amp;M)</td>
<td>$</td>
<td>19</td>
</tr>
<tr>
<td>Lifetime</td>
<td>Years</td>
<td>20</td>
</tr>
</tbody>
</table>
8. Batteries

HOMER allows user to add new component with the new specification and cost of the battery. A Hoppecke 12V, 120Ah batteries are used in this PV-Wind-Battery system. The specifications are shown in Table 26. According Hoppecke data sheet [238], the minimum battery life is 10 years if the battery is not drained more than DOD 80-90% for ~600 cycles at an optimal temperature. Battery lifetime greatly depends on the pattern of the load profile.

HOMER uses the Kinetic Battery Model and represents batteries as a ‘two tank’ system [239]. One tank provides immediately available capacity while the second can only be discharged at a limited rate.

HOMER set the DC bus voltage by defining a number of batteries per string. This defines the number of battery connects in series. On the battery input page, the number of batteries per string is specified. HOMER displays the bus voltage, which it calculates by multiplying the battery's nominal voltage by the number of batteries per string.

<table>
<thead>
<tr>
<th>Table 26 Specification of Hoppecke Battery</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parameter</strong></td>
</tr>
<tr>
<td>Nominal Voltage</td>
</tr>
<tr>
<td>Nominal Capacity</td>
</tr>
<tr>
<td>Maximum Charge Current</td>
</tr>
<tr>
<td>Round-trip efficiency</td>
</tr>
<tr>
<td>Maximum State-of-Charge</td>
</tr>
<tr>
<td>Capital Cost</td>
</tr>
<tr>
<td>Operational and Maintenance Cost O&amp;M</td>
</tr>
<tr>
<td>Replacement Cost</td>
</tr>
</tbody>
</table>
ii. Control Strategy

*Control strategy used in HOMER simulation is charge-following. The set point of battery SOC is set to 0.8.* After modelling is done, the model will be implement based on the parameters, constraint and the output obtained from HOMER.

In hybrid source systems with batteries and without diesel generators, the dispatch strategy is simple where the battery charges if the renewable energy is in excess after meeting the demand, and the battery discharges if the load exceeds the renewable energy.

3.2.1.2 Summary

- HOMER uses constraint to optimise the cost of the system. Stating the different constraints in HOMER leads to different optimization result. For example, the capacity shortage of the system is a constraint in HOMER.

- Cost and technical specification of components are defined in HOMER before the simulation and optimization result is obtained. This is important to ensure a feasible simulation.

- Simulation is the first step of implementing a prototype. This is important to save unnecessary cost in implementing a system.

- The result obtained in HOMER for the PV-Wind-Battery is compared with the result obtained from the implemented GA fitness functions shown in the next section.
3.2.2 Methodology Optimal Sizing of RES using the GA

Supercapacitor is the auxiliary energy storage in the implemented renewable energy system (RES). Design and simulation for the implemented RES cannot be done in HOMER as the HOMER library does not include supercapacitor. However, if model a large supercapacitor that functions as an energy storage device, this means that the system can use it to store energy from one time step to the next or from one day to another, it can be done that using HOMER's battery module. A flat capacity curve, a really high lifetime throughput, and a high round-trip efficiency for a supercapacitor are expected. On the other hand, if the supercapacitor does not store much energy and it is sufficient to serve the load for a few seconds, this primarily affects power quality or system stability. HOMER does not allow to model that because it does not model those effects as this is using the battery module theory. Therefore, it is not feasible to optimise the implemented system using HOMER.

GA is chosen for the optimal sizing the implemented RES as GA is not easy to trap in local optimal point and a higher freedom in coding more parameters as compared to other optimization techniques mentioned in Section 2.2.2. The proposed stand-alone system includes hybrid energy storage which consists of batteries and supercapacitors. This system is compared with the battery only RES. By considering the 20-year round total system cost, the objective function is made up of the sum of the respective components initial capital, maintenance and operational costs. Concept on constructing fitness functions which subjects to constraints is shown to optimise PV-wind-battery system, PV-wind-battery-supercapacitor system and a prototype PV-battery-supercapacitor are presented in Section 3.2.2-1, Section 3.2.2-2 and Section
3.2.2-3 accordingly. These GA fitness functions are computed to the GA code written using MATLAB R2011b. The code is documented in Appendix A2.

3.2.2.1 Optimal Sizing of Battery Single Energy Storage System (SB-HESS) using the GA

The objective function is the total net present cost (NPC) of the system which also represents the life-cycle cost. Net present cost includes the initial cost of the components, and all the future cost which consists of the maintenance and operational cost of the components throughout the total life of installation. The maintenance and operation cost of each unit of the components per year has been set to 2% of the corresponding capital cost. Normally, the life span of the system follows the life span of the solar panels [123, 240]. This is because the life span of solar panel in the system has the longest life span among the other components [123, 240, 169]. A same location mentioned in the previous part is used for GA optimal sizing RES, which is Semenyih. The objective function optimises the following costs:

- Cost of purchasing solar panels, wind turbines, the batteries, the inverter, the PV battery chargers.
- Cost of maintenance and operational of the solar panels, wind turbines, the batteries, the PV battery chargers and the inverters.
- Cost of replacing the batteries, the PV battery chargers, and the inverters.

Based on the different type of cost listed above, fitness function and constraints are constructed to design and optimise the renewable energy system.
1. Fitness Function

i. PV-wind-battery system

\[
Z_{(N_{PV}, N_{WG}, N_{BAT}, N_{CH})} = N_{PV} \cdot (C_{PV} + y_p \cdot M_{PV}) + N_{WG} \cdot (C_{WG} + y_p \cdot M_{WG} + h \cdot C_h + y_p \cdot h \cdot C_{hm}) + N_{BAT} \cdot (C_{BAT} + R \cdot C_{BAT} + (y_p - R - 1) \cdot M_{BAT}) + N_{CH} \cdot C_{CH} \cdot (y_{CH} + 1) + N_{CH} \cdot M_{CH} \cdot y_p - (y_{CH} - 1) + C_{INV} \cdot (y_{INV} + 1) + M_{INV} \cdot (y_p - y_{INV} - 1)
\]

Equation 27

where \( h \) is the height of the WG tower in meter, \( C_{PV} \), \( C_{WG} \), and \( C_{BAT} \) are the capital cost ($\) of one module, WG and battery respectively, \( C_h \) is the capital cost ($\) for the WG tower per meter ($/m), \( C_{hm} \) is the maintenance cost per meter and year ($/meter/year), \( C_{CH} \) is the capital cost of one PV battery charger ($\), \( y_{CH} \) and \( y_{INV} \) are the expected numbers of PV battery charger and DC/AC inverter replacements during the 20-year system lifetime (and it is equal to the lifetime 20 years) divided by the Mean Time Between Failures (MTBF) of power electronic converters [176, 241], \( C_{INV} \) is the capital cost of the DC/AC inverter, ($\). Project lifetime, \( y_p \) is 20 years. \( R \) is the expected number of battery replacement which depends on \( y_{batt} \), \( y_{batt} \) is the expected battery lifespan during the 20-years system operation. It depends on the battery energy each hour of the simulation by dividing the total year-to-date of charging the battery bank by the total year-to-date amount of energy put into the battery bank. It is computed using Equation 28 shown below:

\[
Battery \ lifetime, y_{batt} = N_{BAT} \cdot \frac{Q_{lifetime}}{Q_{annual}}
\]

Equation 28
Where lifetime throughput for a single battery, $Q_{\text{lifetime}}$, and annual throughput of the a single battery, $Q_{\text{annual}}$, are shown in Equation 29 and Equation 30.

$$Q_{\text{lifetime}} = C_{\text{cycleDOD}} \cdot DOD \cdot V_N \cdot C_N$$  \hspace{1cm} \text{Equation 29}

$$Q_{\text{annual}} = \eta_{RT} \cdot P_{\text{annual}}$$  \hspace{1cm} \text{Equation 30}

$N_{BAT}$, the number of batteries,

$DOD$, Depth-of-discharge of the battery (where the state-of-charge minimum SOC of the battery is set). Simulation is carried out for, $DOD = 1.0, 0.9, 0.8, 0.7, 0.6$ and 0.5.

$C_{\text{cycleDOD}}$, the number of charge and discharge cycle of the battery (based on data sheet of the battery),

$V_N$, the nominal voltage of the battery, $V_N = 12V$

$C_N$, the nominal capacity of the battery, $C_N = 118Ah$

$\eta_{RT}$, the round-trip energy efficiency, $\eta_{RT} = 87.46\%$.

$M_{CH}$ and $M_{INV}$ are the maintenance costs per year ($/\text{year}$) of one PV battery charger and DC/AC inverter respectively. In addition, the number of PV battery chargers, $N_{CH}$ is equal to the total number of PV power generation blocks which depends on the number of PV modules, $N_{PV}$. It is calculated using the equation below:
where $P_{ch}^m$ is the power rating of the selected battery charger (W) and $P_{PV}^m$ is the maximum power of one solar panel under standard test condition (W), under the manufacturers’ specification. In this case, the power rating for solar panel, $P_{PV}^m$ is 100 W and the power rating for PV battery charger, $P_{ch}^m$ is 300 W.

### ii. PV-battery system

Equation 32 shows the fitness function for PV-Battery system. Wind generator terms in Equation 27 is removed and Equation 32 is formulated as follows:

$$Z_{(N_{PV},N_{BAT},N_{CH})} = N_{PV} \cdot (C_{PV} + y_P \cdot M_{PV}) + N_{BAT} \cdot (C_{BAT} + R \cdot C_{BAT} + (y_P - R - 1) \cdot M_{BAT})$$

$$+ N_{CH} \cdot C_{CH} \cdot (y_{CH} + 1) + N_{CH} \cdot M_{CH} \cdot y_P$$

$$- (y_{CH} - 1) + C_{INV} \cdot (y_{INV} + 1) + M_{INV}$$

$$\cdot (y_P - y_{INV} - 1)$$

where

- $C_{PV}$ and $C_{BAT}$ are the capital cost ($) of one module and battery respectively,
- $C_{CH}$ is the capital cost of one PV battery charger ($) treat
- $y_{CH}$ and $y_{INV}$ are the expected numbers of PV battery charger and DC/AC inverter replacements during the 20-year system lifetime and it is equal to the lifetime 20 years) divided by the Mean Time Between Failures (MTBF) of power electronic converters Holtz et al., 1994),
C_{INV} is the capital cost of the DC/AC inverter, ($), R is the battery lifetime.

Project lifetime, y_p is 20 years.

R is the expected number of battery replacement which depends on y_{batt}, y_{batt} is the expected battery lifespan during the 20-years system operation. It is computed using the Equation 28.

M_{CH} and M_{INV} are the maintenance costs per year ($/year) of one PV battery charger and DC/AC inverter respectively.

2. Boundary

The fitness function for the battery alone RES is subject to the initial boundary as shown below:

\[
15 < N_{PV} < 30 \\
1 < N_{WG} < 3 \\
4 < N_{BAT} < 36 \\
N_{CH} < 0 \\
N_{INV} < 0
\]

The total power of PV, P_{pv} and wind generator, P_{wind} is not more than 2.0 kW. This is defined based on the random variability (percentage) set for the simulated load profile which is explained in the section below. For the operating reserve (in this case battery) the maximum throughput for one battery is 1.416 kWh based on the data specification of the battery. This throughput of the battery is constrained based on the DOD defined in the system. The battery is sized based on the highest peak in the load profile for the battery-only
system. It also depends on the loss of power supply probability (LPSP) set by the user. It is a trade-off between the system cost and the power failure time. The concept of the LPSP is explained in the section below.

3. Constraints

Constraints in a GA are important because it places the objective function in the proper search space which is related to real life conditions in which we wish to optimise the system. With proper constraints we are able to solve the objective function accurately and implement that solution in the practical situation under consideration. GA searches thoroughly over the search space. With improper constraints the GA will still find the optimal solution, however, it may not be practical to implement.

In order to optimise the cost of a renewable energy system, a compromise must be achieved between the size of the energy storage system and the power requirement. There are three constraints used for the implemented fitness functions.

i. Loss of Power Supply Probability (LPSP)

LPSP is defined as the probability that an insufficient power supply results (when the hybrid system PV array, wind turbine and battery storage) is unable to satisfy the load demand [48]. It is a feasible measure of the system performance for an assumed or known load distribution. A LPSP of 0 means the load will always be satisfied; and an LPSP of 1 means that the load will never be satisfied [48]. LPSP is a statistical parameter [242, 243]; its calculation is not only focused on the abundant or bad resource period.
Therefore, if renewable energy output is low, the system suffers from a higher probability of losing power. This is because of the intermittent solar radiation and wind speed characteristics, which highly influence the resulting energy production, power reliability analysis has been considered as an important step in any system design process. A reliable electrical power system means a system has sufficient power to supply the load demand during a certain period or it also means that it has a small LPSP [244].

Considering the energy accumulation effect of the battery, to present the system working conditions more precisely, the chronological method is employed in this research. The LPSP from time 0 to T can be expressed as follows,

$$\text{LPSP} = \sum_{t=0}^{T} \frac{\text{Power failure time}}{T}$$

$$\text{LPSP} = \sum_{t=0}^{T} \frac{(P_{\text{available}}(t) < P_{\text{needed}})}{T} \quad \text{Equation 33}$$

where T is the number of hours in this study with hourly weather data input. From the load profile shown in Figure 40, T = 24. The power failure time is defined as the time that the load is not satisfied when the power generated by both the wind turbine and the PV array is insufficient and the storage is depleted battery SOC falls below the allowed value $SOC_{min} = 1 - DOD$ (and still has not recovered to the reconnection point).

As mentioned previously, there is trade-off between system cost and the power reliability. If the user willing to pay for a 0 LPSP system, the system cost
is higher and hence, the available power, $P_{\text{available}}$ is always more than $P_{\text{needed}}$.

For example, if $LPSP = \frac{0}{24} = 0$. This tells us that there is no downtime for this system every single peak of the load profile is covered even the highest peak (1000W as shown in Figure 40). Simulation is done for 0, 0.01, 0.02 LPSP systems and result obtained is presented in Section 4.2.2.

**Figure 40 Load profile**

![Figure 40 Load profile](image_url)

The same load profile in HOMER was used for GA optimal sizing RES shown in Figure 40. From the figure above, the highest load peak is 1000W.

ii. *Constraint for power from Renewable Energy Sources*

Constraint for renewable energy sources is clear. The total power generated from PV panel and wind generator are not more than 2.0kW for a 0 (zero) LPSP. As mentioned earlier, a random variability of 10% of day-to-day and 20% time-step-to-time-step are added to the total power needed from the renewable energy sources. The efficiency of the PV panel and wind generator
are 90% according to the data sheet from the manufacturer as shown in Table 27. However, in real life, the solar irradiance and wind speed are fluctuated. Based on the weather forecast from NASA Surface Meteorology solar irradiance in Semenyih is higher. The rated power of the PV panel and wind generator is 0.100kW and 1kW respectively. Equation 34 below shows constraints of the output power from renewable energy source.

\[ G = (\%_{PV} \cdot N_{PV} \cdot P_{ratedPV}) + (\%_{WG} \cdot N_{WG} \cdot P_{ratedWG}) \]  

\textit{Equation 34}

where,

- \( N_{PV} \) is the number of PV panel,
- \( N_{WG} \) is the number of wind generator,
- \( \%_{PV} \) is the percentage of how much the PV panel could generate based on the solar irradiance at that specific site, the value of this 0.96 based on the weather forecast,
- \( \%_{WG} \) is the percentage of how much the wind generator could produce based on the forecast velocity of the wind at that specific site, the value of this is 0.04,
- \( P_{ratedPV} = 0.100kW \),
- \( P_{ratedWG} = 1kW \).

From Figure 40, The load profile might fluctuate in actual case. A 50% of discrepancy is added to the highest power peak. The calculation for constraint shown below is based on 1.5kW as the peak power. A big portion of total generated power is contributed from solar energy due to the fact that the solar irradiance in Semenyih is higher than the wind velocity.

Hence, \( G \geq 2.0kW \) as this is a 2kW RES for the initial boundaries of \( 15 < N_{PV} < 30 \) and \( 1 < N_{WG} < 3 \).
iii. Constraint for battery connection

DC bus voltage is 48V. This is important to decide the number of battery in one string. This also means that how many batteries are connected in series based on the battery specification. Hopecake battery 12V, capacity of 118Ah and throughput of 1.416kW is used in this study. The minimum \( N_{\text{Batt}} \) is 4 (\( N_{\text{Batt}} \geq 4, 8, 12, 16, 20, 24, 28, 32, 36 \)) due to the DC bus voltage of the system.

iv. Constraint for Autonomy

\( A \), autonomy of the system constraints the number of batteries used with different LPSP value. This is an autonomous system, operating reserve (battery in this case) plays an important role in the system and it has a big impact on the net present cost of the system to maintain a zero load rejection (0% LPSP). Different value of depth-of-discharge (DOD) are applied to the simulation. Total usable battery capacity is optimised to cater power, \( P_A \). From Figure 40, the highest peak is 1kW, \( P_A \) is 1kW as battery is sized based on the highest peak for the battery-only system.

\( A \) is an inequality constraint where \( A \), is the autonomy for the batteries in hours. The constant value of \( A \) is set by the user depends on the LPSP. If 0 LPSP, \( A \) is always more than 24 hours to avoid zero downtime. Equation 35 shown below is used to construct autonomy. For night, when wind speed is very low and no solar irradiance (the renewable energy source is nearly absent), operating reserve (battery in this case) plays an important role to ensure zero load rejection output. \( A \) of the system is assigned as follows:
\[ A \leq 24 \]

\[ A = \frac{C_{U, \text{battery usable capacity}}}{P_A} \]  

where

\[ C_U = N_{BAT} \cdot DOD \cdot \text{rated throughput} \]

\[ C_U = N_{BAT} \cdot C_{\text{min}} \]  

\[ C_U = N_{BAT} \cdot DOD \cdot V_N \cdot C_N \]  

\( N_{BAT} \) is the number of batteries,

\( V_N \) is the nominal voltage of the battery, 12V

\( C_N \) is the nominal capacity of the battery, 118Ah

\( DOD \) is Depth-of-discharge of the battery (where the minimum SOC of the battery is set).

\( P_A \) is the power that battery is required to cater when there is zero output renewable power. It is also based on the load profile. For a battery alone system, \( P_A \) is 1kW. The highest peak in the load profile is supplied by the battery only.
3.2.2.2 Optimal Sizing of Supercapacitor-Battery Hybrid energy storage system (SB-HESS) using the GA

This methodology aims to minimise the 20-year round total system cost function \((Z_c)\) by taking the total capital of the devices \((C_c)\), the costs of the 20 years round maintenance \((C_m)\). The set of variables \((x)\) that consists ofumber of PV modules \((N_{PV})\), WG \((N_{WG})\), batteries \((N_{BAT})\), supercapacitor \((N_{SCAP})\) battery chargers \((N_{CH})\), PV charges, and the height \((h)\) of the installation of the wind generator is optimised. The focus of the objective function is the number of replacement batteries which is based on the battery lifespan, \(R\) and the number of batteries \(N_{BAT}\) that benefits from the inclusion supercapacitor \(N_{SCAP}\) in the energy storage system. The total system cost function is equal to the sum of the \(C_c\) in \(\$\) and \(C_m\) in \(\$\), the function is shown below:

\[
\min Z(x) = \min \{C_c (x) + C_m (x)\} \quad \text{Equation 37}
\]

where \(x\) is the vector of the decision variables mentioned above.

The decision variables are the unknowns that are to be determined by the proposed GA objective function. A specific decision is made when decision variables take on specific values. The decision variables in the objective function deal with component numbers and installation settings.

The objective function is a cost function in this part. It changes value as a result of changes in the values of the decision variables. This cost function measure the desirability of outcome of a decision. This cost function describes the initial cost and the maintenance plus operational cost of the components.
The initial cost are related to the technical specification of the components, capital cost of the components and the number of the components of PV module, wind generator, operation settings on the wind generator, battery and supercapacitor. These capital costs also include the installation cost of the devices. The maintenance and operation cost of each unit of the components per year has been set to 2% of the corresponding capital cost. In this approach, constraints play an important role. The constraints are used to link the objective function, which is non-physical to knowledge of the physical world through experiment. The constraints also restrict the range of decision variables as a result of socio-economic, technological and physical constraints on the power system. These constraints are implemented by considering the technical characteristic of components in the system such as solar panel, wind generator, batteries, supercapacitors, charge controller and inverter. Moreover, constraints are made by matching the supply to load demand. Section below presents construction of fitness function for supercapacitor-battery hybrid energy storage system which subjects to constraints. GA coding is written in MATLAB R2011b and documented in Appendix A2.

1. Fitness function

i. PV-wind-battery-supercapacitor system

\[
Z_{(N_{PV}, N_{WG}, N_{BAT}, N_{CH}, N_{SCAP})} = N_{PV} \cdot (C_{PV} + y_{p} \cdot M_{PV}) \\
+ N_{WG} \cdot (C_{WG} + y_{p} \cdot M_{WG} + h \cdot C_{h} + y_{p} \cdot h \cdot C_{hm}) + N_{BAT} \\
\cdot (C_{BAT} + R \cdot C_{BAT} + (y_{p} - R - 1) \cdot M_{BAT}) + N_{CH} \cdot C_{CH} \\
\cdot (y_{CH} + 1) + N_{CH} \cdot M_{CH} \cdot y_{P} - (y_{CH} - 1) + C_{INV} \cdot (y_{INV} + 1) \\
+ M_{INV} \cdot (y_{P} - y_{INV} - 1) + N_{SCAP} \cdot C_{SCAP}
\]
ii. PV-battery-supercapacitor system

\[
Z_{(N_{PV}, N_{BAT}, N_{CH}, N_{SCAP})} = N_{PV} \cdot (C_{PV} + y_{P} \cdot M_{PV}) + N_{BAT} \cdot (C_{BAT} + R \cdot C_{BAT} + (y_{P} - R - 1) \cdot M_{BAT}) + N_{CH} \cdot C_{CH} \\
+ (y_{CH} + 1) \cdot N_{CH} \cdot M_{CH} \cdot y_{P} - (y_{CH} - 1) + C_{INV} \cdot (y_{INV} + 1) \\
+ M_{INV} \cdot (y_{P} - y_{INV} - 1) + N_{SCAP} \cdot C_{SCAP}
\]

Equation 39

With the initial boundary:

\[
15 < N_{PV} < 30 \\
1 < N_{WG} < 3 \\
4 < N_{BAT} < 36 \\
N_{CH} < 0 \\
N_{INV} < 0 \\
2 < N_{SCAP} < 8
\]

Where \( h \) is the height of the WG tower in meter, \( C_{PV}, C_{WG}, C_{BAT}, C_{SCAP} \) are the capital cost (\$) of one PV module, WG, battery and supercapacitor respectively, \( C_{h} \) is the capital cost (\$) for the WG tower per meter (\$/m), \( C_{hm} \) is the maintenance cost per meter and year (\$/meter/year), \( C_{CH} \) is the capital cost of one PV battery charger (\$), \( y_{ch} \) and \( y_{ev} \) are the expected numbers of PV battery charger and DC/AC inverter replacements during the 20-year system lifetime and it is equal to the lifetime (20 years) divided by the Mean Time Between Failures (MTBF) of power electronic converters Holtz et al., 1994). MTBF is used in the manufacturing world and even in the military as a way to
measure a system's reliability. The assumption behind measuring MTBF is that a system will periodically fail and will correct itself according to its design [176, 241]. The higher the mean time between failures, the more reliable a system is. \( C_{\text{INV}} \) is the capital cost of the DC/AC inverter, ($) \( $. R \) is the expected number of battery replacement which depends on \( y_{\text{batt}} \). \( y_{\text{batt}} \) is the expected battery lifespan during the 20-years system operation. It is computed using Equation 28. \( M_{\text{CH}} \) and \( M_{\text{INV}} \) are the maintenance costs per year ($/year) of one PV battery charger and DC/AC inverter respectively. In addition, the number of PV battery chargers, \( N_{\text{CH}} \) equal with the total number of PV power generation blocks which depends on the number of PV modules, \( N_{\text{PV}} \). The equation of calculating number of charge controller is shown in Section 3.2.2-1 (Equation 31).

2. Constraint

From section 3.2.2-1, the same equations to construct the constraint of power from renewable energy sources, \( G \) (Equation 34) and constraint for number of battery, Autonomy \( A \) (Equation 35) are used since the LPSP, DC bus voltage, same specification of the components and hypothetical location are same. Constraint for the number of supercapacitor is presented below.

i. *Loss of Power Supple Probability (LPSP)*

Hybrid energy storage of RES with 3 different LPSP are simulated. 0, 0.01, and 0.02 LPSP systems as the capacity shortage of these three systems are almost negligible.

ii. *Constraint for power from Renewable Energy Sources*

\( G \geq 2.0kW \) is obtained using Equation 35. The calculation is shown in previous section.
iii. **Constraint for battery connection**

DC bus voltage is 48V. The minimum $N_{\text{Batt}}$ is 4 ($N_{\text{Batt}} \geq 4, 8, 12, 16, 20, 24, 28, 32, 36$) due to the DC bus voltage of the system.

iv. **Constraint for Autonomy**

$A \leq 24$ is obtained using Equation 35. The calculation is shown in previous section.

v. **Constraint for Supercapacitor**

48V, 83F of supercapacitor is chosen for this simulation. Data specification is shown in Table 27.

$$N_s = \frac{\text{Load Voltage}}{\text{Cell Voltage}}$$

$$N_s = \frac{48}{48} = 1$$

$\therefore N_s \leq 1$

where $N_s$ is the cells in series.

From the data sheet [245], $ESR$ is the internal resistance of the supercapacitor, 10mΩ. $C$ is the capacitance, 83F. Supercapacitor is constraint based on the load profile shown in Figure 40, $P_{\text{max}} = 1000\text{W}$.

$$N_p = \frac{IN_s}{\Delta V} \left( \frac{\Delta t}{C} + ESR \right)$$

$$N_{pUpper} = \frac{I_{\text{max}}N_s}{\Delta V} \left( \frac{\Delta t}{C} + ESR \right)$$

$N_{pUpper} = 8.333$

$$N_{pLower} = \frac{I_{\text{min}}N_s}{\Delta V} \left( \frac{\Delta t}{C} + ESR \right)$$

$N_{pLower} = 2.80$

$\therefore N_p \leq 2$
where $N_p$ is cells in parallel,

$N_{PUpper}$ is number of supercapacitor in parallel for upper boundary,

$N_{PLower}$ is number of supercapacitor in parallel for lower boundary,

$\Delta t$ is the discharge period of the supercapacitor, ESR equivalent series resistance of the supercapacitor,

$\Delta V$ is the voltage drop, 16V

$V_{max}$ is operating voltage, 48.6V

$V_{min}$ is the minimum voltage, 32.6V

$I_{max}$, $I_{min}$, $I_{avg}$ are the maximum current, minimum current and the average current which can be delivered by the cell,

$\Delta t = 180s$

$\Delta V = V_{max} - V_{min}$

$I_{max} = \frac{P_{max}}{V_{max}} = 30.67A$

$I_{min} = \frac{P_{min}}{V_{max}} = 20.57A$

$I_{avg} = \frac{I_{max} + I_{min}}{2}$

$I_{avg} = 25.62A$

For the SB-HESS, the focus has been put forward to the battery lifetime. As mentioned earlier, the battery lifetime is limited and it depends on the design and the control energy flow strategy of the system. In this proposed system, the main aim of the hybrid supercapacitor battery system is to prolong the battery lifetime and also reduce the battery size. The motivation of designing this system is to reduce the stress factor of the batteries, which is
greatly depending on the batteries operating condition by integrating the system with supercapacitor.

In the fitness function for this domain, there is no maintenance and operational cost for supercapacitor as supercapacitor is a maintenance-free energy storage device. In other words, supercapacitor has much longer shelf and cycle life than batteries. By ‘much’ is meant at least one order of magnitude higher. It also can be said that the cycle life of a supercapacitor is similar to the lifetime of a PV system for 20 years (in this case). This is due to the fact that supercapacitor often referred to as an electrochemical capacitor, which stores the energy by charge separation. Charge is stored in the micropores at or near the interface between the electrode material and electrolyte.

Stress factor of the batteries is the characteristic features of the operating condition of the battery and it alters the rate of action of the damage mechanism of the battery. The proposed system aims to stabilize the time series of voltage, current, temperature and SOC which markedly reflecting the operating conditions generally used and accepted as the criteria of indicating the lifetime of batteries. Battery cycle life, $y_{\text{batt}}$ is the length of time that the battery will last under normal cycles before it requires replacement; it depends on the depth of discharge of individual cycles. During the battery lifetime, a great number of individual cycles may occur, including the charging and discharging process and every discharging process will result in some depletion of the battery. This expected battery lifetime is calculated using the Equation 28 shown earlier. The number of the batteries is reduced owing to the fact that the proposed combination of hybrid electrical energy storage system. The supercapacitor which is known as a much higher power density electrical
energy storage device is coupled with the battery which has high energy density. This allows the hybrid energy storage system deliver peak power by the supercapacitor over a short period while still maintaining high battery SOC and low depth of discharge (DOD). However, the battery stores energy and releases it over a longer period. It also aids in avoiding downtime in the electrification.

Table 27 is the list of the capital cost, operational/maintenance cost and data specification of the components used for this solar application.

<table>
<thead>
<tr>
<th>Components/Specifications</th>
<th>Capital Cost ($)</th>
<th>Manufacturer brand</th>
<th>Operational/Maintenance cost ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV module</td>
<td>335</td>
<td>Grape Solar Monocrystalline Solar</td>
<td>7</td>
</tr>
<tr>
<td>V_{OC} = 21V</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I_{OC} = 7.22A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V_{max} = 17V</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I_{max} = 6.47A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P_{max} = 100W</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wind Generator</td>
<td>2240</td>
<td>Maglev</td>
<td>45</td>
</tr>
<tr>
<td>Power Rating = 1000W</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H_{high} = 14 -15m</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tower capital cost per meter $75/m</td>
<td>Tower maintenance cost per year per meter $0.75/year/m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Battery</td>
<td>361</td>
<td>Hopecake</td>
<td></td>
</tr>
<tr>
<td>Nominal capacity = 118 Ah</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Voltage = 12V</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Throughput =1.42kW</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DOD = 80%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Supercapacitor

- Capacitance = 83F
- Rated Voltage = 48V
- Working voltage = 48.6V
- Absolute maximum voltage = 51V

<table>
<thead>
<tr>
<th>Value</th>
<th>Supplier</th>
<th>Model</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1498.52</td>
<td>Maxwell</td>
<td>n/a</td>
<td></td>
</tr>
</tbody>
</table>

### DC/AC Inverter

- Efficiency = 80%
- Power Rating = 1500W

<table>
<thead>
<tr>
<th>Value</th>
<th>Supplier</th>
<th>Model</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>2068</td>
<td>Akku Solar</td>
<td>41</td>
<td></td>
</tr>
</tbody>
</table>

### Charge Controller

- $N_1 = 95\%$
- $N_2 = 100\%$
- Power Rating = 300W

<table>
<thead>
<tr>
<th>Value</th>
<th>Supplier</th>
<th>Model</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>266</td>
<td>MISOL ELECTRIC</td>
<td>2.66</td>
<td></td>
</tr>
</tbody>
</table>
3.2.2.3 Optimal Sizing of prototype supercapacitor-battery hybrid energy storage system using the GA

The similar implemented fitness functions using Equation 39 are used in a smaller scale renewable energy system (RES). However, the cost of the system is different as the component is cheaper for a lower power rating. For this prototype case, the power rating of PV panels is 34.52W and the power rating for charge controller is 102W. The DC bus voltage is scaled down from 48V to 12V. Therefore, the battery and supercapacitor chosen have the same rated voltage which is 12V. The minimum number of battery in a string is 1 ($N_{Batt} \geq 1$).

![Figure 41 Load profile for a prototype system](image)

Figure 41 above shows the scaled down version of RES. The simulated load profile used is taken from the load profile 1 as shown in Figure 35. The highest load peak of the prototype system is 30.72W. The pattern of the load profile for the prototype follows the pattern of the simulated load profile used in
2kW RES. A 50% of discrepancy is added to the highest power peak. The calculation for constraint shown below is based on the specification of the system 72W. The total power required, $P_{\text{needed}} = 266.04W$.

Firstly, constraint for renewable energy sources is straightforward as wind generator is not considered in our prototype due to the geographical issue. The total power generated from PV panel is not more than 72W for a 0 (zero) loss of power supply probability (LPSP). The efficiency of the PV panel is 90% according to the data sheet as shown in Table 28. However, in real life, the solar irradiance is fluctuated. Constraint, $G$ is shown in the calculation below:

The rated power of the PV panel is 34.25W based on the manufacturer specification.

$$G \geq (N_{PV} \cdot 34.25)$$

where the initial boundary is $1 < N_{PV} < 5$. Only single renewable energy sources is considered due to the fact that the solar irradiance in Semenyih is higher. Moreover, the scaled down system specification stated earlier is 72W, therefore,

$$\therefore G \geq 72W$$

DC bus voltage is 12V. This is one of the criteria of deciding the number of battery in one string. This also means that how many batteries are connected in series based on the battery specification. GP battery 12V, capacity of 1.2Ah and throughput of 14.4W is used. Constraint for usable capacity from the battery, Autonomy $A$ is assigned using Equation 35.

$$\therefore \text{Autonomy, } A \leq 1,$$
where DOD = 0.5,

\[ V_N \cdot C_N = 14.16\text{Wh}, \]

\[ P_A = 11.085\text{W}, \]

battery turns off when the load current is above 0.95A. which means \( P_A = 11.085\text{W}. \)

From data sheet of this battery [246], the recommended DOD is 80%, for this battery alone system, battery is drained to the recommended DOD. This 80% of its capacity is used to cater the sudden power peak. The minimum \( N_{\text{Batt}} \) is 1 and the initial boundary is \( N_{\text{Batt}} \geq 1 \) due to the DC bus voltage of the system. \( A \) decides the number of batteries used in system with different capacity shortage.

A smaller scaled of supercapacitor with the rating of 2.3V, 30F from Panasonic [247] is chosen. However, in this lab-scaled prototype system, the total voltage of the supercapacitor has been added and subjected to the fitness function (Equation 39) due to the availability of supercapacitor can be found in the market.

The first criteria to set the constraint for the number of supercapacitor are the total voltage of the supercapacitor which depends on the DC bus of the system.

The total voltage of the supercapacitor connected in series [38]:

\[ V_{\text{series}} = V_1 + V_2 + \cdots + V_n \]

\[ V_{\text{series}} = 2.3V \times 6 \]

\[ V_{\text{series}} = 13.8 \]

The total effective voltage of the other sets supercapacitors connected in parallel [38]:

\[ V_{\text{eff}} = V_{\text{series1}} = V_{\text{series2}} = \cdots = V_{\text{seriesn}} \]

\[ V_{\text{eff}} = 13.8V \]
# Table 28 Components and Data Specification for Prototype system

<table>
<thead>
<tr>
<th>Components/Specifications</th>
<th>Capital Cost (RM)</th>
<th>Manufacturer brand</th>
<th>Operational/Maintenance cost (RM)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PV module</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_{\text{max}} = 13.7\text{V}$</td>
<td>161</td>
<td>IB Solar</td>
<td>3.22</td>
</tr>
<tr>
<td>$I_{\text{max}} = 2.5\text{A}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P_{\text{max}} = 34.25\text{W}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Battery</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nominal capacity = 1.2 Ah Voltage = 12V Throughput =14.4W DOD = 80%</td>
<td>45</td>
<td>GP</td>
<td>0.9</td>
</tr>
<tr>
<td><strong>Supercapacitor</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Capacitance = 30F Rated Voltage = 2.3V</td>
<td>25</td>
<td>Panasonic</td>
<td>n/a</td>
</tr>
<tr>
<td><strong>Charge Controller</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_1 = 95%$ $N_2 = 100%$ Power Rating = 102W</td>
<td>130.90</td>
<td>ProStar</td>
<td>2.618</td>
</tr>
<tr>
<td><strong>Inverter</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inversion Efficiency &lt;87% Output Power = 100W Voltage = 12V</td>
<td>106.61</td>
<td>Must Solar H1-A (100W)</td>
<td>2.13</td>
</tr>
</tbody>
</table>

*All operational and maintenance costs are 2% of the component capital cost.*
3.2.3 Energy Flow Control Strategy

A software-based approach is presented to control the energy flow between the supercapacitor-battery hybrid energy storage systems (SB-HESS) and load demand. As shown in the pie chart in chapter 1, power electronics in a hybrid energy storage devices system scope a huge initial cost in RES. To further reduce the overall cost of RES, power electronics for constructing DC-DC converter between supercapacitor and battery is eliminated and in place with a supervised learning machine – Support Vector Machine (SVM). There are two onerous challenges in coupling supercapacitor and battery in a hybrid energy storage system:

1. Balancing different voltage level for each of the energy storage devices by implementing MOSFET switches and microcontroller to completely switch off battery during power peak time.
   - Voltage level of supercapacitor drops faster than lead acid battery by the ratio of seconds and hours. In this case, balancing circuit is avoided to save the operational cost. If voltage of supercapacitor is lower than nominal voltage of battery, supercapacitor acts as an additional load to battery. Eventually, battery discharges to charge up supercapacitor. This is impractical as this scenario shortens battery life greatly. Furthermore, it delays the power supply to fulfill load requirement.

2. Eliminate delay in time response for supercapacitor to supply power peak.
   - It is proven in undergraduate student final year projects [80, 248, 249] that a hardware-based approach by implementing buck-boost
Chapter 3 – Research Methodology

A converter for hybrid energy system is more efficient than a software-based approach which uses if-else conditional algorithm. Measure metric of efficiency is based on the time response for supercapacitors to supply power peak demand. A short transitional time also exists between the switching of power from the battery to the supercapacitor bank, disrupting the delivery of power to the load. Whereas, the hardware approach does not exhibit any form of delay or lag from the moment a pulsed load occurs and the moment the supercapacitor bank starts supplying power to the load. This is because the hardware approach draws power from the supercapacitor bank directly all the time, without taking into account any circumstances. Enhancement is done in this methodology step to eliminate the time delay for supercapacitor to match power peak. SVM is implemented to classify different types of load profile and Support vector regression (SVR) is used to predict the load (autoregressive model of time series).

Real world time series prediction applications normally do not fall into the category of linear prediction. However, these real world applications (in our case, load forecasting) are typically characterized by non-linear models. Steps constructing lab-scale prototype energy management system, which consists of software control board and how SVM and SVR are trained for load forecasting.
3.2.3.1 Steps of Implementing the SVM and SVR on the Lab-scale Prototype

Step 1: Design of Hybrid Energy Storage System

The standalone storage system consists of sealed-lead acid (SLA) battery bank only while the hybrid storage system consists of supercapacitor bank paralleled with the SLA battery bank. As mentioned in the literature review section, the integration of supercapacitor and battery as a HESS will yield the energy storage with high power and energy density, where the battery will supply for the average power demand while the supercapacitor will supply for the peak power demand. The motor load in this project is rated at 12V. Hence, 2.3V, 30F supercapacitor (which is manufactured by Panasonic, data specification is shown in Table 28) in the storage bank has to be configured to give a voltage close to the rated voltage of the motor load. For this configuration, each string of supercapacitor is designed to have 6 supercapacitor connected in series to yield a voltage of 13.8V.

The total voltage of the supercapacitor connected in series:

\[
V_{\text{series}} = V_1 + V_2 + V_3 + \cdots + V_n
\]

\[
V_{\text{series}} = 2.3V \times 6
\]

\[
V_{\text{series}} = 13.8V
\]

The total effective voltage of the 3 sets of 6 serially connected supercapacitors connected in parallel:

\[
V_{\text{eff}} = V_{\text{series}1} = V_{\text{series}2} = V_{\text{series}3} = \cdots = V_{\text{seriesn}}
\]

\[
V_{\text{eff}} = 13.8V
\]

There are 3 sets of the supercapacitor string connected in parallel to yield a total of 15F.
The capacitance of six supercapacitors connected in series:
\[
\frac{1}{C_{\text{series}}} = \frac{1}{C_1} + \frac{1}{C_2} + \frac{1}{C_3} + \cdots + \frac{1}{C_4}
\]
\[
C_{\text{series}} = \frac{30}{5} \times 6
\]
\[
C_{\text{series}} = 5F
\]

The effective capacitance of 3 sets of 6 serially connected supercapacitors connected in parallel:

\[
C_{\text{eff}} = C_{\text{series}_1} + C_{\text{series}_2} + C_{\text{series}_3} + \cdots + C_{\text{series}_n}
\]
\[
C_{\text{eff}} = 5F \times 3
\]
\[
C_{\text{eff}} = 15F
\]

This configuration reduces the total capacity available in the supercapacitor bank but it is necessary to give a 13.8V bank voltage as shown in Figure 42 and 43. The specification of the batteries and supercapacitors used are shown in Table 28.

**Figure 42 (a) Supercapacitor Configuration, (b) Supercapacitor Bank on prototype**

On the other hand, three 12V, 1.2Ah SLA batteries manufactured by GP is connected in parallel as a single battery string. This gives rise to a 12V, 3.6Ah battery bank prior to Genetic Algorithm (GA) optimization as shown in the following:
With the integration of supercapacitor with the battery, it is expected that the battery remaining capacity in the hybrid will be maintained over a long period than that of the standalone system. The aiding effect of supercapacitor was justified through the SOC comparison between the standalone and hybrid system as shown in Section 4.3.

Cost optimization is done using the GA for the prototype system (as mentioned in section 3.2.2-3), the battery bank is downsized but the 12V DC bus voltage is maintained. This software approach will still be able to operate with the optimised system due to similar bus voltage. Hence, the software approach offers modularity to the energy management system.

**System Architecture Integration**

To implement the dual stages software approach EMS known as SVMR_EMS, the MATLAB R2011b has been selected as the platform to link the various devices involved. The devices and their role in the SVMR_EMS were listed as follows:
The MATLAB R2011b allows the control of the MAXIM USB 609 DAQ Session interface through its DAQ toolbox, the Arduino Mega2560 through the Arduino IO package and the LIBSVM through the LIBSVM MATLAB extension. Hence, all these devices control was brought under one single software environment which simplifies the data communication between the devices and tool. Besides, since the MATLAB R2011b runs on a dual core Intel Pentium CPU which has higher processing speed and memory capability than the Arduino Mega2560 chip, the SVMR_EMS management decision can be carried out more efficiently in the MATLAB environment.

**Software Control Board**

The software approach Energy Management System (EMS) requires a control circuit to implement its management decision. With the integration of the Solar Photovoltaic Panel and the HESS system, the software control circuit was designed to allow charging operation, discharging operation of the supercapacitor and battery banks. Besides that, multiple cell battery management is also required to implement a *zero downtime system* in day time. This allows the alternate battery to discharge to the motor load while the other is recharging when sunlight is available. The specification of the software control board is as follows:

<table>
<thead>
<tr>
<th>Devices and Tools</th>
<th>Role</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAXIM USB 6009 DAQ</td>
<td>Perform load current data acquisition</td>
</tr>
<tr>
<td>Arduino Mega2560</td>
<td>Perform voltage monitoring task and switching control with the Software Control Board</td>
</tr>
<tr>
<td>LIBSVM</td>
<td>Perform Load Identification and Load Prediction</td>
</tr>
</tbody>
</table>

Table 29 Roles of devices used in Prototype
1. One supercapacitor bank charging/discharging control
2. Two battery banks charging/discharging control
3. Load Current Sensing with filtered output
4. Batteries and Supercapacitor bank voltage monitoring
5. Over current protection of 3A due to current handling limitation of veroboard.
6. Backflow power protection for battery and supercapacitor banks

**Software Control Board Prototype**

The following control circuit prototype was built to ensure that the discharging process using the new architecture could be implemented before the full scale control circuit was built.

![Figure 44 Schematic of control circuit prototype](image)

As shown in Figure 44, the prototype consists of two MOSFET switches which control the turning ON/OFF of battery and supercapacitor through the Arduino MEGA 2560 microcontroller. This software control approach adopts the EITHER ON strategy where only one storage bank will be turned ON at any
time. Hence, the voltage mismatch between supercapacitor and battery storage will not pose an issue unlike the hardware approach which requires a DC/DC converter to interface the battery with the supercapacitor. P-channel MOSFET is chosen for switching as it is suitable for application where load is directly connected to ground. However, the P channel MOSFET requires a gate driver circuit which was formed of NPN BJT transistor and a resistor tied to the source. Besides, a current sense resistor is also used as voltage transducer for load current measuring. Lastly, protective measure was also built into the system: the components such as diodes, freewheeling circuit and fuse were used to prevent backflow power from load to storage supply. The prototype built was based on the schematic shown in Figure 44. The prototype which was built on the veroboard is shown in Figure 45 below:

![Figure 45 Control Circuit Prototype](image)

**Full scale Software Control Board**

The prototype control circuit only allows discharging control between the supercapacitor banks and the battery bank. To ensure the integration of the solar photovoltaic and HESS, complete software control circuit architecture which
enables the control of charging and discharging operation of the batteries and supercapacitor bank. Besides, the software control board also allows alternate battery to be charged by the solar charger while the other is supplying to the Motor. By applying this multiple cell battery concept, downtime of the HESS system during charging operation can be eliminated. Lastly, through the use of SVR, the load current could be predicted multiple steps in advanced to allow for intelligent turning ON of supercapacitor. This will improve the software approach EMS time response. Figure 46 shows the schematic of the software control board:

![Schematic of software control board](image_url)

**Figure 46 Schematic of software control board**

As shown in Figure 46, the upper row of switches is designed for charging control and the lower row of switches is for discharging control. In the charging circuit, diodes are used to protect the Solar Panel from backflow power from the battery and supercapacitor, while; in the discharging circuit, diodes are used to protect the P-channel MOSFET from reversed high surging voltage when the Motor is turned OFF. The presence of freewheeling diodes
also ensures that the stored energy of inductive load is dissipating by the motor itself rather than damaging the other components. A 3A fuse was used to protect the software control board in case the Motor is drawing excessive current. The battery and supercapacitor voltage sensors are excluded from the circuit diagram for simplification purpose. The Software Control Board circuit is shown in Figure 47:

![Software Control Board](image)

**Figure 47 Software Control Board**

To measure the load current, a 1Ω current sensing resistor is used in such that the voltage read out from the MAXIM USB 6009 DAQ will be equivalent to the Motor current. As the DC Motor load is generally noisy, the voltage across the current sensing resistor has to be filtered prior to the Analog-Digital Converter (ADC). In such, low pass RC filter with cut off frequency of \( f_c \approx 1.5 \text{ Hz} \) and 122 Hz are used to test their performance which is shown in the Figure 48:
The same load profile was generated twice using the programmable load. The first load profile and the second load profile is readout (retrieved) by the Maxim USB 6009 DAQ with the RC filter with $F_c=122$ Hz and 1.5 Hz respectively. As seen in Figure 49 (b), the load current profile using RC filter of $F_c=1.5$ Hz is cleaner and has less harmonics noise. Another RC filter with $F_c=0.05$ Hz was tested, it yield a clean DC value output but the response time is much slower as the time constant of the RC filter has increased by 30 times. Hence, for a good filtering performance and response time, the RC filter with 1.5 Hz was chosen to filter off the unwanted noises to ensure an approximately DC output value.
Programmable Load for prototype

In order to train and test the classification and load prediction accuracy of the SVM, the load profile has to be replicated by using a programmable load. To achieve this, 2 identical motors were clamped together along with a motor driver to form a programmable load as follows:

![Programmable load block diagram](image)

**Figure 50 Programmable load block diagram**

The primary motor will be driven from the Software Control Board, while the secondary generator will be driven by a motor driver that is configured by the Arduino UNO. The motor driver was supplied by an external power supply that is fixed to 13V and rated 1.6A to achieve a replicable load whom torque generated will be consistent. The secondary motor will attempt to rotate in the opposite direction of the primary motor according the PWM output from the motor driver. However, the secondary motor PWM output voltage level was kept lower than the supply voltage from the primary motor. Hence, the Secondary motor will act as a generator, and back e.m.f is fed into the motor driver. However, by controlling the PWM output of the motor driver, the back e.m.f level can be controlled and hence manipulating the load torque of the primary motor. This will cause the current drawn by the primary motor to be programmable. The actual programmable load was shown as follows:
The programmable load was used to generate 5 different load profiles. In order to synchronize the time when the programmable load and the MAXIM DAQ sensing started, which is required for accurate classification, a signal will be sent from the arduino UNO to the arduino MEGA to contemporize the operation between the two devices. The programmable load was coded in the arduino environment to yield the load profile as in Figure 52:

<table>
<thead>
<tr>
<th>Name</th>
<th>Simulated load profile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load 1</td>
<td><img src="image1.png" alt="Load 1 Profile" /></td>
</tr>
<tr>
<td>Load 2</td>
<td><img src="image2.png" alt="Load 2 Profile" /></td>
</tr>
</tbody>
</table>
As shown in Figure 52, different load profiles that vary in time and magnitude of the load current were simulated from the programmable load. The load profiles could represent the different energy demand during weekday, weekend, holiday and special events. For this project, only 5 load profiles were simulated and trained with the SVMR-EMS for simplification and time constraint reason. In real application, more profiles could be included into the training to yield a more reliable load prediction. Load profile 1 represents weekends as the power peak is highest among all other load profiles, load
profile 2 represents days public holiday as the power peak is second highest where the possibility of some people leave the house and go back hometown or vacation; load profile 3 represents a long weekends or special months for special festival such as Christmas, wedding and so; load profile 4 represents the normal weekdays for working and school days as the power peak is the lowest; load profile 5 represents the school holiday starts but no a public holidays as the peaks also happen during daytime.

Since the programmable load generates the load current pattern through PWM variation on the secondary motor, a certain issues has surfaced which cause the replication of load profile to be rather difficult. Firstly, the power supply for the motor driver has to be fixed to ensure the opposing torque produced by the secondary motor remains consistent. Hence, an external power supply with fixed voltage and maximum current limit is required for this task. Secondly, the SLA battery voltage level drops as its discharging continuously and this has cause the load current drawn by the primary motor to drop accordingly. Hence, the load profile is not fully replicable for the training and testing purpose. This adds to some difficulties in training and testing of the load prediction. However, with the use of SVM which has excellent generalization capability, the load prediction could still work well with the same load profile which differs slightly due to the voltage drop as shown in the results section.

**Determination of Time Respond Improvement Required**

In the literature section, it was mentioned that a sequential programming that adopts ‘monitor and respond’ strategy was implemented and the results shows a 70ms delay in the time response of the supercapacitor corresponding to the
peak load current. However, in this project the software control board topology and the constraint of charging and discharging for the battery and supercapacitor bank was redesigned. Hence, it’s required that the time response improvement needed to be known to estimate the K value required in the K steps-ahead technique used in the SVR. By running the sequential programming with the charging, discharging constraint, it is found that the time delay of the supercapacitor corresponding to the peak load is around 200ms as shown in the following:

![Figure 53 Time Response of Supercapacitor with Sequential Programming](image)

As shown in Figure 53, the Supercapacitor was turned ON 200ms after the load current had met the peak load threshold value of 1.5 A (since 1 Ω current sense resistor is used, the voltage is equivalent to the current value). Hence, it is estimated that the K-value required is estimated to be 2-7 points ahead (also means 200ms-700ms ahead) for the peak load prediction after taking into account the classification and prediction processing time.
Step 2: Load current prediction

The measure and respond strategy is deemed to have time delay and this shows the need for SVMR_EMS to predict the peak load current in advanced to improve the time response performance. As mentioned in the introduction section, the load current in this project is simulated with programmable load which has no external variable correlation with it except time and its own previous values. Thus, it is proposed to use the K-step ahead autoregressive model where the output variable is dependent only on its previous own values. However, autoregressive model gives poor performance in nonlinear time series modeling. Hence, the load forecast technique used in this project is the autoregressive model of time series by using SVR to compensate the poor performance of ARIMA in nonlinear domain as SVR has a good modeling of nonlinear time series. Besides, due to the good generalization capability of the SVR, the SVMR_EMS could still yield a good load prediction results albeit there are inconsistency in the load profile generated.

The relationship between the SVR independent input variables and dependent output variable by using the K-step ahead approach is shown in literature section:

\[ Y(t + K) = F(Y(t), Y(t - 1), \ldots, Y(t - m + 1)) \] \hspace{1cm} \text{Equation 25}

where \( K \) is the points in advanced of time to be predicted and \( m \) is the number of previous points to be used for the next step prediction. Based on the time response improvement requirement determined empirically, the \( K \) value was chosen to be 7 and the \( m \) value to be 3. The implementation steps are explained in Figure 54:
As shown in Figure 54, the Maxim DAQ USB 6009 will scan for three load current data points, and feed the data as the features of the input vector. By mean of pattern recognition on the input features, it can be used to predict the 10\textsuperscript{th} point load current. This process will be repeated throughout the whole load profile to give the SVMR_EMS the ability to predict the peak load current in advanced. By implementing the 7-steps-ahead load prediction with 3 previous variable values in the SVR, it has yielded a good supercapacitor time performance as shown in the results Section 4.2.3.

**Step 3: Support Vector Regression (SVR) Training & Testing**

To implement the K-step ahead prediction for each load profiles, the SVR model that describe the relationship between the previous 3 load current values to the 7 points ahead load current value has to be trained and optimise to ensure the model has good descriptive accuracy. There are 3 steps to the modeling process: data preprocessing, model selection, and cross-validation and grid search.
1. Data Preprocessing

This step involves data acquisition, data adjustment for implementation of 7-steps ahead forecast technique, and data format conversion to the required format in LIBSVM. First, the Maxim USB 6009 DAQ was used to collect the load current data from load profile 1 with a sampling rate of 10Hz by using the Data_Collect.m written in MATLAB. Hence, there are in all 200 points of data for each load profiles. Second, the Data_Adjustment.m written was used to prepare the input vector by making every 3 previous load current value as the input feature variables. The output label linking each of the input vectors will be the 7th points in advanced load current value as shown in the following:

Table 30 Data adjusted for 7 point ahead forecast

<table>
<thead>
<tr>
<th>Output Label</th>
<th>Feature variable 1</th>
<th>Feature variable 2</th>
<th>Feature variable 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.250736</td>
<td>1.215048</td>
<td>1.2074</td>
<td>1.220146</td>
</tr>
<tr>
<td>1.243088</td>
<td>1.2074</td>
<td>1.220146</td>
<td>1.217597</td>
</tr>
<tr>
<td>1.230343</td>
<td>1.220146</td>
<td>1.217597</td>
<td>1.225244</td>
</tr>
<tr>
<td>1.220146</td>
<td>1.217597</td>
<td>1.225244</td>
<td>1.220146</td>
</tr>
<tr>
<td>1.215048</td>
<td>1.225244</td>
<td>1.220146</td>
<td>1.222695</td>
</tr>
</tbody>
</table>

Finally, the dataset was converted into sparse format which is required by the LIBSVM. By using the libsvmwrite (‘txt filename’, label vector, instance vector) function provided, the dataset was converted into the following format which could be readily read by the LIBSVM
Scaling of the data is usually recommended prior to SVM training. This is to prevent input attributes/features which have greater numeric value to dominate the smaller ones. Besides, it could also improve the processing performance, as big numerical value will cause the calculation of inner product in the kernel to be difficult. Hence, it is recommended to scale the data to the range (0-1) \([101, 102]\). However, in this project, only one single variable is involved which will not cause any domination issue and the value of the load current is only in the range of 1-3A which is considerably small. Besides, the scaling also requires the real time downscaling of the input current value which will add to processing requirement. The scaling process was not applied in this project.

2. Model Selection

This step involves the selection of the suitable kernel model which is available in the LIBSVM: linear, polynomial, radial basis function (RBF) and sigmoid as mentioned in the literature review section. The RBF could perform nonlinear mapping of the samples into a higher dimensional feature space unlike the linear kernel. This gives the RBF a good nonlinear modeling capability which suit the nonlinear time series forecast requirement. Besides, the RBF has fewer tuning parameter than the polynomial kernel which makes the selection of parameter process easier.
Moreover, the sigmoid kernel faced some validity issues under certain parameter condition [102]. Thus, the RBF kernel has been selected as the primary choice. Yet, all kernels were tested for every single load profile regression by selecting the kernel which yields the highest squared correlation coefficient and lowest mean squared error. The squared correlation coefficient ($r^2$) shows the proportion of variance of output that could be predicted by having the input. While, the mean squared error (MSE) is a risk function that measure difference between the predicted output and the true output [117].

3. Cross-validation and Grid-search

This step involves the search for best hyper/tuning parameter for the model to predict the real time load current data accurately in every cases of load profile. The hyperparameter serve to optimise the loss function on the training dataset [250]. In the cross validation method, the dataset was split into $v$ portion: where ($v$-1) portions are for training and one portion is for testing and validation. The accuracy of prediction obtained from the testing set reflects the model’s ability to predict the unknown dataset, which prevents the overfitting problem. For the load profile regression, the cross-validation was done differently unlike the $v$-fold cross validation method used in classification problem [251]. This is because only one load profile dataset has to be included into the training set for autoregressive time series prediction. Hence, the validation was done by another similar set of load profile where there are slight differences due to the voltage drop. For the parameters tuning, grid search was used along with the cross validation.
method. Pairs of the hyper-parameter/tuning values in exponentially growing sequence were tested and the pairs which yield lowest mean squared error was selected [96].

The five load profiles models was trained with the steps above and the optimised parameter values for each load profiles were tabulated in result Section 4.2.3.

Step 4: Load Profile Identification

After the 5 models for each load profile has been trained and optimise, the load prediction could be performed excellently, provided that the correct load profile model was chosen for the regression task. However, the load profile was chosen manually and with the foreknowledge of the load profile generated by the programmable load. This has a drawback of lacked of automation and the choosing of load profiles could be difficult as there could be hundreds of load profile in real application. In order to implement the SVMR_EMS with complete automation, it has to be equipped with load profile identification capability to ensure the load current prediction is based on the correct model. Without the load profile identification, wrong models of trained load profile could be used to predict the peak load current when real time data is polling into the system. This will yield erroneous results as shown in the result Section 4.2.3.

The load profile identification by using SVM classification was done through pattern recognition. Since every load profile exhibit different load demand pattern, it is proposed that through classification of the pattern the load profiles can be separated and identified. This can be implemented with the use
of multiclass, multidimensional SVM. SVM was chosen for this classification task as it has excellent generalization capability. Since this project deals with real time peak load prediction, where the forecasting task will occur right after the identification of SVR load profile model was made, its assumed that beginning part of the load profiles holds a distinguish pattern which is recognizable. For this, the load profiles simulated was designed to have distinctive load pattern from each other at the beginning part for simplifying the classification. Figures show the initial patterns suggested for the load profiles:

Figure 56 Initial pattern 1
In the initial pattern 1 (Figure 56), five of the load profiles start with different load current rising gradient level as controlled by the programmable load PWM; hence by recognizing the pattern of the first 100 data points, the unknown load profile could be identified. However, since the load profile replicability was influenced by the battery voltage level, it will yield erroneous classification results when the battery voltage level dropped too much.

For this reason, the initial pattern 2 (Figure 57) was chosen as the starting pattern of the five simulated load profiles. The load profiles have a peak that differs from each other in terms of time. This pattern yields more consistency for the classification as the battery voltage level drop will only affect the peak load current magnitude but not the time of peak load occurrence. Hence by recognizing the pattern of the first 100 points, the load profile could be identified. In real application, the load profiles initial patterns are much more complicated and require sophisticated data mining to generate a model that could perform the load identification.
**Step 5: Support Vector Machine (SVM) for Classification Training & Testing**

To implement the load profile identification, a SVM model which correctly classifies the actual load profile from the five SVR load profile models will have to be trained and validated. This again, involves the 3 steps as mentioned in the load current prediction section.

1. **Data Preprocessing**

   This step involves the data acquisition, data adjustment and format conversion for use with the LIBSVM. The MAXIM USB6009 DAQ was used to acquire the first 100 points of data from each of the load profiles by using the classification.m written. These data are sampled at 100Hz to speed up the load identification process. The 100 points of data was then made into the feature variables of the input vector as shown below:

<table>
<thead>
<tr>
<th>Class Label</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
<th>F5</th>
<th>F6</th>
<th>F7</th>
<th>…</th>
<th>F100</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.31</td>
<td>1.32</td>
<td>1.34</td>
<td>1.36</td>
<td>1.38</td>
<td>1.40</td>
<td>1.41</td>
<td>…</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.31</td>
<td>1.31</td>
<td>1.31</td>
<td>1.31</td>
<td>1.32</td>
<td>1.31</td>
<td>1.32</td>
<td>…</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.29</td>
<td>1.30</td>
<td>1.30</td>
<td>1.31</td>
<td>1.31</td>
<td>1.32</td>
<td>1.33</td>
<td>…</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.30</td>
<td>1.30</td>
<td>1.30</td>
<td>1.31</td>
<td>1.31</td>
<td>1.32</td>
<td>1.31</td>
<td>…</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.31</td>
<td>1.31</td>
<td>1.31</td>
<td>1.32</td>
<td>1.31</td>
<td>1.32</td>
<td>1.32</td>
<td>…</td>
<td></td>
</tr>
</tbody>
</table>

There are in all 8 sets of data were obtained from each load profiles where 5 sets of each was selected as the training data sets and the other was used a testing data for validation.
2. Model Selection

This step deals with the selection of suitable kernel which is used in the model for classification of the load profile. The various kernels were tested and the kernel with optimised parameter which yields the highest accuracy with lowest number of support vector was chosen.

3. Cross Validation and Grid Search

For the SVM, the 8 fold cross validation was chosen, but instead of one, three sets of data was used as the testing data while the other 5 sets was used as training data. This allows the classification accuracy to better reflect the model’s ability in classifying new data. Besides that, the best_parameter.m in Matlab was used to perform the grid search which yields the optimise value of C and g. The optimise SVM model was shown in the results section.
3.2.3.2 Flow Chart of SVMR_EMS algorithm

With the establishment of the classification model and the load profile regression models, the algorithm which includes the charging and discharging constraint of the batteries and supercapacitor was written in MATLAB environment, code name SVMR_EMS.m was shown as follows:

![Flow Chart of SVMR_EMS algorithm](image-url)
Algorithm Explanation

After the SVMR_EMS.m program in MATLAB was run, it will loop continuously until a signal was sent from the programmable load when the load profile is started. Then either the Battery A or Battery B will start to supply to the motor load depending on the previous selection. The Maxim DAQ will also pole the first 100 load current data points for the classification.

After the load profile is identified, The Maxim DAQ will continue to pole 3 load current data points into the SVR model to predict the load current which is 7 points ahead of time. If the predicted value is greater than the threshold value set for the particular load profile, the supercapacitor terminal voltage will be measured by the Arduino Mega 2560 to determine its SOC. If the SOC level of supercapacitor is greater than 72% (equivalent to approximately 10V), the supercapacitor will supply the load. If the SOC is lower than 72%, the selected battery will continue to supply to the load while the supercapacitor will be charged by the solar charger.

On the other hand, if the predicted value is lower than the threshold set for the particular load profile, the Battery terminal voltage will be measured to check its SOC. If the SOC level of battery 1 is < 80%, the battery 1 will be flagged and charged up by the solar charger while battery 2 will supply to the load. This will go on until the battery 2’s SOC is lower than 80%, then the battery 2 will be flagged and start to be charged up by the solar charger. This will simultaneously stop the charging of battery 1 and battery 1 will be selected for the discharging operation. Meanwhile, the supercapacitor will be charged whenever the battery is supplying to the load to ensure a more reliable supply.
from the supercapacitor when peak load is detected. This process will be repeated until the program is shut off. The code is shown in Appendix A4.

3.2.3.3 Summary

- The SVM is used for load identification and SVR is used for load prediction.
- This load prediction software was implemented using LIBSVM in the MATLAB environment.
- Five important steps on implementing the software control box, data acquisition device, microcontroller for the SB-HESS.
- The energy control system allows the cost reduction in SB-HESS by eliminating the power electronics to build bi-directional converter and also avoid the direct coupling of a supercapacitor and battery energy source in parallel.
- SB-HESS with SVM_SRM allows load prediction which is used to avoid the shortfall between the switching supercapacitor for peak power and battery for the average power.
3.3 Methodology Step 3

*Identify the PV Standards, which governs the characterization of supercapacitors used in PV systems*

Reduction system cost by integrating the supercapacitor to the conventional RES with the implemented SVM energy control system is shown in the previous methodology steps. This part of the chapter emphasizes on the manufacturing of fabrication supercapacitor. The aim of this step is to manufacture supercapacitors, which have robust capacitance and voltage, and which are economically feasible for solar applications. Supercapacitors are manufactured based on the previous GA simulation in designing and optimally sizing for the required specification of RES. Robustness in supercapacitor fabrication is important. Since the energy stored in supercapacitors (shown in Equation 2) is proportional to its capacitance and voltage squared, reducing the maximum voltage of the unit will have a significant effect on its useable energy density.

The fabricated supercapacitors conform to the British Standards IEC 62391-1, fixed electric double-layer capacitors for use in electronic equipment – Part 1: Generic Specification and IEC 62391-2-1, Fixed electric double-layer capacitor for use in electronic equipment – Part 2-1: Electric double – layer capacitor for power application – Assessment level EZ.

Part 2.2 Preferred Values of Ratings of IEC 62391-1 is the standards, which the fabricated supercapacitor is conformed to. It governs the preferred rating and characteristic of supercapacitor which is used in solar system.

From IEC 62391-1, Part 2.2 [1],
2.2.1 Rated capacitance (CR)
The rated capacitance shall be expressed in farads F) and as agreed between the sending and receiving parties. Preferred values of rated capacitance are the values from the E24 series of IEC 60063 and their decimal multiples.

2.2.2 Tolerance on rated capacitance
The preferred values of tolerance on rated capacitance are: ±20 % and −20 %/+80 %.

2.2.3 Rated voltage (UR)
The rated voltage shall be as agreed between the sending and receiving parties. The preferred values of the rated direct voltages are taken from the R20 series of ISO 3 and their decimal multiples.

2.2.4 Rated temperature
The value of the rated temperature is 60 °C or 70 °C.

2.2.5 Internal resistance
The internal resistance shall be as agreed between the sending and receiving parties. The internal resistance shall be measured with the d.c. resistance method. However, if a coefficient can be obtained from both d.c. and a.c. resistance methods, the a.c. resistance method may be used for measurement.

Figure 59 British Standard IEC

An integrated optimization approach is proposed in the supercapacitor fabrication process. Genetic Algorithm is implemented within the Taguchi method to optimise the process factor of supercapacitor fabrication. Orthogonal array in Taguchi method is highlighted to reduce the number of experiments for Design of Experiment (DOE) and GA is utilized to optimise the Signal-to-Noise Ratio (SNR) in Taguchi method. SNR is an ideal metric for deciding the best values, levels for the control process factors.
3.3.1 Process Fabrication Supercapacitor

This section reflects brief procedures of fabricating an electrochemical double layer capacitor (EDLC). This supercapacitor fabrication process Table 32 (data specification is retrieved from the bottle of the raw material) below shows the material used in the process fabrication supercapacitor and the corresponding supplier’s information.

<table>
<thead>
<tr>
<th>Material</th>
<th>Supplier</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activated Carbon (AC) for EDLC</td>
<td>RHE Resources (Manufacturer’s Origin: China)</td>
<td>• Surface Area: 2000~2500 it was tested in BET. bulk density: 0.4g/ml, Ash content: &lt;0.5%, moisture content: &lt;10%. • In a mixture of 10g active material, 75% of AC is used.</td>
</tr>
<tr>
<td>Carbon Black (CB)</td>
<td>Cobalt - Vulcan XC72R GP-3921</td>
<td>• In a mixture of 10g active material, 75% of CB is used.</td>
</tr>
<tr>
<td>N-methyl-2pyrrolidone (NMP)</td>
<td>Sigma-Aldrich</td>
<td>• 40ml of NMP (solvent) is used for a mixture 10g active material.</td>
</tr>
<tr>
<td>Polyvinylidene Difluoride (PvDF)</td>
<td>Semyung Ever Energy Co. LTD. KF Polymer (Binder) L#9130</td>
<td>• Polymer content in 1g of PvDF is 13%. • In a mixture of 10g active material, 15% of PvDF is used.</td>
</tr>
<tr>
<td>Filter Paper as Separator</td>
<td>Whatman®</td>
<td>• Grade 1: 11µm. • Dimension of the separator used is 50cm x 3cm.</td>
</tr>
</tbody>
</table>
Aluminium Foil as current corrector | n/a | Dimension of the current collector coated is 40µm.
--- | --- | ---
Electrolyte 1M Tetraethylammonium tetrafluoroborate (TEABF4) in PC | Semyung Ever Energy Co. LTD. | n/a
Acetone | Sigma-Aldrich | Assay ≥99.5, puriss p.a

*1. Bulk density is a property of powders, granules and other divided solids, especially used in reference to mineral components, chemical substances, ingredients, foodstuff or any other masses of corpuscular or particular matter. It is defined as the mass of many particles of the material divided by the total volume they occupy. The total volume includes particles volume, inter-particle void volume and internal pore volume.

2. p.a. pro analysis

The procedure of fabrication supercapacitor is presented as below:

1) The first step is mixing process where the activated carbon and carbon black are assembled and weighted. The weighted activated carbon and carbon black are dry-mixed for 10 minutes with the speed of 100 rpm (revolution per minute). An overhead stirrer is used for this mixing process.

2) Next step is diffusion mixing by adding 40ml of NMP, which acts as a solvent. It forms a homogeneous mixture. The mixing duration is 20 minutes and the speed used is 300rpm.

3) The binder PVD is then added to the active material (the mixture). A binder mixing process is required and it takes about 90 minutes at the speed of 400rpm for this process.

4) The active material, which is in the form of slurry, is coated on the surface of aluminium foil (current collector) using doctor blade (micrometer adjustable film applicator) on a coater machine. The thickness of the slurry coated on the current collector is 40µm. This desired thickness is set on the micrometer adjustable film applicator, which has the adjustable thickness.
from 0.01mm - 5mm. This film applicator is pushed by the transverse pusher to ensure constant speed coating.

5) The electrode (the coated aluminium foil with active material) is sent to the vacuum oven for drying process. The temperature is set at 43°C for 5.5 hours.

6) The procedures of 1 to 5 are repeated for the backside of the aluminium current collector.

7) The current collector is coated both front and back sides. This coated film is called electrode. The electrode and the separator are cut.

Table 33 Length and Width of the Electrode and Separator

<table>
<thead>
<tr>
<th></th>
<th>Length (cm)</th>
<th>Width (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrode</td>
<td>24</td>
<td>2.5</td>
</tr>
<tr>
<td>Separator</td>
<td>50</td>
<td>3</td>
</tr>
</tbody>
</table>

Figure 60 Supercapacitor electrode
8) Next is the lead attachment process. A lead is attached onto each of the electrode using ultrasonic welder machine as shown in Figure 61. This process is repeated for the second strip of the electrode as two electrodes are required to fabricate a full cell.
9) The separator as shown in Figure 63(a) is placed between the electrodes for
the coiling process is carried out. A clean tweezers is used to handle the
separators to prevent contamination. The end product for this process is
shown in the Figure 63.

10) The obtained EDLC coil is immersed in the electrolyte (1M TEABF4 in
PC). A rubber seal is placed on the leads and the cell is inserted into the
case. This is done to prevent the leakage of electrolyte.

11) Finally the cell is crimped and curled. An ID number is assigned to the full
cell for future tracking.

12) Test the performance of the cell using the potentionstat/galvaostat Autolab
PGSTAT302N in order to evaluate the capacitance and ESR of the cell. A
summary of the process shown in the table below:

<table>
<thead>
<tr>
<th>Process</th>
<th>Details</th>
<th>Diagram</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weighing materials</td>
<td>AC:75%, CB:10%, PVDF:15%</td>
<td></td>
</tr>
<tr>
<td>Dry - Mixing AC and CB</td>
<td>10 minutes at 100rpm Add 40ml NMP. Mix for 20 minutes at 300rpm. Add PVDF and mix for 90 minutes at 400rpm.</td>
<td></td>
</tr>
<tr>
<td>Mechanical mixing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coating the aluminum foil with the active material</td>
<td>Thickness of the active material: 40μm.</td>
<td></td>
</tr>
<tr>
<td>Dry the coating</td>
<td>43°C for 5.5 hours</td>
<td></td>
</tr>
</tbody>
</table>
active material under vacuum oven.

Cut into stripes with the dimension of 24cm X 2.5cm

Two leads are attached onto the electrode foil.

A thin separator paper layers interposed between the cathode and anode foil layers.

Supercapacitor Testing Procedure

Testing is particularly crucial for supercapacitor because it affects the supercapacitor’s leakage current and life characteristics [53]. One of the significant characteristics of supercapacitor is used to couple with battery is the long cycle and shelf life. Devices with very low leakage current have a long life as a low leakage current indicates the absence of low level Faradaic reactions
between the electrode material and the electrolyte which over long periods of
time result in degradation of the devices. This means a reduction in capacitance
and an increase in resistance. This is very important in a hybrid energy storage
system as this SB-HESS is an optimised system. It affects the power delivery
time to cater for peak power. Supercapacitor is known as high power density
devices, it switches on instantaneously to cater for the peak power.

1. Brunauer-Emmett-Teller (BET) Analysis

The objective of carrying out this test is to evaluate the surface area of the
activated carbon used in the fabrication supercapacitor process. The surface
area analyser used is Micromeritics ASAP 2020 Accelerated Surface Area and
Porosimetry System V3.01 [252]. The commercial activated carbon is
purchased from Cobalt - Vulcan XC72R GP-3921. The BET model is one of
the commonly used equations for the calculation of the surface area of the
material [252]. The BET theory relates to the capacity of the monolayer formed
on a particular surface (the amount of the adsorbed molecules in the monolayer)
[252]. The equation is not covered in this thesis. The crucial value for this
research is the BET surface area 2010.6896 m²/g. The BET analysis is still the
existing standard method of examining the surface area of materials as other
methods might not provide better advantages over BET analysis. For this test,
the setting is shown as follows:

Sample Mass: 0.0926 g
Cold Free Space: 90.5136 cm³
Low Pressure Dose: None
Analysis Adsorptive: N₂
Analysis Bath Temp.: -195.842 °C
Thermal Correction: No
2. Cyclic Voltammetry

Generally, capacitance and Equivalent Series Resistance (ESR) are the main output response in this process fabrication supercapacitor. The cyclic voltammetry technique is one of the methods used in this project to obtain output responses of the supercapacitor. In this technique, potential applied to the electrode immersed in the organic or aqueous electrolyte is varied with the time and the relevant current-potential curves recorded. The linear sweep voltammetric technique is used in all testing the capacitance of the supercapacitor fabricated. The electrode potential is set from an initial value $E_i$ to an ending value $E_f$ at a constant scan rate, $s$. The equation is shown below:

$$s = \pm \frac{dV}{dt}$$ \hspace{1cm} \text{Equation 42}

When the potential value $E_f$ is met, the direction of the scan is inverted [253]; while still keeping the same scan rate, $s$, and the potential is returned to the beginning value (cyclic voltammetry).

With the relation to the equation of $I = C \times \frac{dV}{dt}$ and Equation 43, we can derive the two following Equations 43 and 44.

$$I = C \times \frac{dE}{dt} \equiv C.s$$ \hspace{1cm} \text{Equation 43}

$$C = \frac{I}{s}$$ \hspace{1cm} \text{Equation 44}
If $C$ is constant with potential, then a rectangular current response against the potential would be generated, where the shape would be symmetrical around the zero-current line [253], given that the scan rate remains the same for both anodic and cathodic scans [254]. However, in most cases, $C$ would not be constant with reference to the potential in the scan and the sweep rate, due to the kinetic or diffusion limitations of the current [254]. The electric current, $I$, can be defined as the electric charge, $q$ in coulombs transferred in $t$ seconds, i.e.

$$I = \frac{dq}{dt} \quad \text{Equation 45}$$

Replacing Equation 44 and Equation 45 into Equation 46 and cancelling the $dt$ term, the following term can be obtained:

$$C = \frac{dq}{dE} \quad \text{Equation 46}$$

It follows that to obtain an average value of capacitance from the cyclic voltammogram which includes a positive and negative scan, the following equation can be utilized, i.e.

$$C = \frac{q^+ + |q^-|}{2\Delta V} \quad \text{Equation 47}$$

where $q^+$ and $q^-$ are the anodic and cathodic voltammetric charges on the anodic and cathodic scans respectively.

The cyclic voltammetry was performed in this project using scan rates between 2mV/s, 5mV/s, 10mV/s and 20mV/s.
Figure 65 Autolab PGSTAT302N

3. Galvanostatic Charge-Discharge Test

According to the dissertation [254], the galvanostatic charge-discharge technique often applies in the application of a constant current source across the electrochemical cell and the recording of the potential response. When a constant current, \( i \), is applied in an interfacial charging process, accumulation of charges \( \Delta q \) takes place across the interface to an extent that it is dependent on the potential of the electrode related to the potential difference built up across such an interface (\( \Delta V \)) [255]. This implies the equation below:
\[ C = \frac{\Delta q}{\Delta V} \]  \hspace{1cm} \text{Equation 48}

And \[ \Delta q = \int i \, dt \]  \hspace{1cm} \text{Equation 49}

Therefore, \[ C = \frac{i \, dt}{\Delta V} = i, \frac{\Delta t}{\Delta V} \]  \hspace{1cm} \text{Equation 50}

where \( \Delta t \) is the time interval taken to reach the particular potential.

As in the case of cyclic voltammetry an ideal rectangular (voltammogram) [253], Equation 50 implies for capacitance which is constant with potential. However, from the test profile shown in section later, this is not the case, so \( \Delta V \) diverges from a linear dependence on time at a constant current.
3.3.2 Optimising Process factor using The Taguchi-GA method

Previous applications [256, 257, 258, 259] indicate that the Taguchi method emphasizes the solution of single-response problems with the aid of knowledge gained from past experience. Thus, it is not capable of handling multi response problems without requiring some modifications in the application.

The Taguchi method provides practitioners and designers with a systematic approach for conducting experiments to obtain near optimal settings of design factors for performance and cost [260, 261, 262]. The design (controllable) factors and noise (uncontrollable) factors, which influence the quality of the product, are considered together instead of individually [259, 263].

The objective of implementing the Taguchi method is to obtain the best combination of factors and levels in order to achieve the most robust product. This means, the selected levels of the various design factors from the Taguchi method allows the performance of the product/process to be less sensitive to the noise factors.

However, in today’s manufacturing environment, many processes or products involve solving multi response problem to improve their product quality. One crucial fact is that the Taguchi method is incapable of performing well for multi-response optimization problem [260, 261]. In order to overcome this limitation, we have formulated a way to include a GA within the Taguchi method.

A common method of solving the multi response problems is to assign each response with a weight, as mentioned in [260, 261, 264]. A normal
question which arises is how to determine and define the weight for each response in a real case. The goal of this proposed strategy is to ensure that the performance characteristics (or the quality) have minimal variation while having its mean close to the desired target value.

The idea underlying this integrated strategy is to convert the problem of optimising a complicated multi process response into one that optimises a single weight of the SNR. This means, the weighted signal-to-noise ratio, WSNR is used in the overall evaluation of experimental data in the multi response optimization problem. In this case, the GA strategy utilizes the normalised SNR (Z) from the Taguchi method to form its fitness function. The optimal level for each individual process factor is the level with the highest WSNR.

Design of experiments (DOE) is a method that can be used to identify the critical areas that cause yield loss in a process. With proper application of DOE, design engineers or researchers are able to pinpoint the source of the yield problem and fix them to produce solid and robust designs with much higher yield [265]. In DOE, the three terms that need to be clearly defined are Factors, Levels and Replication. Factors or parameters are important variables that would affect the outcomes or output responses. However, all factors may not have equal importance as some factors may have a more prominent effect over other factors. ‘Levels’ in the simplest terms are possible values for each factor identified thru gathered data (for this case the levels are ‘low’ and ‘high’). For example, if two levels are assigned to each factor, one of the lower levels is a lower level and the other is a higher level. The values of these levels are assigned in reference to literature, consultation with experts or one can
identify level values thru experimentation before the Taguchi method is carried out [256, 266]. A two-level factor assumes linear behavior while three-level factor best fits non-linear behavior but requires a larger number of trials while running experiments. Replication is necessary to address the concern on repeatability and also the spread of the variation in the experimental outcome. This is done in order to obtain adequately accurate statistical information of the process under study. This is done by producing several samples for each trial or by repeating the same trial several times.

The Taguchi method is famous for implementing robust (parameter and tolerance) design. Robust design is a result of determining the optimal factor combination/setting to reduce the response variation and brings the mean close to the target value consequently [267]. To implement the robust design, Taguchi employs an orthogonal array (OA) in order to reduce the number of experiments as compared to the full factorial DOE version. SNRs are used to evaluate the outcome of the experimental trials. It is common to include an ANOVA alongside SNR to study the percentage contribution made by each factor. Even though the Taguchi method has been successfully applied to processes in design and manufacturing, it has been criticized for its lack of efficiency because the method works well for single-objective optimization problems but not for multi-objective problems [12, 268]. Some modification on the existing method has to be made [261, 269, 270, 271] to make it work for some cases of multi objective problems.

Similarly, the Taguchi method for multi-objective problems, as discussed by Phadke as mentioned in [270], is purely based on judgmental and subjective process knowledge [272]. When dealing with a multi-objective
problem, one can use several techniques. The simplest way is by adopting the OEC (overall evaluation criteria) approach. This is done by assigning certain weighting to each of the output response criteria so as to normalize the two (or more) different response units. The weightings are arbitrarily chosen based on experience in order to make a response either dominate or have the same weight when compared to the other responses [265, 273, 274]. Such judgments are not very accurate [272]. A way of overcoming this problem is by using the GA approach. In section below, the GA method will be further discussed specifically on how it was used with the Taguchi method to make solving the multi-objective problem possible. The GA will search for the optimal weights that maximize the SNR for each output response to improve its immunity to noise and thus make the product more robust. The hypothesis here is that the GA approach will result in a better SNR as compared to the OEC (initial method) as stated in Table 80 (Chapter 4) method because the GA searches the entire solution space for the optimal point whereas the weights determined by experience does not. To proof this hypothesis, the percentage improvement of the SNR (if any) will be determined and then the process parameters will be implemented to confirm the increase in robustness of the product.

In this case, the integrated approach is divided into several repeatable steps that could also be applied in other process/product multi-objective optimization problem accordingly. There are four steps outlined (Step 1-4 mentioned below) for the initial experimental factors and levels design, including the computation of SNRs from the experimental data. Next, the integration of GA approach for determining the optimal weights based on the normalised SNRs (Z) in the range between zero and one are conducted (Step 5-
6). The WSNR is then computed by multiplying the weight with Z relates to each response. The final two steps (Step 7-8) will be the data analysis focusing on the main effect of each factor towards the WSNR values, which is essential for predicting the desired optimal setting. It continues with the confirmation experiments. Consequently, further statistical data analysis includes the measure of variability between OEC and the proposed strategy is conducted using standard deviation and ANOVA, in order to determine the percentage improvement acquired (if any) and subsequently identify the dominant factors that influencing the capacitive performance of the device.

The implemented Taguchi-GA method is applied in supercapacitor fabrication and the steps fall within the initial experimental design stage, are listed below.

3.3.2.1 Steps Implementing the Taguchi-GA Method

**Step 1:** Assigning factors and levels for each of the main processes

Table 34 provides the lists of control factors for mixing, calendaring, drying and electrolyte treatment process. All of the three factors (A, B and C) are assigned with two levels of factor each for the experiment. The rationale of choosing the Level 1 and Level 2 is based on the senior’s experience in this fabrication process. For this study, the value of Level 1 and Level 2 were selected based on the parameters shown in [275]. For future work, if time and cost are allowed, more levels for the process factors could improve the output response.
### Table 34 Process factors and their levels for the supercapacitors fabricated

<table>
<thead>
<tr>
<th>Process</th>
<th>Factors</th>
<th>Level 1</th>
<th>Level 2</th>
<th>Output Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Mixing</td>
<td>A Mixing Speed (rpm)</td>
<td>200</td>
<td>350</td>
<td>1. Capacitance (F)</td>
</tr>
<tr>
<td></td>
<td>B Mixing Time (min)</td>
<td>15</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C Amount of AC (%)</td>
<td>85</td>
<td>90</td>
<td>2. ESR (Ω)</td>
</tr>
<tr>
<td>2 Calendaring</td>
<td>A Calendaring time (min)</td>
<td>15</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B Thickness (mm)</td>
<td>0.65</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C Machine temperature (°C)</td>
<td>23</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>3 Drying</td>
<td>A Heating time (min)</td>
<td>20</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B Heating temperature (°C)</td>
<td>50</td>
<td>80</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C Vacuum</td>
<td>Yes</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>4 Electrolyte Treatment</td>
<td>A Electrolyte name</td>
<td>KCl</td>
<td>Na₂S</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B Electrolyte molarity (M)</td>
<td>2</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C Electrolyte amount (ml)</td>
<td>0.5</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

**Step 2:** Determining the minimum number of experiments required and the selection of Taguchi orthogonal array.

Here, the Taguchi multi-objective optimization begins with the selection of orthogonal array (OA) with specific number of levels (L) for factors A, B and C. The minimum number of experiments in the array is obtained by using the equation below [12]:

\[ N = (L - 1) \cdot F + 1 \]  

**Equation 51**

where \( F \) = number of factors, in our case, \( F = 3 \)

Thus, \( L_4 \) orthogonal array (OA) is selected due to four numbers of trials required and outlined as in Table 35. The selection of OA depends on the number of factors to be studied as shown in the Equation 51, the number of
interaction to be studied, time and cost constraints.

Table 3.5: 4 x L₄ Orthogonal arrays for the process factors

<table>
<thead>
<tr>
<th>Process</th>
<th>Experiment, i</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Mixing</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Calendering</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Drying</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Electrolyte</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Treatment</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

**Step 3:** Conducting all experiments outlined with three replications (samples) each according to the Level which is assigned to the Factors shown in Table 3.4. Value of level 1, level 2 and factors for each of the process are defined in Step 1.

**Step 4:** Computing SNR for every output responses.

The SNR values for the respective responses ($SN_{IC}$ and $SN_{IE}$) are calculated from the raw data from the experiment accordingly. The equations are shown below:

SNR for the capacitance response (larger-the-better)

$$SN_{IC} = -10 \log_{10}(1/n) \sum_{i=1}^{n} \frac{1}{x_i^2}$$  \hspace{1cm} \text{Equation 52}
SNR for the ESR response (smaller-the-better)

\[ SN_{\text{iE}} = -10 \log_{10} \left( \frac{1}{n} \sum_{i=1}^{n} y_i^2 \right) \]

Equation 53

where \( y_i \) is the experimental data at the \( i \)th sample and \( n \) is the number of samples.

**The Integrated Taguchi method with GA**

The main aim of integrating the GA into the Taguchi technique is to search for definite and optimal weights for each response or performance characteristic (and quality) in a multi-response system. As previously stated [12, 259, 263, 264], the Taguchi method has been mostly utilized in optimising single-response problems. One of the noted methods in tackling multi response systems is the problem of optimising weights for signal to noise ratio as mentioned in the literature [256]. In real multi-response cases as described in [12, 276], the weights are based on experience. For instance, in the OEC approach the relative weighting method is used to tackle problems with more than one objective [263]. The method of combining multi criteria of evaluation is truly based on the expertise and the experience gained in many experiments. However, in most real cases this does not result in a robust process or product. This might be due to a level of uncertainties in the decision-making stage especially when picking levels for the parameters. Furthermore, it is difficult for human experts to estimate the effect of the criteria used to evaluate a process as not all criteria have equal importance. As such, the key of obtaining a robust and practical process using this weighting method may be to eliminate the engineering judgment in deciding the weights (or the importance) of the criteria.
CHAPTER 3 – RESEARCH METHODOLOGY

The GA is a powerful heuristic global search and optimization technique. It is an optimization technique which is built based on mimicking the evolutionary principles and chromosomal processing in natural selection and natural genetics [6]. It is a widely accepted approach to stochastic optimization, especially in dealing with a global optimization problems that consists of multi-modal search spaces. In a wider usage of the term, GA is any population-based model that uses selection and recombination operators to generate new sample points in a specific search space [277]. In his book [6], Goldberg demonstrated the possible domains where GA’s can be applied. Moreover, many GA models have been introduced by researchers and are found to be effective from the experiment perspective [277]. In addition, many of them are application oriented and have adopted GA’s as optimization tools [261, 11, 278]. The searching and selection of optimal weights for the process of fabrication of supercapacitors using the Taguchi method often involves problems related to constrained optimization which is similar to what is needed in manufacturing process optimization. Hence, it is appropriate that GA’s are integrated with the Taguchi method to optimise the fabrication of coin-type supercapacitors. The capacitance and equivalent series resistance (ESR) of the device are adopted as the quantitative performance characteristic (quality) for evaluation in the current study.

GA’s basically evolved from an idea of survival of the fittest and reproduction of new offspring to form a new population to create a novel and innovative search strategy [261, 279, 278]. It implies that the genetic pool in GA of a given population potentially contains the solution, or a better solution, to a given adaptive problem [277, 279]. This makes the GA different as
compared to other traditional point-to-point descending and ascending search techniques [280]. The GA initiates from a random set of solutions, known as the initial ‘population’. Each individual solution in the population is known as a ‘chromosome’ or string). At each generation, the GA works with genetic operators namely crossover and mutation, on the selected individuals which act as parents to recombine part of the strings genes) and produce offspring child) to create a new and hopefully fitter generation [6, 281]

During each generation, these chromosomes evolve to have better fitness. This is done by executing an operation known as selection. Eventually, the chromosomes in the population will converge from generation to generation. The aim is to select the best fit chromosome [266, 6, 281]. By fulfilling the aim mentioned, GA utilizes the fitness function (or objective function) which will be used to create a new and conceivably better population of strings. The fitness function takes a chromosome and assigns a relative fitness value to the chromosome [6]. The fitness function evidently ranks the chromosome in some way by producing fitness values [10].

**Step 5: Normalizing the SNRs so that all are in the range between 0-1.**

Normalised $y_{ij}$ as $Z_{ij} [0, 1]$ by the corresponding formula to set the right effect of adopting different units, where $i$ is the number of experiment (i.e. number of sample) and $j$ is output response of the process. In this case, output response is capacitance and equivalent series resistance. Notation used in the equations below is C and E. The selection for Equation 54 is based on the fact that the output response of capacitance is expected to be as higher as possible for supercapacitor fabrication because this study is to maximize the capacitance by
optimising the setting configuration of the experiment [275]. However, the
quality characteristic selected for the SNR is smaller the better, hence, Equation
55 is selected. This is because the output response ESR is expected to be as
smaller as possible, therefore it is able to enhance pulse current handling by
parallel connection with an electro-chemical battery [275].

Normalised SNR for the capacitance response (the-larger-the-
better) [13]:

\[ Z_{iC} = \frac{Y_{avg} - Y_{min}}{Y_{max} - Y_{min}} \]  

Equation 54

Normalised SNR for the ESR response (the-smaller-the-better)
[13]:

\[ Z_{iE} = \frac{Y_{max} - Y_{avg}}{Y_{max} - Y_{min}} \]  

Equation 55

where \( Y_{avg} \) is the average out of the \( n \) number of samples
produced, \( Y_{min} \) and \( Y_{max} \) are the least and highest data value out
of the \( n \) number of samples produced respectively.

**Step 6:** Searching for the exact/optimal weighting value \( w \) associated with each
\( Z \) that would give the maximum WSNR by using GA approach.
The WSNR value is determined by using the weights \( (w_c \) and \( w_E ) \) obtained from
GA.

\[ WSNR_i = w_c Z_{iC} + w_E Z_{iE} \]  

Equation 56

where \( i \) is the number of runs/experiments
In the section below, GA is used to maximize WSNR with the optimal $w_c$ and $w_E$.

**Initialization**

The algorithm is carried out randomly to create the solution space which is used for searching the optimal weights so as to maximize $Z$. In this coin supercapacitor fabrication process, we have two output responses; hence there are only two weights which are considered as the gene. The initial population composes of 30 chromosomes. The 30 chromosomes in the initial population are generated subject to the feasibility condition, i.e. the sum of weights should always equal to one.

**The Fitness Function**

The total WSNR is used as the fitness function in GA strategy to calculate the fitness value. A fitness value in an objective function evaluates the performance level of an individual chromosome; therefore in this case, GA strategy utilizes $Z$ from Taguchi method to form this fitness function. The particular fittest chromosome will be ranked against all other individual chromosomes. The fitness function is given as:

$$F(x) = \sum_{j=1}^{k} \sum_{i=1}^{n} (W_jZ_{ij})$$

**Equation 57**

The Equation 57 above is written such that $f(x)$ is the total WSNR to be maximised, $w_j$ is the weight to each response, $Z_{ij}$ is normalised SNR values, $n$ is numbers of observation (experiments/runs) and $k$ is the number of response.
Selection

Selection is also known as reproduction in the family of computational model inspired by evolution [281]. It allows individual (string/chromosome) to be copied for possible inclusion in the next generation. The chance that a string will be copied is based on the string’s fitness value which is calculated from the fitness function. For each generation, Selection chooses strings that are placed into the mating pool, which is used as the fundamental to create the next generation. Parent chromosomes are selected with a probability related to their fitness value. Therefore, highly fit strings possess the higher probability of being selected for mating [281]. In this supercapacitor fabrication process, the roulette wheel method is applied to the chromosome selection.

Crossover

Once the mating pool is created using Selection operator, the next operator is the crossover. The term ‘Crossover’ used in GA is analogous to reproduction and biological crossover. ‘Crossover’ is used to create a pair of offspring chromosome from the parent chromosome [281]. Crossover takes place by depending on the parameter known as the crossover probability, $P_c$ [12]. If the crossover does not take place, two selected chromosomes are simply copied to the new population. The concept of this operator is the new chromosome may be better than both of the parent chromosomes as the offspring takes the goodness from each of the parents.
Mutation

One-gene mutation operation with a preset mutation probability $P_m$ which indicates the frequency at which mutation occurs is applied to generate a new chromosome [12]. $P_m$ should be preset at a very low value. In this case, mutation is performed during the crossover. Mutation occurs when a new gene’s value is added to the new population pool. This is to avoid the population stagnating at any local optima [277].

Check for feasibility (constraint of the algorithm)

This is a step to obtain reliable and feasible weights for the fitness function. In this case, this step is crucial to ensure that the sum of the weights is always equal to one. This step is to encounters 3 possible cases mentioned below.

- **Case 1 - the sum of the gene values of offspring is less than one.**
  
  If the sum of the gene values of offspring is 0.9; there is a shortage quantity of 0.1 (since $1 - 0.9 = 0.1$). The shortage quantity will be equally divided, and added equally to the gene values.

- **Case 2 - The sum of the gene values of offspring is more than one.**
  
  If the sum of the gene values of offspring is 1.2, there is an excess quantity of 0.2 (since $1.2 - 1.0 = 0.2$). The excess quantity will be equally divided, and added equally to the gene values.

- **Case 3 - The sum of the gene values of offspring equal to one, the gene values will remain the same.**
Stopping Condition

The most usual and popular method – setting the maximum number of generation is used for the stopping condition. This can guarantee the convergence of a GA. In this case, the stopping condition is the total number of generations fixed at 10,000 [6].

**Step 7:** Study the main effects on WSNR for each factor and level by plotting the Factor Effects on WSNR graphs. This will lead to our predicted optimal conditions.

WSNR is similar to the overall evaluation of experiment (OEC) data for a multi-response process but the weightings used are the main difference. The level for each factors with the highest WSNR is the optimal level (optimal setting for the particular process) of process factors. The computation of the main effect on WSNR is carried out by considering the average effect of each level with respect to each factor. Details and result are discussed in Section 4.3.2. For example, for Process 1 (Mixing), A₁ means the average value of WSNR₁ and WSNR₂ for Level 1 of the process factors where Level 1 is remained unchanged in that experiment, however the value of other process factor is changed. This is to evaluate the interactions of the process factor. This concept is applied to other average WSNR (A₁, A₂, B₁, B₂, C₁, C₂). These values also known as corresponding factor effects. The larger the WSNR implies the better quality. This is a step leads to select the optimal condition of the process.
\[ A_1 = \frac{(\text{WSNR}_1 + \text{WSNR}_2)}{2} \]  
\[ A_2 = \frac{(\text{WSNR}_3 + \text{WSNR}_4)}{2} \]  
\[ B_1 = \frac{(\text{WSNR}_1 + \text{WSNR}_3)}{2} \]  
\[ B_2 = \frac{(\text{WSNR}_2 + \text{WSNR}_4)}{2} \]  
\[ C_1 = \frac{(\text{WSNR}_1 + \text{WSNR}_4)}{2} \]  
\[ C_2 = \frac{(\text{WSNR}_2 + \text{WSNR}_3)}{2} \]  

Equation 58
Equation 59
Equation 60
Equation 61
Equation 62
Equation 63

**Step 8: Running the confirmation experiment and compare the results**

*(Standard Deviation and SNR) with the earlier trials and initial condition.*

Figure below tabulates the summary of the steps mentioned above.

**Figure 66 Figure: Flow Chart of the Integrated Taguchi-GA method**
3.3.3 Summary

- The integrated Taguchi and GA method is used to optimise the process factors of supercapacitor fabrication process.

- The Taguchi-GA integrated strategy provides a robust design in the sense of reproducibility and reliability. This could not be achieved by the OEC approach alone as this approach is dependent on engineering judgment (that has higher variation), a mean value that is far from the desired target value if those judgments were inaccurately made.

- This methodology step is important because noise factor in the manufactured values will cause failures in matching peak demand as the hybrid energy storage system is optimised using the GA. Hence a slight drop in capacitance and ESR will cause the reliability of the system.

- The methodology step is important to reduce spread in tolerance of supercapacitor value (capacitance and ESR) which will affect the optimization in sizing RES and power reliability of the system.
3.4 Methodology Steps 4

*Construct lab scale prototype design and fabrication*

The optimised supercapacitor-battery hybrid energy storage system (SB-HESS) is tested on a lab scale trolley. The configuration of the system was explained in the Chapter 1-Introduction. The optimal sized of lab-scale SB-HESS is design and integrated with the unsupervised learning machine - Support Vector Machine of energy management system (SVM_EMS). Details on the energy management system are elaborated in Section 3.2.3. The integrated architecture was designed as shown in the following:

![Integrated System on Trolley](image)

**Figure 67 Integrated System on Trolley**

### 3.4.1 Final Testing

The prototype system is tested with the performance metric shown below. There are three main testing for this prototype.

- The performance metric used in system is categorized into 3 groups: One for the performance definition of the SVM and SVR.
• Performance comparison between the standalone battery storage and hybrid energy storage in terms of cost and battery lifetime.

• The reliability and efficiency of HESS using SVMR_EMS and a HESS using hardware-based (DC/DC converter) approach.

<table>
<thead>
<tr>
<th>Comparison</th>
<th>Performance Metric</th>
</tr>
</thead>
</table>
| 1 Energy management system | • Classification Accuracy  
• Number of Support Vector  
• Training Time |
| Support Vector Machine | |
| Support Vector Regression | • Mean Average Percentage Error (MAPE) |
| 2 Standalone battery storage system and hybrid storage system | • State of Charge (SOC)  
• System Cost |
| 3 Software Approach and Hardware Approach for energy management system (EMS) | • Supercapacitor Time Response  
• Power Efficiency  
• System Cost |

1. Mean Absolute Percentage Error (MAPE)

MAPE error is the accuracy measure for technique used in modeling time series. It is expressed as the average of the total difference in percentage as shown in the following:

\[
MAPE = 100 \times \frac{\sum_{i=1}^{n} \frac{L_{Ri} - L_{Pi}}{L_{Ri}}}{n}
\]

where \( L_R \) is the actual value of load current and \( L_P \) is the value of predicted load current
Besides that, \( n \) is the number of points to be compared. Hence, by this formula, the accuracy of the predicted load current can be measured.

2. State of Charge (SOC) stress test

The SOC of the standalone battery storage system and hybrid supercapacitor-battery storage system using hardware and software approaches were recorded for performance comparison. To implement this, a stress test of 1 minute pulse current cycle which is catered for high discharge rate and high depth of discharge (DOD) of the battery. The high discharge rate will reduce the stratification effect but will lead to high sulphation of the battery which give a greater negative impact on the battery. Besides, the high DOD will also lead to sulphation of the battery [282]. The stress test load profile was simulated using the programmable load as shown in Figure 68.

![Figure 68 Stress Test Load Profile](image)

The standalone battery system will supply for the whole load cycle, while; in the hybrid system, the battery will supply only when load demand is below the threshold value and supercapacitor will supersede the battery role in supplying for load demand above the threshold value. The battery will first be charged with a fixed charging characteristic of 14V, 1A to ensure the
consistency of fully charged battery voltage level as the battery final open circuit voltage varies with the charging rate. Besides, the battery is allowed to stabilize before attaining the SOC value. The battery will then undergo the stress test for 20 cycles. This process was repeated 4 times for the standalone battery system and the hybrid system.

By implementing the combination of Open Circuit Voltage method and Current Integration Method, a more accurate SOC monitoring system can be achieved. The SOC is measured using Open Voltage Method during unloaded operation and Current Integration method during loaded operation. In this project, the Maxim DS2438 Smart Battery Monitoring Evaluation Kit is used. This Chip can measure the battery voltage and current, the accumulated current flowing in or out of the battery with the integrated current accumulator, and the battery temperature with the on board direct to digital temperature sensor. The data acquired will be stored on the chip’s onboard memory and will be transmitted through one wire interface which provides versatile operation with any microprocessor/microcontroller [283]. Since the EV kit comes with a window GUI and DS91230 serial to USB converter, it allows direct configuration and monitoring of the Battery SOC on the GUI as shown below: (The evaluation kit used is MAXIM DS2438EVKIT+. The evaluation kit is interfaced to a PC through a DS91230 USB adapter and RJ-11 cable connection).
This smart battery monitoring system is able to measure the temperature, voltage, current of the lead acid battery. Apart from that, it is also able to set the elapsed-time in order to be able to synchronize with the real time and able to log all data in a text file. Figure 70 shows the meters screen which displays the real time measurements of the battery voltage, temperature, current and remaining capacity of the lead acid battery.
A certain configuration is needed to measure the lead acid battery during charging and discharging phase as shown in Figure 71.

![Connections to simulate the charging and discharging phase of the battery](image)

(a) Charging  
(b) discharging

**Figure 71 Connections to simulate the charging and discharging phase of the battery**

However, the maximum voltage that can be measured by this evaluation kit is 10V and the lead acid battery is rated at 12V. Therefore, a voltage divider circuit is made to reduce the lead acid battery voltage by half. Two 500 Ω resistor is used for the voltage divider.

**3. Supercapacitor Time Response**

The Supercapacitor Response Time is the most important performance measure in this project. As mentioned earlier, the replaceability of the hardware DC/DC converter with the software approach lies in the successfulness of supercapacitor to response corresponding to the peak load demand. In the hardware approach, the switching action of the DC/DC converter is in a matter of milliseconds. Hence it has good time response but with the tradeoff of having more expensive power electronics which added to the cost of the overall system. In the software approach, the time required for the control includes the load current data acquisition time, storage banks voltage monitoring time,
processing time and control switches responding time which are reflected in the supercapacitor response towards the peak load demand. The previous sequential based programming shows a delay of 70ms which will not meet the requirement in rapid burst load application. Hence, the adoption of SVR to predict the load current will give a buffer time for the SVMR-EMS to compensate the control time required; allowing the supercapacitor to be switched ON before the peak load demand occurs. Since the battery will be turned OFF when supercapacitor is ON, the load current will be supplied only from the supercapacitor. Hence, to measure the response, the voltage supplied by supercapacitor and the load current will be probed on the oscilloscope to measure the difference between the supercapacitor turn ON time and the Peak Load demand occurrence time. In Figure 72, the supercapacitor response time is shown.

![Supercapacitor Respond Time](image)

**Figure 72 Supercapacitor Respond Time**

4. **Power Efficiency**

Besides comparing the supercapacitor time response of the SVMR-EMS, the power efficiency between the hardware DC/DC converter approach and the
software approach are also compared. The power efficiency is defined as the ratio of the power delivered to the load over the input power as follows [284]:

\[ \eta = 100\% \cdot \frac{P_{\text{out}}}{P_{\text{in}}} \]  

**Equation 65**

where \( P_{\text{out}} \) is the output power and \( P_{\text{in}} \) is the input power.

As mentioned in the literature review section, the hardware approach’s switch mode DC/DC converter has efficiency range of 75-98%. while; the software approach has voltage drop across the diode, current sensing resistor and the power losses associated with stray resistance in the circuit, hence the power supplied that actually reaches the load has to be measured in both cases to form a comparison. On the other hand, the software approach’s Software Control Board has MOSFET switches and backflow protection diode and a 1ohm current sensing resistor. The MOSFET has resistive element and conduction losses is proportional to its on resistance \( R_{DS\,(ON)} \), the current sensing resistor causes a voltage divide drop, and the diode has a 0.6V forward voltage drop. Besides, both approaches exhibit power losses which associates with the non-idealities such as stray resistances which has also contributed to the overall efficiency drop. As the load current is either supplied by the supercapacitor or battery, the load terminal voltage alone will determine the efficiency of the system.

5. System Cost

The system cost is one of the performance metrics for comparison between hardware and software approach energy management system (EMS).
As this project seeks the feasibility of software approach to replace the costly power electronics in the hardware approach, the cost of both system will have to be compared to justify the use of software approach in the EMS. The unit to measure the system cost of two different approaches used for the prototype system is in Malaysia Ringgit (RM).

Last but not least, cost of supercapaitor-battery hybrid energy storage system and battery individual system are compared. The system cost reduction resulting from minimizing the number of replacement battery for 20-years are shown in Chapter 4.

3.4.2 Summary

- This methodology step is a final integration and testing step. This step shows the feasibility and reliability of the implemented SB-HESS.
- In this section, five performance measures are used to measure the accuracy of load prediction system, the system cost, the state-of-charge (SOC) battery for of SB-HESS and battery-alone system, time response of the supercapacitor to react peak power and power efficiency of the systems.
CHAPTER 4

RESULT AND DISCUSSION

This chapter tabulates results that address the problem statements and principal aim stated in Chapter 1. The purpose of this chapter is to discuss the result obtained from the implementation steps shown in Chapter 3. The section is organized as follows:

• Section 1: presents the optimal operation parameters for the supercapacitor-battery hybrid energy storage system (SB-HESS) and how this SB-HESS benefits the battery lifespan.

• Section 2: The design and simulation for RES is presented using HOMER. HOMER is used to that our GA is working properly by comparing results between HOMER and the GA for battery-only system. The optimal cost of SB-HESS is presented and compared with the conventional renewable energy system (RES) using a genetic algorithm (GA). GA is used to design the prototype before it is implemented. There is trade-off between the system cost and the Loss of Power Supply Probability (LPSP). Simulation results show that if the LPSP is 100%, the system cost is higher than the system with 98% LPSP. GA acts as a searching algorithm is capable to search the optimised number of components used in the system at the lowest cost which subject to constraints and the desired LPSP. GA optimises battery lifespan and evidently, the system cost.
Section 3: discusses the energy control system for SB-HESS using the Support Vector Machine (SVM) and how this implemented system benefit the *system cost* (prolongs battery life and reduces number of power electronics) and *system reliability* (predict time to turn on supercapacitor before power peak delivery is needed). The system cost is said to be optimised where the system cost for the SB-HESS prototype is compared with the conventional system which energy flow is controlled by DC/DC converter. The results shows that the system cost is lower than the conventional system. This is because the implemented energy management system using SVM and relay switches successfully control the energy flow between the energy storage system and load while further optimises (reduces) the number of costly power electronics used. This section also shows the comparison of *state-of-charge* (SOC) of battery in both battery individual system and SB-HESS.

Section 4: Shows the result on the performance of the supercapacitor fabricated in the supercapacitor pilot plant in terms of capacitance and equivalent series resistance (ESR). The implemented optimization technique combining Genetic Algorithm within Taguchi Signal-to-Noise ratio is proven in designing a robust process.
4.1 Determination of Optimal Parameter for Energy Management System

This section presents the result of optimal parameter for designing the energy management system (EMS) for this project. These parameters also identify the benefits of coupling supercapacitor with battery in an energy storage system. One of the crucial parameters in this energy management system is voltage level of battery. This value is always kept at a nominal value according to the depth-of-discharge (DOD) that it favors. This is done to ensure the implemented hybrid energy storage system (HESS) aids in prolonging the battery lifespan by limiting the voltage of batteries and hence, the system is setting an optimal set point for the SOC batteries. In a battery-alone system, the batteries are stored and drained to release energy to match the load demand at a short period. The conventional battery-alone system can be costly as compared with the SB-HESS. The main focus in SB-HESS is the delivery power peak by supercapacitors while the battery releases energy in a desired time and in a controlled manner. This implemented system is practical because the supercapacitor delivers power 99% accurately as this energy management system also predicts load beforehand as mentioned in Section 3.2.3. The price of battery is much higher than supercapacitor terms of kW/$ as supercapacitor has higher power density.

Therefore, an optimal voltage value is important for the implemented EMS to evaluate the depth to which a battery can safely be depleted. To further protect the battery from over-discharging, this implemented EMS prevents operation beyond the specified end-of-discharge voltage, which is obtained from the manufacturer data sheet. The end-of-discharge for a 1.2Ah battery is
1.75V/cell. This approach has been proven in Section 4.4 that it reduces the rate of damage mechanism of battery as mentioned in Section 3.1.

A high load current lowers the battery voltage, and the end-of-discharge voltage threshold should be set lower accordingly to cater that particular power peak in a conventional battery-alone system. However, in SB-HESS, a desired battery voltage which has been calculated is always above the final discharge value given in manufacturer data sheet. The battery in SB-HESS discharges at a nominal value of current for a prolonged time, it evidently causes less impact on the rate of damage mechanism of the battery. The strategy applied also ensures the battery always discharge at a constant optimal C-rate (according to technical manual of GP battery) to supply load and the battery final discharge voltage is not bounded by zero volts at any time. C-rates means charge and discharge rate of the battery. In this project, discharging phase is focused.

In SB-HESS, a higher and desired end-of-discharge voltage of batteries is maintained. This tells us that the voltage of the so-called healthier battery gradually recovers and rises towards the nominal voltage repeatedly. However, in long run, battery in a conventional battery alone system becomes aging more rapid and this aging battery with elevated self-discharge cannot recover the voltage. Battery used in our lab-scale prototype system is shown below:

<table>
<thead>
<tr>
<th>Table 36 Data Specification of Battery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manufacturer</td>
</tr>
<tr>
<td>Capacity</td>
</tr>
<tr>
<td>Nominal Voltage</td>
</tr>
<tr>
<td>Final discharge Voltage</td>
</tr>
</tbody>
</table>

The result shows in Table 36 is calculated using the semi-empirical Equation 4 shown in Section 3.1, it shows that battery current ($I_{batt}$), voltage of
the cell ($V_{cell}$) and voltage of the battery ($V_{batt}$) is always below 1.6Amps, 2.07V and 12.41V respectively for the implemented EMS. This provides a clear view for designing the optimised prototype system where how much battery capacity can be used for delivering to the load and how many supercapacitors are required for delivering the power peak. Moreover, it also provides the important parameter to implement energy control management system for the load predictive software to predicts when the supercapacitor is switched on and cater for the peak power. Table 37 below shows the calculated and optimal parameters for supercapacitor-battery hybrid energy storage system.

**Table 37 Theoretical values for parameter $I_{batt}$, $V_{cell}$, $V_{batt}$**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Battery individual energy storage system</th>
<th>Supercapacitor-Battery hybrid energy storage system</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{batt}$ (A)</td>
<td>2.5</td>
<td>1.6</td>
</tr>
<tr>
<td>$V_{cell}$ (V)</td>
<td>1.99</td>
<td>2.07</td>
</tr>
<tr>
<td>$V_{batt}$ (V)</td>
<td>11.99</td>
<td>12.41</td>
</tr>
</tbody>
</table>

From the result above, it can be represented in the diagram shown below. Different level of current for battery-only system and SB-HESS are used to implement the prototype.
Battery-individual system

= supplied by the Batteries.

Implemented HESS

= supplied by batteries,  
= supplied by supercapacitors.

‘C’ for a 1.2 Ah battery, for example, is 1 – 1.2 amps. Full discharge is reached after about 30 minutes when the battery voltage drops to 1.5V/cell. At this point, only 50% of rated capacity has been discharged

(1 C amps x 0.5 hrs = 0.5C Amp. Hrs).

Continuing the discharge to zero volts will bring to the total amount of discharged ampere-hours (capacity) to approximately 75% because the rapidly declining voltage quickly reduces current flow to a trickle.

‘C’ for a 1.2 AH battery, for example, is 0.3 amps. Full discharge continuing discharge the battery (to zero volts) on the battery is never happened as the supercapacitor acts as a high power density energy storage device to cater the power bursts.

Battery voltage remains at about 2V/cell. At this point, only 20% of rated capacity has been discharged

(0.25 C amps x 0.5 Hrs. = 0.125C Amp. Hrs.).

Figure 73 Energy flow for battery-only and SB-HESS

The diagrams in Figure 73 above shows two different cases. From the diagram, the C-rate is different for two cases shown above because the required battery capacity for both cases is different. This also implies that the battery DOD for both cases is different as more battery capacity is used up in Case 1 to deliver the peak power in short period. By considering a same load profile, batteries in battery-individual system are delivering the power peak and the battery is drained to release energy over a short period of time. As mentioned
previously, a high load current lowers the battery voltage, and the end-of-discharge voltage threshold should be set lower accordingly to cater the power peak. The battery discharges to a lower load current as the supercapacitor delivers power peak for the same high load current. It does not damage supercapacitor, as it is known as an ideal energy storage that undergoes frequent charge and discharge cycles at high current and short duration. This is due to the nature of supercapacitor that stores energy by means of a static charge as opposed to an electrochemical reaction.

This shortens battery life when the batteries are stressed and drained to supply the entire power bust of the load demand profile over a short period of time (for battery single energy storage system). For a higher discharge rate (1C-rate) (Case 1), it causes a hard and irreversible of sulphation. When the battery is not operated at a high discharge rate and the battery remains at a low state-of-charge (SOC) for a long period of time, the sulphate crystals grow in size and large sulphate crystals are created. Since these large crystals do not dissolve easily when the battery is charged, this eventually leads to hard or irreversible sulphation [32]. Evidently, it causes a loss of battery capacity because the sulphated part of the active material is no longer active and the large sulphate crystals grow into part of the insulated active material from the terminal electrode. Furthermore, the sulphate crystals have a larger volume than PbO$_2$ (and Pb), which causes a higher mechanical stress on the electrodes. This sulphate crystal causes inhomogeneous current distribution. The longer time at low SOC accelerates the hard and irreversible sulphation of battery.

Result in this section identifies the optimal parameter to design the EMS for this project. A comparison for the implemented system is presented in
Section 4.4. Table 102 shows the remaining state-of-charge (SOC) of a battery individual system and the supercapacitor-battery hybrid energy storage system after running on a same load profile for every 20 cycles. The remaining capacity of battery (indication of SOC) drops more in a battery single energy storage system compare with the SB-HES.

4.1.1 Summary

- The high load current for an instantaneous power delivery elevates the discharge rate and current of the battery. This damages battery more rapidly.
- Supercapacitor in SB-HESS delivers instantaneous power. It aids in prolonging battery lifespan by catering for the peak power.
- A higher end-of-discharge voltage for battery is guaranteed in SB-HESS. The calculated value is 12.07V and it is used in designing the EMS for this project.
4.2 Cost Structure of Renewable Energy System

Current cost structure for renewable energy system (RES) is simulated using HOMER and Genetic Algorithm (GA). The optimization results are presented in Section 4.2.1 and 4.2.2 respectively. Both methods are able to show the optimised cost of the PV-Wind-Battery and PV-Battery system. Simulation process models a particular system configuration; the optimization process determines the best possible system configuration. Due to the limitation of HOMER of adding supercapacitor as energy storage device, GA fitness functions were constructed to optimise the supercapacitor-battery hybrid energy storage system (SB-HESS). System cost of the supercapacitor-battery hybrid energy storage system in RES is lower than the battery alone RES. RES is also optimised subject to the desired loss of power supply probability (LPSP) and capacity shortage. The higher the capacity shortage, the lower the system cost. The result is shown in the section below.

Furthermore, the SB-HESS embraces the green technology by reducing the total number of batteries used throughout the lifespan of the system. Implemented energy control system using unsupervised learning machine, SVM for supercapacitor-battery hybrid energy storage system (SB-HESS) is also proven to further reduce the overall system cost and increase the power reliability of the system in Section 4.2.3.
4.2.1 Optimal Sizing of RES using HOMER

The optimum sizes of the system that meet the load profiles at the proposed site, given conditions of renewable energy resources and based on components data sheet were simulated using HOMER. HOMER provides the results in terms of optimization and sensitivity analysis. These results a component size (optimization and a sensitivity analysis) for three cases (Case 1: capacity shortage of 0%, Case 2: capacity shortage of 1% and Case 3: capacity shortage of 2%) are presented in section below. These three cases for this simulation is based on the fact that in the Tenth Malaysia Plan (2011-2015), Malaysia government emphasizes greatly on improving energy efficiency, sustainability achieved through energy efficiency [285]. Therefore, a zero downtime of power system (Case 1) is suggested in this study. This also means the 0% LPSP, one optimal set of configuration of a hybrid energy storage system can technically guaranteed the required reliability of power supply. As mentioned in [161], for a stand-alone system simulation, capacity shortage is often set up to a maximum of 2% as shown in [239] study for an allowable unmet load hour. Hence, for case 2 and 3 in this project are suggested because 1% and 2% shortage of power supply is considered low impact on the downtime (power reliability of system) as mentioned in [239]. This also implies that the capacity shortage percentage recommended in [239], blackouts is still possible but for a very small percentage of the time [225].
Case 1: PV-wind-battery with capacity shortage of 0%

This system is designed and constraint for a 0% capacity shortage. A capacity shortage is practically zero means there is no shortfall at any time between the required and the actual operating capacity.

1. Optimization Result

In HOMER, the best possible (optimal) system configuration is the one that satisfies the user-specified constraints at the lowest total net present cost. Finding the optimal system configuration involves deciding on the combination of components that the system should contain, the size or quantity of each component. In the optimization process, HOMER simulates many different system configurations, discards the infeasible ones (those that do not satisfy the user-specified constraints), ranks the feasible ones according to total net present cost, and presents the feasible one with the lowest total net present cost as the optimal system configuration.

Figure 74 shows the design of the battery alone system with PV panel and wind generator, which was simulated in HOMER. Primary Load 1 represents the load demand with 50% of discrepancy of the simulated load, Converter represents the DC/DC converter, PV represents the photovoltaic panels of the system, Generic 1kW represents the wind turbines and H200 represents the batteries used. A feasible system is defined as a hybrid system configuration that is capable of meeting the load.
The optimization result for the RES shown in Figure 74 is tabulated in Figure 75. From the optimization result shown above, the global solar radiation is 5.4 kWh/m$^2$/day. This annual mean value is taken at the site shown in Section 3.2 – Semenyih, which is 4.12 kW. Generally, optimization result shows feasible and optimised system. In Figure 75, it shows two RESs, one is PV-Wind-Battery system and one is PV-Battery system. The terms show in the figure above can be explained as follows:

**Table 38 Indication for Optimization result in Figure 75**

<table>
<thead>
<tr>
<th>Column Shown in Figure 75</th>
<th>Indication</th>
</tr>
</thead>
<tbody>
<tr>
<td>First column</td>
<td>Presence of PV panels</td>
</tr>
<tr>
<td>Second column</td>
<td>Presence of wind generators</td>
</tr>
<tr>
<td>Third Column</td>
<td>Presence of battery storage</td>
</tr>
<tr>
<td>Forth Column</td>
<td>Presence of converter</td>
</tr>
</tbody>
</table>
The project lifetime is 20 years, which follows the lifespan of the PV panel. Based on the optimization result, the PV-wind-battery power system comprised of 2kW PV array, 1 wind generator, total of 20 batteries used in addition to 2kW converter is found to be the most optimal and feasible system with a total minimum net of present cost (NPC) of $44,114 in the entire cycle life of the system. The optimization result is simulated according to the data input on the specification of the components, which is presented in Section 3.2.1. *Renewable energy fraction* (Ren. Frac.) shown in the fifteenth column in Figure above is renewable fraction of the system which is based on the amount of the renewable energy that supplies goes towards serving the primary load. The renewable fraction is 1.00, which means there is no diesel generator used in the system. This means there is no gas emission from the system, such as carbon dioxide, carbon monoxide, unburned hydrocarbon, sulphur dioxide and nitrogen oxide.
The dispatch strategy used is cycle-charging strategy. HOMER offers two dispatch strategies, which are called load-following and cycle-charging. Under the load-following strategy, a generator produces only enough power to serve the load, and does not charge the battery bank. Under the cycle-charging strategy, whenever a generator operates, it runs at its maximum rated capacity (or as close as possible without incurring excess electricity) and charges the battery bank with the excess. Barley and Winn [166] found that over a wide range of conditions, the better of these two simple strategies is virtually as cost-effective as the ideal predictive strategy that is how the idea is inspired by adding a supervisory machine learning system to control the energy flow in our renewable energy system. Because HOMER treats the dispatch strategy as a decision variable, the modeler can easily simulate both strategies to determine which is optimal in a given situation [14].

This means that under cycle-charging strategy used in this study, the system runs at full power and charge the battery with any excess. With the cycle charging strategy you can apply a setpoint state-of-charge, so that the energy sources or generators keep charging the battery and the battery is not allowed to discharge until it has reached the setpoint. This strategy is appropriate to use for this project because the implemented load predictive energy management system control the flow of energy from battery state-of-charge.

COE is the cost of the electricity. For the simulated PV-wind-battery system, the COE is $1.115/kWh. This is lower than systems with diesel generator, for example in [228], the COE is much higher ($25.41). This is because the use of diesel fuel is expensive and the price of fuel is increasing.
over the years. In this site location, the solar irradiance is optimum for solar energy system.

Figure 76 Cash Flow Summary of PV-Wind-Battery System

Figure 76 depicts the cash flow summary of the system. From the plot, total cost of the battery (H150 in the plot) which combines initial capital cost, replacement cost, operational and maintenance (O&M) cost gives the highest impact in the overall cost of system.
Figure 77 depicts the excess electricity, unmet load, capacity shortage and renewable fraction for the most economically feasible system. It can be seen from Figure 77 that with the above system configuration, unmet load is 0 kWh and an excess energy of about 10.6% is generated. It should be mentioned here that this excess energy produced goes to waste due to lack of demand. This figure also summarizes that the monthly average PV generated power is much higher as compared to wind energy for this selected site as the velocity wind at this selected site is low. However, the solar irradiance is high to provide 96% of the renewable energy to the system.

2. Sensitivity Analysis

Sensitivity analysis helps assess the effects of uncertainty or changes in the variables over which the designer has no control, such as the average wind
speed or the future fuel price. In this case, fuel price is not considered. One of the primary uses of sensitivity analysis is in dealing with uncertainty and evaluates trade-off in capacity shortage, capital cost, maintenance cost, operational cost and replacement cost.

According to the simulation result, it tells us that the system without wind turbine is more favourable as the wind velocity is low in the selected site. It is not cost-effective in adding wind turbine to the system at this site. The COE is lower than the PV-wind-battery system, $1.009/kWh. The net present cost is $39939 as shown in the Figure 78. The figure below shows zero unmet electrical load and zero capacity shortage for this system.

Figure 78 Sensitivity results for PV-wind-battery system (capacity shortage of 0%)
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Figure 79 Electrical power for PV-battery system (capacity shortage of 0%)

Figure 80 Cash flow summary for PV-battery system (capacity shortage of 0%)
From the figure above, overall cost of battery is still the highest among the other components even wind generator is not included in this system. This means that operating reserve (in this case is battery only) is large enough and always available for the system. Hence, there is no unmet load throughout the years.

**Case 2: PV-wind-battery with capacity shortage of 1%**

This system is designed and constraint for a 1% capacity shortage. The capacity shortage fraction (C.S.F) is the fraction of the total load plus operating reserve that system fails to supply. If a system is ever unable to supply the required amount of load plus operating reserve, HOMER records the shortfall as capacity shortage. Operating reserve is the surplus electrical generation capacity (above that required to meet the current electric load) that is operating and able to respond instantly to a sudden increase in the electric load or a sudden decrease in the renewable power output. For this case study, the C.S.F was taken equal to 1%.

1. **Optimization**

![Figure 81 Optimization result for PV-wind-battery system (1% of capacity shortage)](image)

Generally, the indication on the columns is same as those mentioned in Table 38. From the simulation result for this case, the NPC is $42882. The
total NPC is slightly lower as there is a shortfall that occurs between the required amount of operating capacity load plus required (operating reserve) and the actual operating capacity the system can provide. The number of batteries used is less compared to Case 1. Operating reserve is the amount of operating reserve that a power system provides is equal to the operating capacity minus the electrical load. Operating reserve is surplus electrical generating capacity that is operating and responds instantly to a sudden increase in the electric load or a sudden decrease in the renewable power output. This means operating reserve is the fraction of the primary load that hour, plus a fraction of the annual peak primary load, plus a fraction of the PV power output that hour, plus a fraction of the wind power output that hour. In this case, operating reserve is obviously lower than the previous case as the capacity shortage is 1%. A high operating reserve increases the unnecessary system cost with oversized system.

The battery lifespan is shorter in case 2 as compared to case 1. The expected battery lifetime is 10 years in case 1, whereas in case 2 (with capacity shortage of 1%), the expected battery lifetime is 6 years only. This causes higher battery replacement cost.
Figure 82 Electrical power for PV-wind-battery system (capacity shortage of 1%)

The unmet electric load is 1% as initially the capacity shortage was set to 1%. The difference between case 1 and case 2 is the COE and operating cost. The COE is lower in case 2. However, the operating cost in case 2 is high as mentioned earlier, the high number of replacement battery causes high replacement cost and O&M cost. This can be optimised using a load predictive energy control management system and adding high power density and less maintenance energy storage devices, such as supercapacitor.
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Figure 83 Cash flow summary of PV-wind-battery system with capacity shortage of 1%

The initial cost of the batteries is less compare to the system in case 1. This is because less number of batteries are considered in this case as the operating reserve is lower with the capacity of shortage is set to 1%. However, the battery lifespan is evidently short compare to the first case where the number of battery used is 20 for the initial instalment of the system. The initial set of the batteries are drained as low operating reserve is designed and set. This also leads to high replacement cost and O&M cost of the battery throughout the 20 years.
2. Sensitivity analysis

A system without wind turbine in the selected site is more feasible in terms of NPC. The NPC of RES with capacity shortage 1% is lower than the system in Case 1. The NPC is $39376 for this RES model. The unmet load shown in Figure 82 is lower than the PV-wind-battery system (capacity shortage of 1%) in Figure 79.

![Diagram of system components]

**Figure 84 Sensitivity results for PV-wind-battery system (capacity shortage of 1%)**

![Table of production and consumption]

**Figure 85 Electrical power for PV-battery system (capacity shortage of 1%)**
Figure 86 Cash flow summary for PV-battery system (capacity shortage of 1%)

Figure 86 shows the cash flow summary for the PV-battery system (capacity shortage of 1%). By observing Figure 80 and Figure 86, about 37% of the total system cost is caused by the initial, operational and maintenance cost of the batteries.

Case 3: PV-wind-battery with capacity shortage of 2%

Final design, simulation and optimization is done by changing the constraint in HOMER, which represents capacity shortage of 2%. It is clearly shown that PV-battery system has lower system cost (net present cost) compare to the previous cases. On the other hand, PV-wind-battery has the same total system cost as shown in case 2.
CHAPTER 4 – RESULT AND DISCUSSION

1. Optimization

Figure 87 Optimization result for PV-wind-battery system (2% of capacity shortage)

Figure 87 shows the net present cost for PV-wind-battery with (capacity shortage of 2%) is the same as the in case 2 (PV-wind-battery with the capacity shortage of 1%) which is $42882. From the simulation results shown in Figure 88, it tells us that the insignificant unmet load (also known as capacity shortage) for this proposed power system has no impact on the system cost. This means that to allow a smaller, less expensive power system, the proposed system with capacity shortage of 2% is not feasible and cost-effective to increase the operating reserve (number of battery) to satisfy the unmet load.

Figure 88 Electrical power for PV-wind-battery system (capacity shortage of 2%)
Based on the Figure 89 below, the initial cost of the battery is lower as compared to the initial cost for battery in case 1. However, the replacement cost of the battery is much higher in case 2 and case 3. This is due to the higher usable capacity of battery in case 2 and case 3. Hence, the expected lifetime of battery is shorter. This also means that the number of replacement batteries is higher in this case.

![Cash flow summary for PV-wind-battery system](image)

**Figure 89** Cash flow summary for PV-wind-battery system (capacity shortage of 2%)

### 2. Sensitivity Analysis

Based on the three figures below, the NPC for this system is the lowest compare to the systems in case 1 and case 2. The NPC of this system is $38557. This always depends on the system specification which is designed by the user. It is a trade-off between the price that the user can afford and the power shortage and delivery.
From Figure 91, the unmet electrical load is approximately 2% which is the constraint input by the user earlier before the simulation.
This system is feasible even without wind generator as mentioned earlier; the wind power at this site does not contribute high generated power. Hence, systems is said to be more cost-effective and optimised according to the sensitivity results shown in. with only 1.70% of capacity shortage throughout a year.

4.2.1.1 Summary

- HOMER is a good tool to design, simulate, optimise and sensitively analyse different parameters for power systems. To limit input complexity, and to permit fast enough computation to make optimization and sensitivity analysis practical, HOMER’s simulation logic is less detailed than that of several other time-series simulation models for micropower systems, such as Hybrid2, PV-DesignPro, and PV*SOL. On the other hand, HOMER is more detailed than statistical models such as RETScreen, which do not perform time-series simulations. Of all these models, HOMER is the most flexible in terms of the diversity of systems it can simulate.

- From the three cases simulated above, batteries always cause the highest impact in the overall cost for a long-term renewable energy system for this project (20 years is considered).

- The batteries cost mainly are from replacement cost, operational and maintenance cost. This can be optimised by adding a high power density and less maintenance energy storage device, such as supercapacitor. It is mentioned (in the next section). This could improve battery lifespan.

- Table 39 shows the net present cost for three cases mentioned in this section.
Table 39 Net Present Cost of different RES (found by HOMER)

<table>
<thead>
<tr>
<th>No.</th>
<th>Renewable Energy System</th>
<th>Net Present Cost ($)</th>
<th>Battery Initial Cost ($)</th>
<th>Battery Replacement Cost ($)</th>
<th>Estimated Battery Lifespan (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>PV-wind-battery with 0% capacity shortage</td>
<td>44114</td>
<td>6320</td>
<td>6320</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>PV-battery with 0% capacity shortage</td>
<td>39939</td>
<td>6320</td>
<td>6320</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>PV-wind-battery with 1% capacity shortage</td>
<td>42882</td>
<td>3792</td>
<td>11376</td>
<td>6.3</td>
</tr>
<tr>
<td>4</td>
<td>PV-battery with 1% capacity shortage</td>
<td>39376</td>
<td>5056</td>
<td>10112</td>
<td>8.1</td>
</tr>
<tr>
<td>5</td>
<td>PV-wind-battery with 2% capacity shortage</td>
<td>42882</td>
<td>3792</td>
<td>11376</td>
<td>6.3</td>
</tr>
<tr>
<td>6</td>
<td>PV-battery with 2% capacity shortage</td>
<td>38557</td>
<td>3792</td>
<td>11376</td>
<td>6.2</td>
</tr>
</tbody>
</table>
4.2.2 Optimal Sizing Renewable Energy System using a Genetic Algorithm (GA)

Homer does not allow the inclusion of supercapacitor within the optimization hence, to have this facility this project uses a GA for optimising the system. In this section, simulation result and discussion on the conventional PV-Wind-Battery and PV-Wind-Battery-Supercapacitor are presented. The optimised cost of the conventional renewable energy systems (RES) obtained using HOMER is compared with the optimised cost of the RES using Genetic Algorithm constraint optimization in this section. The cost of a RES with supercapacitor-battery hybrid energy storage system is lower than the conventional RES with battery only system. GA simulation result shows that supercapacitor aids in saving cost of the system by prolonging battery life i.e. reducing the cost of the initial number battery as well as the number of replacement battery throughout the project time. In this case, the project time follows the lifespan of a typical PV panel, which is 20 years. Two main simulation results are presented for the systems below:

1. Renewable energy system (RES) with battery,
2. RES with supercapacitor and battery.

4.2.2.1 Renewable energy system (RES) with battery

Constraint optimization using a Genetic Algorithm requires fitness function, which represents the domain in this case: RES (with battery), boundary and constraint which helps to place the objective function (fitness function) in the proper search space that is related to real life conditions in which we wish to optimise the system. In this section, PV-Wind-Battery and
PV-Battery for different capacity shortage, i.e. zero load rejection (loss of power probability, LPSP 0), 1% of capacity shortage (LPSP of 0.99) and 2% of capacity shortage (LPSP of 0.98). By applying the Equation 27 and 32, the fitness function, initial boundary and constraint for all the systems are presented as follows:

**Table 40 Fitness Function (Equation 27)**

<table>
<thead>
<tr>
<th>Terms</th>
<th>Components</th>
<th>Cost</th>
<th>O&amp;M</th>
<th>Lifetime</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>$N_{PV} \cdot (C_{PV} + y_p \cdot M_{PV})$</td>
<td>$C_{PV} = $335$</td>
<td>$M_{PV} = $6.7$</td>
<td>$y_p$</td>
</tr>
<tr>
<td>2.</td>
<td>$N_{WG} \cdot (C_{WG} + y_p \cdot M_{WG} + h \cdot C_h + y_p \cdot h \cdot C_{hm})$</td>
<td>$C_{WG} = $2240$</td>
<td>$M_{WG} = $44.8$</td>
<td>$C_h = $74$</td>
</tr>
<tr>
<td>3.</td>
<td>$N_{BAT} \cdot \left[ C_{BAT} + R \cdot C_{BAT} + y_p - R - 1 \right] \cdot M_{BAT}$</td>
<td>$C_{BAT} = $316$</td>
<td>$M_{BAT} = $6.32$</td>
<td>$R$ and $y_{batt}$ (Explained in Equation 28)</td>
</tr>
<tr>
<td>4.</td>
<td>$N_{CH} \cdot C_{CH} \cdot y_{CH} + 1) + N_{CH} \cdot M_{CH} \cdot y_p - y_{CH} - 1)$</td>
<td>$C_{CH} = $108$</td>
<td>$M_{CH} = $2.16$</td>
<td>$y_{CH} = 4$</td>
</tr>
<tr>
<td>5.</td>
<td>$C_{INV} \cdot y_{INV} + 1) + M_{INV} \cdot y_p - y_{INV} - 1)$</td>
<td>$C_{INV} = $2968$</td>
<td>$M_{INV} = $41$</td>
<td>$y_{INV} = 4$</td>
</tr>
</tbody>
</table>

Replacement cost is defined as the cost of replacing a component at the end of its useful lifetime. In equation 27, it is clear that the replacement cost is caused by the batteries, charge controller and inverter as the renewable energy sources are optimised based on the project lifetime, $y_p$. 

---

CHAPTER 4 – RESULT AND DISCUSSION
Boundary

The initial boundary is set to define the border of the search space of our domain. It ensures the optimization takes place in the correct search space. It also means that the optimised parameter obtained from the fitness function is feasible to implement in real life. For this case, boundaries for the parameters in Equation 27 are shown below:

<table>
<thead>
<tr>
<th>No.</th>
<th>Components/Parameters</th>
<th>Boundary</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Number of PV panel, ( N_{PV} )</td>
<td>( 15 &lt; N_{PV} &lt; 30 )</td>
</tr>
<tr>
<td>2</td>
<td>Number of wind generator, ( N_{WG} )</td>
<td>( 1 &lt; N_{WG} &lt; 3 )</td>
</tr>
<tr>
<td>3</td>
<td>Height of the wind generator, ( h )</td>
<td>( 14 &lt; h &lt; 15 )</td>
</tr>
<tr>
<td>4</td>
<td>Number of batteries, ( N_{BAT} )</td>
<td>( 4 &lt; N_{BAT} &lt; 36 )</td>
</tr>
<tr>
<td>5</td>
<td>Number of Charge controller, ( N_{ch} )</td>
<td>( N_{ch} &lt; 0 )</td>
</tr>
<tr>
<td>6</td>
<td>Number of Inverter, ( N_{INT} )</td>
<td>( N_{INT} &lt; 0 )</td>
</tr>
</tbody>
</table>

The initial boundary for the components shown in Table 41 is computed based on the simulated load profile and the specification of the components. Lower bound and upper bound are assigned to each of the parameters. This boundary is important for the GA to search optimal parameters in a feasible search space. A maximum power point tracker (MPPT) is a solid-state device placed between the PV array and the rest of the dc components of the system that decouples the array voltage from that of the rest of the system, and ensures that the array voltage is always equal to the maximum power point. By ignoring the effect of the voltage to which the PV array is exposed, this algorithm effectively assumes that a maximum power point tracker is present in the
system. This means the PV array is outfitted with a maximum power point tracker (MPPT), in which case the output of the array is effectively linear with incident solar radiation, regardless of the DC bus voltage. This means the lower bound of the renewable energy sources are taking by considering the system power specification (for this case, is 2kW RES). The next decision variables is the installation height of the wind generator which highly affects both, the resulting energy production, installation and maintenance cost. The lower bound and upper bound of height of the wind generator is computed based on the data sheet from manufacturer Maglev.

However, battery is modelled by considering the DC bus voltage of the system. For our case, the DC bus voltage is 48V and the nominal voltage for the battery chosen is 12V. This is important to decide the minimum number of batteries the system can have. It is further explained in the next section.

Constraints

As mentioned in section 3.2.2, constraint optimization is important for a real-life situation and application. Constraints are made to locate the requirement on the search space, specifying regions for the space that are infeasible. This is important to solve the fitness function accurately and implement that solution in the feasible situation under consideration.

- **Renewable energy source,**

  By applying Equation 34, constraint of the output power, $G$, It is defined according to how much the renewable power it can supplies to the DC bus. It is 50% higher of the highest peak power in the simulated load profile. This system is a 2kW RES, hence, $G \leq 2kW$.  


• **Autonomy, $A$**

This constraint is calculated using Equation 35. $A$ decides the number of batteries used in system with different capacity shortage which depends on the energy control management of the designer. $A$ depends on the LPSP value. For system with zero LPSP, $A \leq 24$ and systems with 0.99 and 0.98 LPSP, $A \leq 23$. Depth-of-discharge is crucial in computing this constraint which also important to estimate the battery lifetime. The value of $A$ for different condition of DOD is shown in Table 42, 45, and 47.

• **DC bus voltage, $V_{DC} = 48V$**

DC bus voltage is determined based on the rated voltage of the battery. The battery can be sized for voltage and capacity by adding cells in series and parallel respectively.

This is an autonomous system, which contains no diesel generator. It is also called off-grid power system. An autonomous system must be controlled carefully to match electrical supply and demand. Energy storage device battery (in this case) is playing an important role in operating reserve, as diesel generator is not considered in our case.

These constraints allows the user to specify the number of hours of autonomy for battery systems, and this can lead to a big cost impact on a small system. Batteries are sized in terms of the number of batteries used causes the day of autonomy for the system. For battery alone system, battery is often sized to cater the highest peak. This means that the LPSP (capacity shortage) is set by the designer.
It is difficult to predict battery lifetime. Real battery banks are subjected to all kinds of temperature and operational stresses that affect performance and lifetime in complex ways. Battery banks are complicated and difficult to model accurately. In this approach, battery lifetime is estimated based on the DOD set in the control strategy in the energy management system and the lifetime throughput of the battery life cycle of the battery before the battery fails to supply the amount of energy that cycled through the battery (before failure). This means the final voltage of the battery drops below the end-of-discharge voltage which is stated in the battery data sheet.

As mentioned earlier, the replacement cost of the battery show significant impact on the total cost of the system. \( R \) is the number of expected battery replacement throughout the project lifetime. \( y_{\text{batt}} \) represents the lifetime of the lead-acid battery. It is calculated based on the lifetime curve for a sealed lead-acid battery data sheet of the battery. \( Q_{\text{lifetime}} \), lifetime throughput is the amount of energy that cycled through the battery before failure. It can be calculated by finding the product of the number of cycles, the depth of discharge, the nominal voltage of the battery, and the aforementioned maximum capacity of the battery. \( Q_{\text{annual}} \) is the annual throughput. It represents the total amount of energy that cycles through the battery bank in one year. Assumption is made to calculate the battery lifetime. This implemented optimization models a single battery as a device capable of storing a certain amount of dc electricity at a fixed round-trip energy efficiency, with limits as to how quickly it can be charged or discharged, how deeply it can be discharged without causing damage, and how much energy can cycle through it before it needs replacement.
This optimization assumes that the properties of the batteries remain constant throughout its lifetime and are not affected by external factors such as temperature. Therefore, the key physical properties of the battery are its nominal voltage, capacity curve, lifetime curve, minimum state of charge, and round-trip efficiency. It estimates the life of the battery bank simply by calculating the amount of energy cycling through it. For the purpose of verifying the implemented GA and the fitness functions are working properly, GA also applied on the same renewable energy systems (including the PV-wind-battery system) which are simulated using HOMER.

**Case 1: PV-wind-battery with LPSP = 0**

For the case of LPSP = 0, the operating reserve battery (in this case) is always surplus for the load. The autonomy for this system is $A \leq 24\text{hours}$ . The operating reserve (battery) is sized according to the battery usable capacity and the highest power peak in the load demand curve. For this study, the power peak in the load profile is supplied by the battery only, $P_D$ which can be found in Equation 35 is 1000W. Battery usable capacity varies slightly due to the different value of DOD.

Table 42 shows that with different DOD, the initial number of batteries used is different. The lower the DOD is used, the more the initial number of batteries is required to match the LPSP which is constraint by autonomy. DOD that is below 0.5 is not feasible in our case as the initial number of batteries to accommodate the autonomy is more than the total number of batteries $N_{bat}$ used throughout the 20 years. The simulation result shows that only battery DOD of 1.0 and 0.9 are feasible as the battery lifetime is within the specification based
on [238]. Battery DOD of 0.9 is an optimal DOD for batteries in this system. The estimated battery lifespan is 10.27 years. The initial number of batteries is 20 and the number of replacement batteries is 20. The string size for battery is 4 batteries and the number of string in parallel is 5.

Table 42 Six cases with different Battery DOD, capital and replacement cost of the battery

<table>
<thead>
<tr>
<th>A (hour)</th>
<th>DOD (year)</th>
<th>( y_{\text{batt}} )</th>
<th>No. of battery</th>
<th>No. of replacement battery</th>
<th>Cost of battery ($)</th>
<th>Net Present Cost ($)</th>
<th>No. of cycles</th>
<th>Usable capacity (kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>28</td>
<td>1</td>
<td>8.03</td>
<td>20</td>
<td>21108</td>
<td>49886</td>
<td>350</td>
<td>28.32</td>
</tr>
<tr>
<td>2</td>
<td>25</td>
<td>0.9</td>
<td>10.27</td>
<td>20</td>
<td>14915</td>
<td>43692</td>
<td>500</td>
<td>25.48</td>
</tr>
<tr>
<td>3</td>
<td>27</td>
<td>0.8</td>
<td>12.13</td>
<td>24</td>
<td>17898</td>
<td>46675</td>
<td>550</td>
<td>27.19</td>
</tr>
<tr>
<td>4</td>
<td>27</td>
<td>0.7</td>
<td>13.50</td>
<td>28</td>
<td>20881</td>
<td>49658</td>
<td>600</td>
<td>27.75</td>
</tr>
<tr>
<td>5</td>
<td>27</td>
<td>0.6</td>
<td>15.34</td>
<td>32</td>
<td>23864</td>
<td>52641</td>
<td>700</td>
<td>27.19</td>
</tr>
<tr>
<td>6</td>
<td>25</td>
<td>0.5</td>
<td>20.55</td>
<td>36</td>
<td>15698</td>
<td>44476</td>
<td>1000</td>
<td>25.49</td>
</tr>
</tbody>
</table>

Table 42 shows the optimization result for different battery DOD set by the designer. The system with the lowest cost is chosen – system configuration 2. The optimised system architecture is 20 units PV panels with the rated power of 0.1kW, 1 unit of 1kW wind generator, 20 units of (12V, 118Ah) Batteries, 6 units of charge controllers and 1 2kW inverter.

Table below tabulates the cash flow summary of the PV-Wind-Battery (LPSP = 0, battery DOD = 0.9).
Table 43 Cash Flow Summary for the optimised system

<table>
<thead>
<tr>
<th>Components</th>
<th>Capital Cost ($)</th>
<th>Replacement Cost ($)</th>
<th>O&amp;M cost ($)</th>
<th>Total ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV panels</td>
<td>6700</td>
<td>0</td>
<td>2680</td>
<td>9380</td>
</tr>
<tr>
<td>Wind Generator</td>
<td>2240</td>
<td>0</td>
<td>2346.40</td>
<td>4586.40</td>
</tr>
<tr>
<td>Batteries</td>
<td>6320</td>
<td>6320</td>
<td>2275.20</td>
<td>14915.20</td>
</tr>
<tr>
<td>Charge controller</td>
<td>720</td>
<td>2880</td>
<td>216</td>
<td>3816</td>
</tr>
<tr>
<td>Inverter</td>
<td>2067</td>
<td>8268</td>
<td>660</td>
<td>10995</td>
</tr>
<tr>
<td>System</td>
<td>18047</td>
<td>17468</td>
<td>8177.60</td>
<td>43692.60</td>
</tr>
</tbody>
</table>

It clearly shows that the cost of the batteries is the highest. In Section 4.2.2-2, initial cost, replacement, operational and maintenance cost of batteries are reduced with the inclusion of supercapacitor in the system. This system is subject to LPSP = 0, which also known as zero load demand rejection system. This also means that GA searches for the combination of components that can serve the electrical load and the required operating reserve (battery) at the lowest cost. Satisfying the load and operating reserve is important. For this capacity shortage of 0%, GA searches any cost to avoid capacity shortage and gives the combination of components at the lowest cost.

This system is oversized considering the number of batteries obtained from the GA simulation. **Battery – the only operating reserve in this system is sized based on the highest peak power of the load profile (shown in Equation 35) and period without solar irradiance or wind velocity is low. The highest peak is not happening every hour.** Hence, this system is oversized and not cost effective.
Figure 93 Cash Flow Summary for system with LPSP = 0

Table 44 Comparisons between HOMER and GA

<table>
<thead>
<tr>
<th>Optimization method</th>
<th>Simulation Time (seconds)</th>
<th>Net Present Cost (NPC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOMER</td>
<td>14</td>
<td>44114</td>
</tr>
<tr>
<td>GA</td>
<td>0.8554</td>
<td>43692</td>
</tr>
</tbody>
</table>

From the Table 44, GA uses less time to search for the optimal point in the search space. The net present cost (NPC) is more optimised as the freedom in GA to add different components and constraint. In HOMER, charge controller is not available in the HOMER library. To optimise a system with charge controller, user computes higher initial cost in PV panel column. However, GA fitness function provides the freedom to add components to the fitness function. This advantage of GA allows us to construct a fitness function for RES with Supercapacitor.
**Case 2: PV-wind-battery with LPSP = 0.1 and 0.2**

For the case of LPSP = 0.1 and 0.2, the simulation result shows the same optimised combination of components used in RES. This is due to the small changes percentage of capacity shortage. The result shows that two given LPSP values which are quite small difference in downtime, one set of configurations of a hybrid system can technically guarantee the required reliability of power supply.

The total power needed is 5.5kW per day from the load profile, however, the total power available generated from PV panel and wind generator and battery is only 5.39kW per day. This means that there is slight shortfall throughout the day. The simulation result obtained from GA is shown below:

<table>
<thead>
<tr>
<th>A (hours)</th>
<th>DOD</th>
<th>Ybatt (years)</th>
<th>No. of battery</th>
<th>No. of replacement battery</th>
<th>Cost of battery ($)</th>
<th>Net Present Cost ($)</th>
<th>No. of cycles</th>
<th>Usable capacity (kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>23</td>
<td>6.43</td>
<td>16</td>
<td>32</td>
<td>21841</td>
<td>50619</td>
<td>350</td>
<td>22.66</td>
</tr>
<tr>
<td>2</td>
<td>25</td>
<td>10.27</td>
<td>20</td>
<td>20</td>
<td>14915</td>
<td>43692</td>
<td>500</td>
<td>25.48</td>
</tr>
<tr>
<td>3</td>
<td>23</td>
<td>10.14</td>
<td>20</td>
<td>20</td>
<td>14915</td>
<td>43692</td>
<td>550</td>
<td>22.66</td>
</tr>
<tr>
<td>4</td>
<td>28</td>
<td>11.51</td>
<td>24</td>
<td>24</td>
<td>17898</td>
<td>46675</td>
<td>600</td>
<td>23.78</td>
</tr>
<tr>
<td>5</td>
<td>27</td>
<td>13.42</td>
<td>28</td>
<td>28</td>
<td>20881</td>
<td>49658</td>
<td>700</td>
<td>23.78</td>
</tr>
<tr>
<td>6</td>
<td>25</td>
<td>18.27</td>
<td>32</td>
<td>32</td>
<td>23864</td>
<td>52641</td>
<td>1000</td>
<td>22.66</td>
</tr>
</tbody>
</table>

The simulation result above shows the same trend with the result shown in Table 42. If the battery DOD is set 1 (100%), the usable capacity is high, however, for long run, the number of replacement battery is higher compare to the case where the battery DOD is 0.9, 0.8, 0.7 and 0.6. This also means that the lifetime for the battery is decreasing with the increase of DOD as the battery is
drained more to cater for the peak power. Based on the result in Table 45, the system configuration of option 2 and 3 (battery DOD is 0.9 and 0.8) possess the lowest cost. If the battery lifetime is more than 10 years above, the systems are not chosen because it is not feasible in real life based on the data sheet of the type of the battery used [238].

Table 46 Cost Summary for the optimised LPSP = 1% and 2% system

<table>
<thead>
<tr>
<th>Components</th>
<th>Capital Cost ($)</th>
<th>Replacement Cost ($)</th>
<th>O&amp;M cost ($)</th>
<th>Total ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV panels</td>
<td>6700</td>
<td>0</td>
<td>2680</td>
<td>9380</td>
</tr>
<tr>
<td>Wind Generator</td>
<td>2240</td>
<td>0</td>
<td>2346.40</td>
<td>4586.40</td>
</tr>
<tr>
<td>Batteries</td>
<td>6320</td>
<td>6320</td>
<td>2275.20</td>
<td>14915.50</td>
</tr>
<tr>
<td>Charge controller</td>
<td>720</td>
<td>2880</td>
<td>216</td>
<td>3816</td>
</tr>
<tr>
<td>Inverter</td>
<td>2067</td>
<td>8268</td>
<td>660</td>
<td>10955</td>
</tr>
<tr>
<td>System</td>
<td>18047</td>
<td>17468</td>
<td>8177.60</td>
<td>43692.60</td>
</tr>
</tbody>
</table>

It is clearly shown in Table 46 that optimal system configuration is same for both cases. This might be due to the small changes in the capacity shortage. Capacity shortage is a shortfall that occurs between the required amount of operating capacity (load plus required operating reserve) and the actual operating capacity the system can provide. Operating reserve (battery) plays an important role in the power reliability of the system. The optimal system architecture is 20 units PV panels with the rated power of 0.1kW, 1 unit of 1kW wind generator, 20 units of (12V, 118Ah) Batteries, 6 units of charge controllers and one unit of 2kW inverter. The initial number of batteries is 20 and the number of replacement batteries is 20. The string size for battery is 4 batteries and the number of string in parallel is 5.

The chart below shows the cost summary of the system. Initial, replacement, operational and maintenance cost for battery has significant
impact on the overall cost. It is the highest cost among the cost for other components.

![Cash Flow Summary for system LPSP = 0.1 and 0.2](image)

**Figure 94 Cost Summary for system LPSP = 0.1 and 0.2**

**Case 3: PV-Battery System (LPSP = 0, 0.1 and 0.2)**

Since the wind velocity at the site is low (about 2.89 m s\(^{-1}\)), it produces only approximately 0.04% of the power generated which is very small and not cost effective for this Semenyih site. The *fitness function 1* is modified to search the net present cost of PV-Battery system. The wind generator term is eliminated. By applying the fitness function shown in Equation 32, result is obtained and shown below:
Table 47 Optimization result for PV-Battery system with LPSP = 0

<table>
<thead>
<tr>
<th>A (hour)</th>
<th>DOD</th>
<th>y_{batt} (year)</th>
<th>No. of battery</th>
<th>No. of replacement battery</th>
<th>Cost of battery ($)</th>
<th>Net Present Cost ($)</th>
<th>No. of cycles</th>
<th>Usable capacity (kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>28</td>
<td>8.03</td>
<td>20</td>
<td>40</td>
<td>21108</td>
<td>45299</td>
<td>350</td>
<td>28.32</td>
</tr>
<tr>
<td>2</td>
<td>25</td>
<td>10.27</td>
<td>20</td>
<td>20</td>
<td>14915</td>
<td>39106</td>
<td>500</td>
<td>25.48</td>
</tr>
<tr>
<td>3</td>
<td>27</td>
<td>12.13</td>
<td>24</td>
<td>24</td>
<td>17898</td>
<td>42089</td>
<td>550</td>
<td>27.19</td>
</tr>
<tr>
<td>4</td>
<td>27</td>
<td>13.50</td>
<td>28</td>
<td>28</td>
<td>20881</td>
<td>45072</td>
<td>600</td>
<td>27.75</td>
</tr>
<tr>
<td>5</td>
<td>27</td>
<td>15.34</td>
<td>32</td>
<td>32</td>
<td>23864</td>
<td>48055</td>
<td>700</td>
<td>27.19</td>
</tr>
<tr>
<td>6</td>
<td>25</td>
<td>20.55</td>
<td>36</td>
<td>36</td>
<td>15698</td>
<td>39889</td>
<td>1000</td>
<td>25.49</td>
</tr>
</tbody>
</table>

Table 48 Optimization result for PV-Battery system with LPSP = 0.1 and 0.2

<table>
<thead>
<tr>
<th>A (hour)</th>
<th>DOD</th>
<th>y_{batt} (year)</th>
<th>No. of battery</th>
<th>No. of replacement battery</th>
<th>Cost of battery ($)</th>
<th>Net Present Cost ($)</th>
<th>No. of cycles</th>
<th>Usable capacity (kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>23</td>
<td>6.43</td>
<td>16</td>
<td>32</td>
<td>21841</td>
<td>46032</td>
<td>350</td>
<td>22.66</td>
</tr>
<tr>
<td>2</td>
<td>25</td>
<td>10.27</td>
<td>20</td>
<td>20</td>
<td>14915</td>
<td>39106</td>
<td>500</td>
<td>25.48</td>
</tr>
<tr>
<td>3</td>
<td>23</td>
<td>10.14</td>
<td>20</td>
<td>20</td>
<td>14915</td>
<td>39106</td>
<td>550</td>
<td>22.66</td>
</tr>
<tr>
<td>4</td>
<td>28</td>
<td>11.51</td>
<td>24</td>
<td>24</td>
<td>17898</td>
<td>42089</td>
<td>600</td>
<td>23.78</td>
</tr>
<tr>
<td>5</td>
<td>27</td>
<td>13.42</td>
<td>28</td>
<td>28</td>
<td>20881</td>
<td>45072</td>
<td>700</td>
<td>23.78</td>
</tr>
<tr>
<td>6</td>
<td>25</td>
<td>18.27</td>
<td>32</td>
<td>32</td>
<td>23864</td>
<td>48055</td>
<td>1000</td>
<td>22.66</td>
</tr>
</tbody>
</table>

The cost is $39106 for RES without wind energy source. The cost of this system is lower than the RES with wind generator (shown in Table 45, $43465). As shown in the previous simulations, for the same location and load profile applied, it is clear that battery DOD of 0.9 is optimal for the optimal sizing of PV-battery system with LPSP = 0.
Table 49 Cost Summary for PV-Battery system

<table>
<thead>
<tr>
<th>Components</th>
<th>Capital Cost ($)</th>
<th>Replacement Cost ($)</th>
<th>O&amp;M cost ($)</th>
<th>Total ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV panels</td>
<td>6700</td>
<td>0</td>
<td>2680</td>
<td>9380</td>
</tr>
<tr>
<td>Batteries</td>
<td>6320</td>
<td>6320</td>
<td>2275.20</td>
<td>14915.50</td>
</tr>
<tr>
<td>Charge controller</td>
<td>720</td>
<td>2880</td>
<td>216</td>
<td>3816</td>
</tr>
<tr>
<td>Inverter</td>
<td>2067</td>
<td>8268</td>
<td>660</td>
<td>10955</td>
</tr>
<tr>
<td>System</td>
<td>15807</td>
<td>17468</td>
<td>5771.20</td>
<td>39106.20</td>
</tr>
</tbody>
</table>

Figure 95 Cost Summary for PV-Battery system

The system architecture of this optimised PV-Battery system is 20 units of PV panels, 20 units of batteries, 6 units of charge controllers and 1 unit of inverter. There is more PV panels are used for this system due to the absence of wind generator.
Constraint in optimization problem plays an important role. From the optimization result obtained in this section, it is a trade-off between the power reliability and the net present cost of the system. Optimization result is practical if different constraint is set according to user specification.

### 4.2.2.2 Renewable energy system (RES) with Supercapacitor and Battery

As mentioned in the previous section, GA provides high degree of freedom to add components to the fitness function. It also has no restriction in adding constraint to the optimization algorithm. A new fitness function which include a new component - supercapacitor is constructed as shown in Equation 38 and Equation 39. The cost structure (value of constant and parameters) is summarised in Table 50.

**Table 50 Fitness Function for RES with Supercapacitor and Battery**

<table>
<thead>
<tr>
<th>Terms</th>
<th>Components</th>
<th>Cost</th>
<th>O&amp;M</th>
<th>Lifetime</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>$N_{PV} \cdot (C_{PV} + y_p \cdot M_{PV})$</td>
<td>$C_{PV} = $335</td>
<td>$M_{PV} = $6.7</td>
<td>$y_p = 20$</td>
</tr>
<tr>
<td>3.</td>
<td>$N_{BAT} \cdot [C_{BAT} + R \cdot C_{BAT} + (y_p - R - 1) \cdot M_{BAT}]$</td>
<td>$C_{BAT} = $316</td>
<td>$M_{BAT} = $6.32</td>
<td>$R$ (R is calculated using Equation 28.)</td>
</tr>
<tr>
<td>4.</td>
<td>$N_{CH} \cdot C_{CH} \cdot (y_{CH} + 1) + N_{CH} \cdot M_{CH} \cdot y_{p} - y_{CH} - 1$</td>
<td>$C_{CH} = $108</td>
<td>$M_{CH} = $2.16</td>
<td>$y_{CH} = 4$</td>
</tr>
<tr>
<td>5.</td>
<td>$C_{INV} \cdot (y_{INV} + 1) + M_{INV} \cdot (y_{p} - y_{INV} - 1)$</td>
<td>$C_{INV} = $2968</td>
<td>$M_{INV} = $41</td>
<td>$y_{INV} = 4$</td>
</tr>
<tr>
<td>6.</td>
<td>$N_{SCAP} \cdot C_{SCAP}$</td>
<td>$C_{SCAP} = $1498.52</td>
<td>NA</td>
<td>$y_{SCAP} = 20$</td>
</tr>
</tbody>
</table>
Equation 39 is also applied in the lab-scale SB-HESS. The cost for the components is different as the system is smaller size (i.e. lower power). Moreover, the simulated load profile is also in smaller scaled as shown in Figure 41.

The abbreviation and notation of the terms are the same as Equation 38. However, the initial cost for the prototype system is different as the components used are from different manufacturer and the specification of the components is different as well. This is because the implemented prototype is a lab scale system with smaller load profile, hence the components used for this system is different for optimisation. The cost structure for the components is shown in the table below:

**Table 51 Fitness function for prototype with supercapacitor and battery**

<table>
<thead>
<tr>
<th>Terms</th>
<th>Components</th>
<th>Cost (RM)</th>
<th>Lifetime</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Initial</td>
<td>O&amp;M</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>$N_{PV} \cdot (C_{PV} + y_p \cdot M_{PV})$</td>
<td>$C_{PV} = 161$</td>
<td>$M_{PV} = 3.22$</td>
</tr>
<tr>
<td>2</td>
<td>$N_{BAT} \cdot [C_{BAT} + \frac{y_p}{R_{inv}} \cdot C_{BAT} + (y_p - \frac{y_p}{R_{inv}} - 1) \cdot M_{BAT}]$</td>
<td>$C_{BAT} = 45$</td>
<td>$M_{BAT} = 0.9$</td>
</tr>
<tr>
<td>3</td>
<td>$N_{CH} \cdot C_{CH} \cdot (y_{CH} + 1) + N_{CH} \cdot M_{CH} \cdot (y_p - y_{CH} - 1)$</td>
<td>$C_{CH} = 130.90$</td>
<td>$M_{CH} = 2.16$</td>
</tr>
<tr>
<td>4</td>
<td>$C_{INV} \cdot (y_{INV} + 1) + M_{INV} \cdot (y_p - y_{INV} - 1)$</td>
<td>$C_{INV} = 106.61$</td>
<td>$M_{INV} = 2.13$</td>
</tr>
<tr>
<td>5</td>
<td>$N_{SCAP} \cdot C_{SCAP}$</td>
<td>$C_{SCAP} = 25$</td>
<td>NA</td>
</tr>
</tbody>
</table>

Fitness function is constructed to optimise the cost for the RES without wind generator only. All the price of the components is taken from the manufacturer which is stated in Section 3.2.2. The same constraint and initial
boundary for PV panels, batteries, charge controller and inverter are the same as in Section 4.2.2-1 for the battery-only RES.

In this section, supercapacitor is coupled with the battery system which is known as supercapacitor-battery hybrid energy storage system. The constraint is the same as shown earlier and boundary for supercapacitor is shown in the following.

- By applying Equation 34, \( G \), Output Power from renewable energy system. This system is a 2kW RES, hence, \( G \leq 2kW \)
- By applying Equation 35, **Autonomous**, \( A \leq 24 \)
- By applying Equation 28, **Battery lifetime**, \( y_{batt} \leq 20 \)
- The system specification is 48V. Hence, **DC bus voltage**, \( V_{DC} = 48V \).
- By applying Equation 40 and 41, **constraint for supercapacitor**, \( N_s \), the number of supercapacitor connected in series and \( N_p \), the number of supercapacitor connected in parallel are \( N_s \geq 1 \) and \( N_p \geq 2 \).

**Table 52 Boundary and Constraint for 2kW RES with SB-HESS**

<table>
<thead>
<tr>
<th>No.</th>
<th>Components/Parameters</th>
<th>Boundary</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Number of PV panel, ( N_{PV} )</td>
<td>( 15 &lt; N_{PV} &lt; 30 )</td>
</tr>
<tr>
<td>2</td>
<td>Number of batteries, ( N_{BAT} )</td>
<td>( 4 &lt; N_{BAT} &lt; 36 )</td>
</tr>
<tr>
<td>3</td>
<td>Number of Supercapacitor, ( N_{SCAP} )</td>
<td>( 1 &lt; N_{SCAP} &lt; 3 )</td>
</tr>
<tr>
<td>4</td>
<td>Number of Charge controller, ( N_{CH} )</td>
<td>( N_{CH} &lt; 0 )</td>
</tr>
<tr>
<td>5</td>
<td>Number of Inverter, ( N_{INT} )</td>
<td>( N_{INT} &lt; 0 )</td>
</tr>
</tbody>
</table>
### Table 53 Optimization Result for RES with Supercapacitor and Battery

<table>
<thead>
<tr>
<th></th>
<th>A (hour)</th>
<th>DOD</th>
<th>Ybatt (year)</th>
<th>No. of initial battery</th>
<th>No. of replacement battery</th>
<th>Cost of battery ($)</th>
<th>No. of Supercapacitor</th>
<th>Cost of supercapacitor</th>
<th>Net Present Cost ($)</th>
<th>No. of cycles</th>
<th>Usable capacity (kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>34</td>
<td>1</td>
<td>6.85</td>
<td>12</td>
<td>36</td>
<td>16381</td>
<td>2</td>
<td>2997</td>
<td>43569</td>
<td>600</td>
<td>16.94</td>
</tr>
<tr>
<td>2</td>
<td>31</td>
<td>0.9</td>
<td>9.86</td>
<td>12</td>
<td>24</td>
<td>12655</td>
<td>2</td>
<td>2997</td>
<td>39853</td>
<td>800</td>
<td>15.93</td>
</tr>
<tr>
<td>3</td>
<td>27</td>
<td>0.8</td>
<td>10.41</td>
<td>12</td>
<td>12</td>
<td>8949</td>
<td>2</td>
<td>2997</td>
<td>36137</td>
<td>950</td>
<td>13.59</td>
</tr>
<tr>
<td>4</td>
<td>24</td>
<td>0.7</td>
<td>9.59</td>
<td>12</td>
<td>24</td>
<td>12655</td>
<td>3</td>
<td>4495</td>
<td>41341</td>
<td>1000</td>
<td>11.89</td>
</tr>
<tr>
<td>5</td>
<td>27</td>
<td>0.6</td>
<td>13.15</td>
<td>16</td>
<td>16</td>
<td>11932</td>
<td>4</td>
<td>5994</td>
<td>42117</td>
<td>1200</td>
<td>27.19</td>
</tr>
<tr>
<td>6</td>
<td>28</td>
<td>0.5</td>
<td>20.55</td>
<td>36</td>
<td>36</td>
<td>15698</td>
<td>4</td>
<td>5994</td>
<td>45100</td>
<td>1400</td>
<td>25.49</td>
</tr>
</tbody>
</table>
GA only searches one combination of the optimal decision variables with the lowest cost which satisfies all the constraints mentioned above. The cost of the system is $36137. The cost of this system is lower than the RES with battery-only system. This is because the supercapacitor aids in prolonging the battery lifetime. It leads to cost reduction by reducing the number of battery replacement throughout the years as the battery DOD is lower compared to the battery-only RES. This is because battery DOD of 0.8 is required for the same load profile when battery is coupled with supercapacitor. This also means that lower usable capacity of the battery is required for this system as the battery is only required to cater the average power from the load profile (0.5kW) instead of 1kW (battery only system). This is constraint autonomy computed using the Equation 35. Besides that, supercapacitor also aids battery in delivering the sudden peak power. Therefore, the battery is sized based on the average power that is required to deliver, whereas, the number of battery in battery-only system is sized based on the highest peak power of the load profile.

Table 54 Cost Summary for RES with Supercapacitor and Battery

<table>
<thead>
<tr>
<th>Components</th>
<th>Capital Cost ($)</th>
<th>Replacement Cost ($)</th>
<th>O&amp;M cost ($)</th>
<th>Total ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV panels</td>
<td>6700</td>
<td>0</td>
<td>2680</td>
<td>9380</td>
</tr>
<tr>
<td>Batteries</td>
<td>3792</td>
<td>3792</td>
<td>1365.12</td>
<td>8949.12</td>
</tr>
<tr>
<td>Supercapacitor</td>
<td>2997.04</td>
<td>0</td>
<td>0</td>
<td>2997.04</td>
</tr>
<tr>
<td>Charge controller</td>
<td>720</td>
<td>2880</td>
<td>216</td>
<td>3816</td>
</tr>
<tr>
<td>Inverter</td>
<td>2067</td>
<td>8268</td>
<td>660</td>
<td>10995</td>
</tr>
<tr>
<td>System</td>
<td>16276.04</td>
<td>14940</td>
<td>7267.52</td>
<td>36137.16</td>
</tr>
</tbody>
</table>
As seen in the Table 53, the system cost for RES with supercapacitor-battery is lower compare to the RES with battery-only system.

**Lab-scaled prototype SB-HESS system**

*Constraint and boundary for a 72W RES with SB-HESS (Prototype)*

- **Output power from renewable energy source** \( G \leq 72W \)
- **Autonomous**, \( A \leq 1 \) hours, where \( DOD = \frac{1}{2} \), \( V_N \cdot C_N = 14.16Wh \), \( P_A = 11.085W \) (average power from load profile shown in Figure 41), battery turns off when the load current is above 0.95A. which means \( P_A = 11.085W \).
- Expected battery lifetime \( R \leq 20 \), where \( Q_{\text{ltimate}} = 12744 \),
  \( Q_{\text{annual}} = 1270 \) this is an estimation as this value depends on
  inversion efficiency (round-trip efficiency) and also the solar output power.
- Number of supercapacitor in series, \( N_s \leq 6 \) based on the
  specification of the chosen supercapacitor and the DC bus voltage.
- Number of 6 supercapacitors in parallel, \( N_p \leq 3 \).

<table>
<thead>
<tr>
<th>Table 55 Boundary and Constraint for 72W prototype with SB-HESS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>No.</strong></td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 56 Optimization Result for PV-Battery-Supercapacitor system</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A (hour)</strong></td>
</tr>
<tr>
<td>1</td>
</tr>
</tbody>
</table>

In the lab-scaled prototype SB-HESS, the specification of the components are
limited to run different simulation for different parameters as it is not possible
to set the different value of DOD and battery lifetime stated in the data
specification for our smaller scale load profile. Hence, the optimised value of battery DOD is 0.5.

Table 57 Cost Summary for PV-Battery-Supercapacitor system (Prototype)

<table>
<thead>
<tr>
<th>Components</th>
<th>Capital Cost (RM)</th>
<th>Replacement Cost (RM)</th>
<th>O&amp;M cost (RM)</th>
<th>Total (RM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV panels</td>
<td>322</td>
<td>0</td>
<td>128.8</td>
<td>450.8</td>
</tr>
<tr>
<td>Batteries</td>
<td>270</td>
<td>270</td>
<td>15.3</td>
<td>555.3</td>
</tr>
<tr>
<td>Supercapacitor</td>
<td>150</td>
<td>0</td>
<td>0</td>
<td>150</td>
</tr>
<tr>
<td>Charge controller</td>
<td>130.9</td>
<td>523.6</td>
<td>37.4</td>
<td>696.9</td>
</tr>
<tr>
<td>Inverter</td>
<td>106.61</td>
<td>426.44</td>
<td>31.95</td>
<td>565</td>
</tr>
<tr>
<td>System</td>
<td>979.51</td>
<td>1220.04</td>
<td>213.45</td>
<td>2413</td>
</tr>
</tbody>
</table>

Figure 97 Cost Summary for PV-Supercapacitor-Battery System (Prototype)
The cost of this RES with Supercapacitor-Battery hybrid energy storage system (SB-HESS) is reduced as compared with the cost of the conventional PV-wind-battery system. This optimised RES with (SB-HESS) is possible because of the energy control strategies in between these two energy storage devices.

Generally, the overlapping of a battery’s high energy density with a supercapacitor’s high power density produces a straightforward benefit over either individual system by taking advantage of each characteristic. The resulting performance is the actual fact highly related to the interconnections and controls implemented in the system to exploit their strengths and avoid their weaknesses. The flow coordination and energy control management for improved energy efficiency is critical for any optimised system. There are two main energy control management, supercapacitor-battery direct coupling (passive control) and supercapacitor-battery indirect coupling (active control) [51]. The direct coupling of a supercapacitor and battery energy source is where the supercapacitor connects in parallel with batteries and load. The advantages contributed by this simple design relative to a battery-only system include a capability to elevate power, greater efficiency and extended battery life. However, this design might drain the battery more as the battery tends to charge the supercapacitors when the voltage of the supercapacitor drops (i.e. the energy stored drops). Limitation arising from this direct coupling approach:

1. The load and supercapacitor voltages both float based on the battery voltage that is affected by its SOC, and therefore limit exploitation of the power capability of the supercapacitor. In addition, the requirements of the supercapacitor module or cell voltage must match that of the
battery. As a result, control over the module bank size is restricted and is hard to be optimised.

2. The power provided by the hybrid energy storage system is largely governed by the equivalent series resistance of both coupled energy devices. The fixed partitioning of current supply shared by supercapacitor and battery can thus experience rippling during a pulse demand, particularly in the battery where a magnitude of peak power is endured at the end.

3. The terminal voltage of the HESS follows that of the battery rather than being properly regulated; thus the voltage difference between complete charge to discharge of a battery stack can have a significant effect on the power provided to the load.

The optimised size of the RES is built possible with the indirect coupling topologies active control). Indirect coupling of a supercapacitor and battery via the addition DC-DC power converter affords a means of stepping up or down as mentioned in Section 2.1.3.3. This approach leads HESS with higher degrees of freedom for operation and rectifies problems and constraint surrounding the passive direct coupling described above. Also, mentioned in Section 1.1, the power electronics is costly, for an optimised supercapacitor-battery HESS, our approach is to reduce the number of power electronics and in place with a battery management system which is able to do load forecasting using the SVM. These advantages are:

1. The supercapacitor and battery voltage can now differ from one another, providing optimization and design flexibility.
2. The weight of the power source to meet peak requirement is now readily reduced compared with passive direct coupling mentioned above.

3. A constant terminal voltage (only with small variation) can be maintained for HESS.

4. Regulated recharging of the battery can be achieved through a DC-DC converter without a need to introduce a charger.

5. This is also beneficial for controlling battery current supplied to the DC bus, but the bus voltage will fluctuate according to the SOC of the supercapacitor.

6. The safety limit of the battery is not exceeded as the microcontroller in the system avoid the overvoltage happens in battery. At high load currents, both the supercapacitor and battery work simultaneously. However, the microcontroller could take action switching on battery (or supercapacitor) base on the load forecast from SVM. It means that it maintains the steady discharge of the battery while the supercapacitor supplements the remaining high current.

Table 58 shows the number of batteries used in different systems. It shows that system with hybrid energy storage system has lower number of batteries. It is good for the environment and the cost reduction as initial cost and replacement cost of battery has the big impact on the overall cost. Result on optimal sizing of RES using the GA are summarised and presented in Table 59. For a clearer comparison, RES with battery DOD 0.8 are compared and the net present cost are presented in Table 61.
**Figure 98** Comparison of number of batteries for Supercapacitor-battery hybrid energy storage system and battery individual storage energy storage system.

**Table 58** Initial number of batteries and number of replacement battery

<table>
<thead>
<tr>
<th>Renewable Energy System</th>
<th>Number of batteries</th>
<th>Number of replacement battery</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV-Wind-Battery</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>PV-Battery</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>PV-Wind-Battery-Supercapacitor</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>PV-Battery-Supercapacitor</td>
<td>12</td>
<td>12</td>
</tr>
</tbody>
</table>
Table 59 Optimised Net Present Cost (NPC) of RES found using the GA

<table>
<thead>
<tr>
<th>Optimised NPC of Renewable Energy System</th>
<th>Cost ($)</th>
<th>Battery lifespan (Years)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LPSP = 0</td>
<td>LPSP = 0.1/0.2</td>
</tr>
<tr>
<td>PV-Wind-Battery</td>
<td>43692</td>
<td>43692</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10.3</td>
</tr>
<tr>
<td>PV-Battery</td>
<td>39106</td>
<td>39106</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10.27</td>
</tr>
<tr>
<td>PV-Wind-Battery-Supercapacitor</td>
<td>40723</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10.4</td>
</tr>
<tr>
<td>PV-Battery-Supercapacitor</td>
<td>36137</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10.4</td>
</tr>
</tbody>
</table>

Table 60 Net present cost of RES using battery DOD 0.5 found using the GA

<table>
<thead>
<tr>
<th>Renewable Energy System using battery DOD 0.8</th>
<th>Cost ($)</th>
<th>Battery lifespan (Years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV-Wind-Battery</td>
<td>46675</td>
<td>12.13</td>
</tr>
<tr>
<td>PV-Battery</td>
<td>42089</td>
<td>12.13</td>
</tr>
<tr>
<td>PV-Wind-Battery-Supercapacitor</td>
<td>40723</td>
<td>10.4</td>
</tr>
<tr>
<td>PV-Battery-Supercapacitor</td>
<td>36137</td>
<td>10.4</td>
</tr>
</tbody>
</table>

4.2.2.3 Summary

- It is apparent that the net present cost is reduced for 7.5%  
  \[
  \frac{43692 - 36137}{36137} \times 100\% = 7.5\%
  \]
  
  by coupling the supercapacitor with battery. The main contribution of the cost reduction is the reduction of the number of replacement batteries throughout the 20-years of project time.
• The implemented control strategy allows for enhanced power capacity and reduction of battery loss are offset by the cost. It also includes operation of the battery and supercapacitor independent voltage, improved utilization of supercapacitor power capacity, and control of the battery current.

• Constraint plays an important role in optimization problem to be practical in real life domain. It changes with different user specification for that particular domain.
4.2.3 Energy Control Management System

One of the focuses of this project is the strategy of predicting the load beforehand for supercapacitor-battery hybrid energy storage system (SB-HEES). This system allows Arduino microcontroller to control the MOSFET switch for turning on supercapacitor before the power burst. The supercapacitor is able to cater the entire power burst subject to zero load rejection. This allows the battery to discharge at lower current value at a desired C-rate (discharging rate). This aids to reduce the rate of damage mechanism of batteries by maintaining high end-discharge voltage of the battery. Hence, a high SOC of battery is maintained.

This section shows the reliability and the efficiency of the implemented EMS, which is called Support Vector Machine/Regression Energy Management System (SVMR_EMS) on the lab-scaled prototype of SB-HESS. There are three measures of metric to prove the supercapacitor-battery hybrid energy storage system is reliable and cost effective than conventional energy storage system:

Section 4.2.3.1

- Performance definition of the Support Vector Machine in load identification task,
- Performance definition of the Support Vector Regression in load prediction.

Section 4.2.3.2

- Performance comparison between standalone battery storage and hybrid energy storage.

Section 4.2.3.3

- Performance comparison between the software approach SVMR_EMS with the hardware approach DC/DC converter energy management system.
4.2.3.1 Performance definition of SVM and SVR

**SVM in load Identification**

The optimised load profile Classification model is trained using C-SVC type (SVM) which is highlighted in the following:

<table>
<thead>
<tr>
<th>Kernel</th>
<th>Parameter value</th>
<th>Classification Accuracy (%)</th>
<th>No. of support Vector</th>
<th>Training Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C</td>
<td>g</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linear</td>
<td>2 0.25</td>
<td>100</td>
<td>24</td>
<td>0.005085</td>
</tr>
<tr>
<td></td>
<td>4 0.5</td>
<td>100</td>
<td>21</td>
<td>0.006105</td>
</tr>
<tr>
<td></td>
<td>8 0.1</td>
<td>100</td>
<td>17</td>
<td>0.005519</td>
</tr>
<tr>
<td>Polynomial</td>
<td>2 0.25</td>
<td>100</td>
<td>17</td>
<td>0.004866</td>
</tr>
<tr>
<td></td>
<td>4 0.5</td>
<td>100</td>
<td>17</td>
<td>0.005640</td>
</tr>
<tr>
<td></td>
<td>8 0.1</td>
<td>100</td>
<td>17</td>
<td>0.005643</td>
</tr>
<tr>
<td>Radial Basis Function</td>
<td>2 0.25</td>
<td>100</td>
<td>25</td>
<td>0.006726</td>
</tr>
<tr>
<td></td>
<td>4 0.5</td>
<td>100</td>
<td>22</td>
<td>0.005222</td>
</tr>
<tr>
<td></td>
<td>8 0.1</td>
<td>100</td>
<td>24</td>
<td>0.007163</td>
</tr>
<tr>
<td>Sigmoid</td>
<td>2 0.25</td>
<td>20</td>
<td>25</td>
<td>0.005024</td>
</tr>
<tr>
<td></td>
<td>4 0.5</td>
<td>20</td>
<td>25</td>
<td>0.005881</td>
</tr>
<tr>
<td></td>
<td>8 0.01</td>
<td>100</td>
<td>25</td>
<td>0.005059</td>
</tr>
</tbody>
</table>

From Table 61, it can be observed that the linear, polynomial and RBF kernels with optimised function yields excellent classification accuracy. Hence, the model with the least support vector and training time (highlighted) were selected for better faster classification as the SVM computational complexity is proportional to the number of support vector [286].
**SVR in load prediction**

As mentioned in Section 3.2.3, there are five simulated load profiles. The optimised regression models for each load profile were shown as the following:

<table>
<thead>
<tr>
<th>Load Profile</th>
<th>SVM type</th>
<th>Kernel</th>
<th>Parameter value</th>
<th>MAPE (%)</th>
<th>Training Time s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>polynomial</td>
<td>100</td>
<td>0.33</td>
<td>0.01</td>
<td>11.6882</td>
</tr>
<tr>
<td>2</td>
<td>RBF</td>
<td>100</td>
<td>0.33</td>
<td>0.01</td>
<td>7.5650</td>
</tr>
<tr>
<td>3</td>
<td>RBF</td>
<td>10</td>
<td>0.33</td>
<td>0.01</td>
<td>5.7966</td>
</tr>
<tr>
<td>4</td>
<td>RBF</td>
<td>0.1</td>
<td>0.33</td>
<td>0.02</td>
<td>9.5908</td>
</tr>
<tr>
<td>5</td>
<td>RBF</td>
<td>10</td>
<td>0.33</td>
<td>0.01</td>
<td>4.9574</td>
</tr>
</tbody>
</table>

Table 62 shows the accuracy percentage of (MAPE) and training time for the five simulated load profiles. A few runs of experiments were done to select the appropriate kernel for the different load profiles and obtain the optimised parameters value. These values and kernel type was used in the SVM_R energy management program as shown in Appendix A4.

The predicted and actual load profiles by using the optimised models were shown below:
<table>
<thead>
<tr>
<th>Load Profile</th>
<th>Blue = Actual load profile</th>
<th>Green = Predicted load profile</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The regression model predicts the load before the actual load happens. It is shown in the Figure 99 above. It is a feature in the energy management system. It is important in delivering instantaneous peak power by turning on the supercapacitor without power electronic (to build bi-directional DC-DC converter).
4.2.3.2 State-of-Charge (SOC) comparison

The stress test was conducted on the lab scale battery-only system and the hybrid system to determine the remaining battery capacity. This result shows that the battery-only system possess the low SOC at the end of the stress test. The SOC over load cycle graphs for each system is plotted as follows:

![Graph of remaining battery capacity VS load cycle](image)

As observed in Figure 100, the battery only system’s remaining capacity has a steeper dropping gradient. On the other hand, the hybrid system’s battery remaining capacity loss is smoother over the stress test load cycle. This has proven that with the use of supercapacitor in the hybrid system, the battery lifespan could be prolonged. The calculation is presented using Equation 26 and the results are plotted in Figure 101 - 103. The calculation for plotting the graph is shown in Appendix A5.
Figure 101 Graph of SOC in peak load VS load cycle

Figure 102 Graph of SOC in starting up load VS load cycle
In Figures 101, 102 and 103, the SOC of the battery in hybrid system is observed to have smoother drop compared to the battery-only system. The supercapacitor in the hybrid system will supply for the peak load and starting up load; hence, the battery in hybrid system does not suffer the high rate of discharge as much as the battery-only system. Besides, it’s also noted that the SOC drop of the battery only system in the steady state load is higher; this is due to the higher DOD in the battery when the battery only system is used. In all, the supercapacitor helps to absorb the high discharge rate stress and maintains a higher SOC level for the battery which helps to prolong the battery lifespan.

Figure 103 Graph of SOC in steady state load VS load cycle
4.2.3.3 Supercapacitor Time Response

As mentioned in Section 3.2.3, the load prediction without load profile classification lacks of automation and is prone to erroneous results. The following shows the supercapacitor response when the wrong load profile was used for the load prediction:

1. SVR Load Prediction without Load Profile Identification

<table>
<thead>
<tr>
<th>Actual Load Profile</th>
<th>Load Profile Model Used</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load_5</td>
<td>Load_2</td>
<td></td>
</tr>
<tr>
<td>Load_4</td>
<td>Load_5</td>
<td></td>
</tr>
</tbody>
</table>

![Figure 104 Time Response of SVMR-EMS without load profile identification](image-url)
The square pulses in the diagram denote the time when supercapacitor turns on; while the varying graph is the load current. The horizontal line shows the peak current threshold where the supercapacitor should be turned ON when the load current exceeds the threshold.

As seen in Figure 104, when the wrong load profile model was used for the load prediction task, the supercapacitor was turned on either too early or too late corresponds to the peak current threshold.

2. SVR Load Prediction with Load Profile Identification

When the load profile was identified through SVM prior to the peak load prediction, the supercapacitor time response shows good results as shown in the following:

<table>
<thead>
<tr>
<th>No.</th>
<th>Load Profile</th>
<th>Load profile identified</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Load_1</td>
<td>Load_1</td>
<td><img src="image" alt="Graph" /></td>
</tr>
<tr>
<td></td>
<td>Load_2</td>
<td>Load_3</td>
<td>Load_4</td>
</tr>
<tr>
<td>---</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>2</td>
<td><img src="image1.png" alt="Graph" /></td>
<td><img src="image2.png" alt="Graph" /></td>
<td><img src="image3.png" alt="Graph" /></td>
</tr>
<tr>
<td>3</td>
<td><img src="image4.png" alt="Graph" /></td>
<td><img src="image5.png" alt="Graph" /></td>
<td><img src="image6.png" alt="Graph" /></td>
</tr>
<tr>
<td>4</td>
<td><img src="image7.png" alt="Graph" /></td>
<td><img src="image8.png" alt="Graph" /></td>
<td><img src="image9.png" alt="Graph" /></td>
</tr>
</tbody>
</table>
As shown in Figure 105, the supercapacitor was turned ON before the load current exceeds the peak current threshold. Hence, with the correct SVR load profile model used for the regression task, the SVMR_EMS shows a good time response as it is able to predict the peak load current and turn on the supercapacitor in advanced for all five load profiles. Below shows the closer looks of the load prediction results with and without load profile identification:

Figure 106 (a) Load prediction without load profile identification, (b) load prediction with load profile identification
As shown in Figure 106, when the wrong load profile was used for load prediction, the supercapacitor response lagged the peak load by 200-400ms. On the other hand, when the load profile was successfully identified through the SVM, the supercapacitor response leads the peak load current by 200ms as shown in Figure 106(b). This will allows the supercapacitor to absorb the high discharge rate stress and optimise the battery lifespan.

3. Time Response Comparison between SVMR_EMS and hardware approach

As seen in Figure 107, the hardware approach supercapacitor supplies the load in pulsation manner. Hence, sometimes the supercapacitor response will randomly lead and lag the peak load current demand. On the other hand, the SVMR_EMS which predicts the peak load current in advanced will have the supercapacitor response leading the peak load demand.

Figure 107 SVMR_EMS and Hardware approaches’ Supercapacitor Response

As seen in Figure 107, the hardware approach supercapacitor supplies the load in pulsation manner. Hence, sometimes the supercapacitor response will randomly lead and lag the peak load current demand. On the other hand, the SVMR_EMS which predicts the peak load current in advanced will have the supercapacitor response leading the peak load demand.
4. Power Efficiency of the system

The efficiencies of software approach for various loads were calculated and plotted as follows:

Table 63 Software approach power efficiency with various loads

<table>
<thead>
<tr>
<th>Load (Ω)</th>
<th>Power Efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>22</td>
<td>(\eta = 100% \times \frac{(11.44 \text{ V} \times I)}{(13 \text{ V} \times I)} = 88% )</td>
</tr>
<tr>
<td>44</td>
<td>(\eta = 100% \times \frac{(11.81 \text{ V} \times I)}{(13 \text{ V} \times I)} = 91% )</td>
</tr>
<tr>
<td>100</td>
<td>(\eta = 100% \times \frac{(12.06 \text{ V} \times I)}{(13 \text{ V} \times I)} = 92% )</td>
</tr>
<tr>
<td>144</td>
<td>(\eta = 100% \times \frac{(12.14 \text{ V} \times I)}{(13 \text{ V} \times I)} = 93% )</td>
</tr>
</tbody>
</table>

The power efficiency versus load graph was plotted as shown in the following:

Figure 108 Software approach’s power efficiency versus load

As shown in Figure 108, the software approach attains higher efficiency when a smaller load (higher resistance) is used. This is due to the 1 Ω current sensing resistor which formed a potential divider across the load terminal. Hence, by increasing the load’s resistance, the voltage that supplies to the
terminal will increase and hence improves the power efficiency. On the other hand, the hardware approach’s power efficiency has reported to be constant over the range of load tested [248]. The power efficiency comparison between the hardware approach and software approach was shown as follows:

**Table 64 Comparison of power efficiency with various loads**

<table>
<thead>
<tr>
<th>Load (Ω)</th>
<th>Hardware DC/DC converter approach efficiency (%)</th>
<th>Software approach efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>22</td>
<td>93.48%</td>
<td>88%</td>
</tr>
<tr>
<td>44</td>
<td>93.48%</td>
<td>91%</td>
</tr>
<tr>
<td>100</td>
<td>93.48%</td>
<td>92%</td>
</tr>
<tr>
<td>144</td>
<td>93.48%</td>
<td>93%</td>
</tr>
</tbody>
</table>

From Table 64, it can be seen that the power efficiency of hardware approach stays constant at 93%, while the software approach’s efficiency increases with the load’s ohm and nearly matches the efficiency of hardware approach when 144 ohms load is used.

5. **System Cost**

One of the project’s main aims is to reduce the use of expensive power electronic through the implementation of the Software approach Energy Management System. Hence, the itemized cost of the system were tabulated and compared with the hardware approach as followed:
### Table 65 SVMR-EMS system cost

<table>
<thead>
<tr>
<th>Item</th>
<th>Quantity</th>
<th>Price (RM)</th>
<th>Cost (RM)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. Software Control Board</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resistor</td>
<td>18</td>
<td>0.3~0.5</td>
<td>9</td>
</tr>
<tr>
<td>FQP17P10 P-channel Power MOSFET</td>
<td>6</td>
<td>4.4</td>
<td>26.4</td>
</tr>
<tr>
<td>2N3904 NPN switching Transistor</td>
<td>6</td>
<td>0.45</td>
<td>2.7</td>
</tr>
<tr>
<td>Terminal connector</td>
<td>5</td>
<td>0.3</td>
<td>1.5</td>
</tr>
<tr>
<td>Veroboard</td>
<td>1</td>
<td>3.8</td>
<td>3.8</td>
</tr>
<tr>
<td>1N4007 diode</td>
<td>0.2</td>
<td>3</td>
<td>0.6</td>
</tr>
<tr>
<td>P600K rectifier diode</td>
<td>3</td>
<td>7</td>
<td>21</td>
</tr>
<tr>
<td>SB560 SCHOTTKY diode</td>
<td>1</td>
<td>0.71</td>
<td>0.71</td>
</tr>
<tr>
<td>1 Ω 5W current sensing resistor</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3 A Fuse and holder</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Heat Sink</td>
<td>6</td>
<td>3.5</td>
<td>21</td>
</tr>
<tr>
<td>Arduino Mega 2560 R3</td>
<td>1</td>
<td>178</td>
<td>178</td>
</tr>
<tr>
<td><strong>Total Cost</strong></td>
<td></td>
<td></td>
<td><strong>266.71</strong></td>
</tr>
<tr>
<td><strong>2. Hardware approach total cost</strong></td>
<td></td>
<td></td>
<td><strong>297.11</strong></td>
</tr>
</tbody>
</table>

As seen in Table 65, the hardware approach energy management system is slightly more expensive than the software approach. The saving is significant using software approach. The cost is reduced by 10.23%. However, the hardware approach cost only covers for topology with discharging operation and management of one battery cell. On the other hand, the software approach system cost has covered the topology with full charging/discharging operation.
and management of multiple battery cells. Besides, unlike the hardware approach where the DC/DC components are designed specifically for the task requirement, the software approach offers modularity and flexibility as it could work with a larger range of voltages. Hence, the use of software approach has proven to be cost effective over the hardware approach.

In all, the SVMR_EMS with load prediction enables a good time response performance that is comparable with the hardware approach. Besides that, it could also match the power efficiency of hardware approach when smaller load is used. Lastly, the SVMR_EMS is much more cost effective over the hardware approach which is required the power electronics (to build the DC-DC converter).

4.2.3.4 Analysis and Summary

Throughout this section 4.2.3.4, there are few problem faced which could affect the reliability of the SVMR_EMS. They are listed as followed:

1. Load replicability

Since the programmable load operates by varying the opposing torque generated by the secondary motor. The secondary motor is required to have a constant supply of voltage and current drawn. Hence, an external DC power supply is required to ensure the replicability of the load. Besides, the lead acid battery voltage level varies from 12-13V as the capacity is used during the operation. This will affect the voltage level supplied to the primary motor and influence the load profile generated by the programmable load as seen in the following figure:
Figure 109 (a) Original load profile, (b) Load profile affected by Battery voltage level drop

As seen in Figure 109(a) and Figure 109(b), the battery voltage level drop has caused the load current profile to be lowered in magnitude. However, due to the good generalization of the SVR, it could still predict the load pattern when the overall load current magnitude has dropped to a certain extent. Yet, it is required that the peak load threshold to be adjusted for the prediction to for future work to gain 100% accuracy in all conditions.

2. Supercapacitor

Due to the lack of the voltage balancing circuit for supercapacitor, the charging of the six supercapacitors in series might cause the imbalance charging and discharging of the supercapacitor string. However, it added the overall system cost. As mentioned in Chapter 1, in some cases this leads to the use of balancing circuits, which reduce the efficacy of the supercapacitor bank. When balancing circuits are not used (sometimes to save operational costs), the systems runs the risk of draining the battery even more because the
supercapacitor will act as an additional load when its voltage is lower than the batteries nominal voltage.

As mentioned in Chapter 1, capacitance also varies with different DC bias voltages. Therefore, a manufactured supercapacitor, which has high reproducibility and reliability, is important in maximizing the power reliability of the supercapacitor after it is integrated in the power system to meet peak power demand.

An integrated of GA-Taguchi method was applied to optimise the process factor in supercapacitor fabrication process. Result and discussion on this methodology step is presented in the next section.
4.3 Optimization of Supercapacitor fabrication process

Methodology on supercapacitor fabrication process is shown in Chapter 3. Total of 42 supercapacitors were fabricated. In this section, performance profile of three supercapacitors is chosen and shown in the section 4.3.1. Result shows that the capacitance spread apart and the standard deviation is relatively large. In the next subsection (Section 4.3.2), result and discussion on the optimization process fabrication supercapacitor using genetic algorithm within Taguchi signal-to-noise ratio is presented. It shows an increase in standard deviation with the implemented Taguchi-Genetic Algorithm optimization technique on the supercapacitors compared with the conventional Taguchi method, which greatly involved engineering judgment.

4.3.1 Process fabrication of Supercapacitor

The test profile shown below is obtained using Autolab Potentiostat (PGSTAT302N) under cyclic voltammetry and galvanostatic charge-discharge tests. In chrono galvanostatic charge-discharge test, the current is set at 0.1A, 0.2A, 0.3A and 0.5A. For cyclic voltammetry, supercapacitors are tested in different scan rate of 2mV/s, 5mV/s, 10mV/s and 20mV/s. Test profile for three samples without any optimization technique is applied) is shown below.
Sample 1: Supercapacitor CS 16

1. Chrono Galvanostatic Charge-discharge Test

Figure 110 Voltage-Time plot from Galvanostatic charge-discharge test of Sample CS16 at different currents (0.1, 0.2, 0.3 and 0.5 A)

Figure 111 Capacitances of Sample CS16 at different currents (0.1, 0.2, 0.3 and 0.5 A)
2. Cyclic Voltammetry

**Figure 112** Cyclic Voltammograms at various scan rates (2, 5, 10, 20mV/s)

**Figure 113** Capacitance plots of Sample CS16 at various scan rate (2, 5, 10, 20mV/s)
Sample 2:
Supercapacitor CS 33

1. Chrono Galvanostatic Charge-discharge Test

Figure 114 Overall capacitance of Sample CS16 at different scan rate (2, 5, 10, 20mV/s)

Figure 115 Voltage-time plot from galvanostatic charge-discharge test of Sample CS33 at different currents (0.1, 0.2, 0.3 and 0.5 A)
Figure 116 Capacitances of Sample CS33 at different currents (0.1, 0.2, 0.3 and 0.5 A)

2. Cyclic Voltammetry

Figure 117 Cyclic Voltammograms at various scan rates (2, 5, 10, 20mV/s)
**Figure 118** Capacitance plots of Sample CS33 at various scan rates (2, 5, 10, 20mV/s)

**Figure 119** Overall capacitance of Sample CS33 at different scan rates (2, 5, 10, 20mV/s)
Sample 3:  
Supercapacitor CS 34

1. Chrono Galvanostatic Charge-discharge Test

![Voltage-time plot from galvanostatic charge-discharge test of Sample CS34 at different currents (0.1, 0.2, 0.3 and 0.5 A)](image)

![Capacitance of Sample CS34 at different currents](image)

Figure 120 Voltage-time plot from galvanostatic charge-discharge test of Sample CS34 at different currents (0.1, 0.2, 0.3 and 0.5 A)

Figure 121 Capacitances of Sample CS34 at different currents (0.1, 0.2, 0.3 and 0.5 A)
2. Cyclic Voltammetry

Figure 122 Cyclic Voltammograms at various scan rates (2, 5, 10, 20mV/s)

Figure 123 Capacitance plots of Sample CS34 at various scan rate (2, 5, 10, 20mV/s)
4.3.2 Summary and analysis

The graphs above are summarised and explained here. Value of capacitance for the three samples shown above is summarised in the figure and table below. The capacitance obtained from CV and charge-discharge test profiles shown previously is inconsistent. From observation, the curves in charge-discharge testing does not start from zero volts and consistently started from around 0.5V. This is due to the pre-treatment was not done correctly, for example, the supercapacitor was not discharge to zero completely before glavonastic charge-discharge test begins.
Figure 125 Capacitance for Supercapacitor Samples at different scan rates

Table 66 Capacitance for Supercapacitors at different scan rate

<table>
<thead>
<tr>
<th>Supercapacitor</th>
<th>Capacitance at different scan rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2mV/s</td>
</tr>
<tr>
<td>CS16</td>
<td>25.11</td>
</tr>
<tr>
<td>CS33</td>
<td>20.64</td>
</tr>
<tr>
<td>CS34</td>
<td>23.85</td>
</tr>
</tbody>
</table>

Table 67 Capacitance for Supercapacitors at different current

<table>
<thead>
<tr>
<th>Supercapacitor</th>
<th>Capacitance at different current (F)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.1A</td>
</tr>
<tr>
<td>CS16</td>
<td>225.0</td>
</tr>
<tr>
<td>CS33</td>
<td>187.55</td>
</tr>
<tr>
<td>CS34</td>
<td>215.24</td>
</tr>
</tbody>
</table>

Table 67 above shows the capacitance of the supercapacitors at different scan rate. From the equation shown in Section 3.3.1,

\[ C = \frac{I}{s} \]  \hspace{1cm} \text{Equation 44}
where is $C$ the capacitance, $I$ the applied electric current and $s$ is the scan rate.

Based on the Figure 125 and Table 66, it can be said that decreasing the sweep rate results in increasing the total capacitance of the supercapacitor. Lowering the sweep rates allows more amount of time for the ions to access the bulk of holes on the active material.

More importantly, from the profile shown above, the capacitance values going down the table is not consistent. By comparing readings for the same settings of the test procedure, the capacitance value spread over a wide range within the same scan rate shown in Table 66 and 67. We reckon that the supercapacitor fabrication process can be optimised to obtain smaller standard deviation for capacitance. To ensure a robust process, a novel optimization technique is introduced in the next section. The novelty consists of including a genetic algorithm within the Taguchi technique to optimise the normalised signal-to-noise ratio of the process for multiple output response. It proves that the capacitance and ESR are closer to the target value with the implemented strategy.
4.3.2 Optimization of process factors in Supercapacitor fabrication using the Genetic Algorithm within Taguchi Signal-to-Noise ratios

As mentioned in Section 3.3.2, L4 is used for DOE orthogonal array. All the trials were conducted and the results are shown in the Table 68. Three samples were produced for each run (experiment with the same setting of low and high level). The capacitance and ESR performance for the samples were tested using an Autolab Potentiostat (PGSTAT302N) under cyclic voltammetry and galvanostatic charge-discharge tests respectively. Table 69 summarizes the transformation values of raw data from the Table 68 into SNR and Z. Response 1 – capacitance (Farad, F) is calculated using Equation 66 while response 2 ESR (Ohm, Ω) is calculated using Equation 67 below. The calculation is based on the CV curve and Charge-discharge curve tested using Autolab. These testing profiles are shown in Appendix A6. Calculation is done using the Equation below. It is shown in Appendix A6.

Capacitance

\[
\text{Capacitance} = \frac{1}{2} \cdot \frac{|\text{Charge at higher potential (Q^+) + Charge at lower potential (Q^-)}|}{\text{Potential (V)}}
\]

Equation 66
The equivalent series resistance, ESR value can be determined by using the following equation and the calculation and test profile are shown in Appendix A6.

$$\text{ESR (Ω)} = \frac{\text{difference between IR drop (V)}}{\text{current (I)}}$$

Equation 67

### Table 68 Experimental output data

<table>
<thead>
<tr>
<th>Process</th>
<th>Experiment, i</th>
<th>$y_{ij}$ - Capacitance (F)</th>
<th>$y_{ij}$ - ESR (Ω)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sample 1</td>
<td>Sample 2</td>
<td>Sample 3</td>
</tr>
<tr>
<td>Mixing</td>
<td>1</td>
<td>0.989</td>
<td>1.074</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.942</td>
<td>2.070</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2.231</td>
<td>2.441</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.624</td>
<td>1.675</td>
</tr>
<tr>
<td>Calendaring</td>
<td>1</td>
<td>2.035</td>
<td>2.039</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2.583</td>
<td>2.440</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.967</td>
<td>1.901</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2.140</td>
<td>2.173</td>
</tr>
<tr>
<td>Drying</td>
<td>1</td>
<td>2.295</td>
<td>2.462</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2.558</td>
<td>2.317</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2.681</td>
<td>2.338</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2.448</td>
<td>2.581</td>
</tr>
<tr>
<td>Electrolyte</td>
<td>1</td>
<td>1.757</td>
<td>1.901</td>
</tr>
<tr>
<td>Treatment</td>
<td>2</td>
<td>2.457</td>
<td>2.590</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.622</td>
<td>1.598</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2.293</td>
<td>2.556</td>
</tr>
</tbody>
</table>
Table 69 shows the values for signal-to-noise ratio for capacitance and ESR output responses ((SNR)$_{ic}$ and (SNR)$_{iE}$). Response 1 – capacitance (Farad, F) is calculated using Equation 68 while response 2 ESR (Ohm, Ω) is calculated using Equation 69. For a clearer view, an example is shown below to illustrate how the values are obtained.

For experiment, $i=1$ in mixing process,

SNR for the capacitance response (larger-the-better)

\[
(SN_{iC}) = -10 \log_{10}(1/n) \sum_{i=1}^{n} \frac{1}{y_i^2} \]

\[
SN_{1C} = -10 \log_{10}\left(\frac{1}{n} \left(\frac{1}{(y_{c1})^2 + (y_{c2})^2 + (y_{c3})^2}\right)\right) \\
= -10 \log_{10}\left(\frac{1}{3} \left(\frac{1}{(0.989)^2 + (1.074)^2 + (1.105)^2}\right)\right) \\
= 10.03
\]

SNR for the ESR response (smaller-the-better)

\[
(SN_{iE}) = -10 \log_{10}(1/n) \sum_{i=1}^{n} y_i^2 \]

\[
SN_{1E} = -10 \log_{10}\left(\frac{1}{n} \left[(y_{E1})^2 + (y_{E2})^2 + (y_{E3})^2\right]\right) \\
= -10 \log_{10}\left(\frac{1}{3} \left[(12.15)^2 + (19.05)^2 + (18.45)^2\right]\right) \\
= -24.53
\]
where \(y_i\) is the experimental data at the \(i\)th sample and \(n\) is the number of samples.

In Table 69, the negative on the SNR for the ESR response indicates that the smaller-the-better for this output response.

**Table 69 Weighted SNR (WSNR) Values**

<table>
<thead>
<tr>
<th>Process</th>
<th>Experiment,</th>
<th>(SNR)(_{ic})</th>
<th>(SNR)(_{IE})</th>
<th>Z(_{ic})</th>
<th>Z(_{IE})</th>
<th>WSNR(_{ic})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Mixing</td>
<td>1</td>
<td>10.03</td>
<td>-24.53</td>
<td>0.578</td>
<td>0.362</td>
<td>0.5778</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>15.69</td>
<td>-21.22</td>
<td>0.656</td>
<td>0.393</td>
<td>0.6557</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>16.99</td>
<td>-12.85</td>
<td>0.600</td>
<td>0.580</td>
<td>0.5998</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>14.19</td>
<td>-22.32</td>
<td>0.420</td>
<td>0.581</td>
<td>0.4202</td>
</tr>
<tr>
<td>2 Calendaring</td>
<td>1</td>
<td>15.85</td>
<td>-9.62</td>
<td>0.3471</td>
<td>0.4306</td>
<td>0.3484</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>17.71</td>
<td>-8.23</td>
<td>0.5561</td>
<td>0.3333</td>
<td>0.5526</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>15.34</td>
<td>-7.75</td>
<td>0.6154</td>
<td>0.5443</td>
<td>0.6143</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>16.56</td>
<td>-8.80</td>
<td>0.3747</td>
<td>0.3556</td>
<td>0.3744</td>
</tr>
<tr>
<td>3 Drying</td>
<td>1</td>
<td>17.11</td>
<td>-8.43</td>
<td>0.5609</td>
<td>0.6190</td>
<td>0.5612</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>17.58</td>
<td>-8.50</td>
<td>0.5546</td>
<td>0.4167</td>
<td>0.5539</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>17.63</td>
<td>-8.51</td>
<td>0.5666</td>
<td>0.4615</td>
<td>0.5661</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>17.45</td>
<td>-8.14</td>
<td>0.3609</td>
<td>0.6000</td>
<td>0.3621</td>
</tr>
<tr>
<td>4 Electrolyte</td>
<td>1</td>
<td>14.52</td>
<td>-9.75</td>
<td>0.4731</td>
<td>0.5667</td>
<td>0.5649</td>
</tr>
<tr>
<td>Treatment</td>
<td>2</td>
<td>17.52</td>
<td>-8.50</td>
<td>0.3609</td>
<td>0.6000</td>
<td>0.5953</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>13.67</td>
<td>-14.55</td>
<td>0.4306</td>
<td>0.5379</td>
<td>0.5358</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>16.34</td>
<td>-7.61</td>
<td>0.6642</td>
<td>0.5000</td>
<td>0.5032</td>
</tr>
</tbody>
</table>

Output response for capacitance and ESR are also used to calculate normalised SNR for the implemented GA fitness function to find the optimal weights for each process. This is important to see which process factor has the
most influence to that particular process. Transformation SNR to normalised SNR ($Z_{IC}$ and $Z_{IE}$) is done using Equation 70 and Equation 71. For mixing process and first experiment, the working is shown below:

Normalised SNR for the capacitance response (the-larger-the-better) [13]:

$$Z_{IC} = \frac{(Y_{avg} - Y_{min})}{Y_{max} - Y_{min}}$$

$$Z_{1C} = \frac{(1.056 - 0.989)}{1.105 - 0.989} = 0.578$$

Where $Y_{avg} = \frac{\sum \text{Y}}{n}$ is the average out of the n number of samples produced, $Y_{avg}$ = \frac{y_{en}}{n} = \frac{0.989 + 1.074 + 1.105}{3} = 1.056

$Y_{min} = 0.989$ and $Y_{max} = 1.105$ are the least and highest data value out of the n number of samples produced respectively.

Normalised SNR for the ESR response (the-smaller-the-better) [13]:

$$Z_{IE} = \frac{(Y_{max} - Y_{avg})}{Y_{max} - Y_{min}}$$

$$Z_{1E} = \frac{(19.05 - 16.55)}{(19.05 - 12.15)} = 0.362$$

where $Y_{avg}$ is the average out of the n number of samples produced, $Y_{avg} = \frac{\sum \text{Y}}{n} = \frac{12.15 + 19.05 + 18.45}{3} = 16.55$

$Y_{min} = 12.15$ and $Y_{max} = 19.05$ are the least and highest data value out of the n number of samples produced respectively.

These normalised SNR ($Z_{IC}$ and $Z_{IE}$) values are used for GA fitness function (Equation 72). By applying the implemented GA fitness function to the GA
programming, the optimal weight of $w_c$ and $w_E$ are found to determine the weighted normalised SNR, WSNR. Optimal weights for each response are obtained using the GA. From the GA simulation, weights for each process are maximized with the calculated SN ratio as shown in Table 69.

For example, in Process 1, $w_c$ and $w_E$ were found to be 0.9990 and 0.0001 respectively. From the GA simulation, the optimal weights are [0.9990, 0.0001].

$$F(x) = \sum_{j=1}^{k} \sum_{i=1}^{n}(W_j Z_{ij})$$  \hspace{1cm} \text{Equation 72}

$$F(x) = w_c \cdot (0.578 + 0.656 + 0.600 + 0.420) + w_E \cdot (0.632 + 0.393 + 0.580 + 0.581)$$

The objective of this algorithm is to find the optimal weights so as to maximize the normalised SNR. Therefore, at the maximum point in the GA simulation, $w_c$ and $w_E$ were obtained and shown in Table 70.

| Table 70 Optimal $w_c$ and $w_E$ |
|-------------------------------|-----------------|
| Process | $w_c$ | $w_E$ |
| 1       | 0.9990 | 0.0001 |
| 2       | 0.9844 | 0.0156 |
| 3       | 0.9951 | 0.0049 |
| 4       | 0.0196 | 0.9804 |

To determine the value of WSNR$_i$ which is shown in Table 70:

For mixing process, experiment $i = 1$, optimal weights were obtained early is used to calculate the value WSNR$_i$.

$$\text{WSNR}_i = w_c Z_{iC} + w_E Z_{iE}$$

$$\text{WSNR}_1 = 0.999 Z_{1C} + 0.0001 Z_{1E}$$

$$\text{WSNR}_1 = 0.999 \times (0.578) + 0.0001 \times (0.362)$$

$$= 0.577$$
WSNR values for each trial and each process were computed (by substituting the $w_C$ and $w_E$ values into the WSNR formula as shown above), it was noticed that in Process 1 (mixing), experiment 2 (run 2) has the highest WSNR value. If we refer back to Table 35, it corresponds to A1, B2, C2 as the desired setting for the Process 1. However, this approach is less accurate as the interactions between factors and levels have not yet been taken into account. The same can be implied for the rest of the processes (Process 2, 3 and 4). A better approach is shown to evaluate the main effects on WSNR for each process factor using Equation 58, 59, 60, 61, 62 and 63 were performed to obtain the average WSNR. For example, for mixing process, for factor A1, L1 and L2 (which is shown in Table 71) are calculated using Equation 58 and Equation 59:

\[
\text{low level, } L_1 = \frac{(\text{WSNR}_1 + \text{WSNR}_2)}{2}
\]

\[
= \frac{(0.5778 + 0.6557)}{2}
\]

\[
= 0.6167 \text{ where WSNR}_1 \text{ and WSNR}_2 \text{ are taken from Table 69.}
\]

However, for high level, \(L_2 = \frac{(\text{WSNR}_3 + \text{WSNR}_4)}{2}\)

\[
= \frac{(0.59998 + 0.4202)}{2}
\]

\[
= 0.510 \text{ where WSNR}_1 \text{ and WSNR}_2 \text{ are taken from Table 69.}
\]

This average WSNR values indicates the effect on the low and the high level for each factor. The higher the difference between the minimum (factor at low level) and maximum (factor at high level) is, the greater the effect it will have. Hence, in Table 71, \((\text{WSNR}_{\text{max}} - \text{WSNR}_{\text{min}})\) provides the details of the main effects on WSNR. Figure 127 consists of four sets of the main effect plot for the respective process fabrication. This is a way to illustrate the information.
obtained from Table 71. It provides the predicted optimal conditions for the process optimization. For Process 1, the optimal condition predicted is $A_1, B_1, C_2$ as for having higher WSNR values. Process 2 on the other hand is $A_2, B_1, C_2$ while Process 3 is $A_1, B_1, C_2$ and Process 4 is also $A_1, B_1, C_2$. An observation that can be seen is that Factor C (machine temperature) in Process 2 (calendaring) has the biggest margin with 0.2221 differences of its two levels. This tells us that such factor is quite sensitive if we change the level values thus it is a significant factor in producing a good quality of process or product. On the other hand, the very small margin of 0.0011 obtained in Process 4 (electrolyte treatment) and Factor B (molarity) indicates that such factor does not have much effect on the outcome if we change the level values. In a later section, a more appropriate way for determining significant and insignificant factors using ANOVA will be discussed.

<table>
<thead>
<tr>
<th>Process</th>
<th>Factors</th>
<th>Low Level, L1</th>
<th>High Level, L2</th>
<th>WSNR$<em>{\text{max}}$ - WSNR$</em>{\text{min}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mixing</td>
<td>A Mixing Speed</td>
<td>0.6167</td>
<td>0.5101</td>
<td>0.1066</td>
</tr>
<tr>
<td></td>
<td>B Mixing Time</td>
<td>0.5889</td>
<td>0.5379</td>
<td>0.0509</td>
</tr>
<tr>
<td></td>
<td>C Amount of AC</td>
<td>0.4990</td>
<td>0.6278</td>
<td>0.1288</td>
</tr>
<tr>
<td>Calendaring</td>
<td>A Calendaring time</td>
<td>0.4505</td>
<td>0.4943</td>
<td>0.0438</td>
</tr>
<tr>
<td></td>
<td>B Thickness</td>
<td>0.4813</td>
<td>0.4635</td>
<td>0.0178</td>
</tr>
<tr>
<td></td>
<td>C Machine temp.</td>
<td>0.3614</td>
<td>0.5835</td>
<td>0.2221</td>
</tr>
<tr>
<td>Drying</td>
<td>A Heating time</td>
<td>0.5575</td>
<td>0.4641</td>
<td>0.0934</td>
</tr>
<tr>
<td></td>
<td>B Heating temp.</td>
<td>0.5636</td>
<td>0.4580</td>
<td>0.1057</td>
</tr>
<tr>
<td></td>
<td>C Vacuum</td>
<td>0.4617</td>
<td>0.5600</td>
<td>0.0984</td>
</tr>
<tr>
<td>Electrolyte Treatment</td>
<td>A Electrolyte name</td>
<td>0.5801</td>
<td>0.5195</td>
<td>0.0606</td>
</tr>
<tr>
<td></td>
<td>B Electrolyte molarity</td>
<td>0.5504</td>
<td>0.5493</td>
<td>0.0011</td>
</tr>
<tr>
<td></td>
<td>C Electrolyte amount</td>
<td>0.5340</td>
<td>0.5656</td>
<td>0.0315</td>
</tr>
</tbody>
</table>
Confirmation experiment

In confirmation of the predicted optimal settings obtained from the proposed Taguchi-GA approach, verification tests were conducted and another three samples were each produced and the results obtained are tabulated in Table 72. To evaluate the findings, a comparison of the standard deviation (SD) for all of the trials is conducted. The smaller value of SD implies the consistency of the samples and thus indicates that they are close to the target value. Consistency is related to process repeatability and robustness of product.
Table 72 Experimental output data for confirmation experiments

<table>
<thead>
<tr>
<th>Process</th>
<th>Output Response</th>
<th>Sample 1</th>
<th>Sample 2</th>
<th>Sample 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1-Mixing (A₁, B₁, C₂)</td>
<td>2.425 F; 1.602 Ω</td>
<td>2.388 F; 3.691 Ω</td>
<td>2.403 F; 2.925 Ω</td>
<td></td>
</tr>
<tr>
<td>P2-Calendaring (A₂, B₁, C₂)</td>
<td>2.051 F; 1.811 Ω</td>
<td>2.026 F; 2.008 Ω</td>
<td>2.095 F; 1.760 Ω</td>
<td></td>
</tr>
<tr>
<td>P3-drying (A₁, B₁, C₂)</td>
<td>2.294 F; 2.571 Ω</td>
<td>2.310 F; 2.529 Ω</td>
<td>2.244 F; 2.708 Ω</td>
<td></td>
</tr>
<tr>
<td>P4-electrolyte treatment (A₁, B₁, C₂)</td>
<td>2.199 F; 1.98 Ω</td>
<td>2.222 F; 1.85 Ω</td>
<td>2.213 F; 2.00 Ω</td>
<td></td>
</tr>
</tbody>
</table>

The standard deviations (SD) were obtained using the following formula;

\[ SD = \sqrt{\frac{N \sum(x^2) - \left(\sum x\right)^2}{N(N-1)}} \]

where \( N \) is the number of replication and \( X \) is the experimental data.

Table 73 SD for each experiment and under optimal conditions

<table>
<thead>
<tr>
<th>Process</th>
<th>Experiment, i</th>
<th>SD (capacitance)</th>
<th>SD (ESR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.0601</td>
<td>3.8223</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0751</td>
<td>5.1110</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.1766</td>
<td>2.3861</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.1111</td>
<td>4.3636</td>
</tr>
<tr>
<td></td>
<td>5 (A₁, B₁, C₂)</td>
<td>0.0186</td>
<td>1.0568</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0.0549</td>
<td>0.6171</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.1090</td>
<td>0.5965</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0420</td>
<td>0.3996</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.1445</td>
<td>0.4193</td>
</tr>
<tr>
<td></td>
<td>5 (A₂, B₁, C₂)</td>
<td>0.0349</td>
<td>0.1310</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.0853</td>
<td>0.1893</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.1847</td>
<td>0.3122</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.1760</td>
<td>0.3279</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.0738</td>
<td>0.1323</td>
</tr>
<tr>
<td></td>
<td>5 (A₁, B₁, C₂)</td>
<td>0.0650</td>
<td>0.0936</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0.1245</td>
<td>0.2566</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0738</td>
<td>0.1323</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0123</td>
<td>0.1094</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.1524</td>
<td>0.1000</td>
</tr>
<tr>
<td></td>
<td>5 (A₁, B₁, C₂)</td>
<td>0.0116</td>
<td>0.0814</td>
</tr>
</tbody>
</table>
Table 73 shows that the predicted condition in every process yields a certain extent of improvement of capacitance and ESR standard deviation. Standard deviation for experiments 1 – 4 in Table 73 are the standard deviation before the process is optimised using Taguchi-GA method, whereas, experiment 5 is the standard deviation result after Taguchi-Ga method was applied. Overall, the standard deviation is improved. Such findings proved that the novel Taguchi-GA have successfully optimised the weights and has thus maximized the values of SN ratio for both responses.

The SNRs for the initial condition are obtained by assigning 0.7 weighting for the capacitance response and 0.3 for the ESR response arbitrarily, based on the consensus that the capacitance performance should dominate the ESR response before conducting the GA approach. The GA method then searches for the optimal weightings that maximize the SNR for both responses to improve the performance of process factors. Refer to the outcome in thesis [287], experiments for few different value of OEC were carried out and different capacitance to ESR ratio (combinations total = 1) have also been tested - 0.6:0.4, 0.2:0.8 etc. It was found that after the capacitance ratio being altered gradually for example 0.2, 0.3, 0.4 etc, the outcome results in the same experimental run (e.g. Run 2) as the best run for the respective process. However, until at a certain ratio (e.g 0.8:0.2) the results turn up to give a different experimental run (e.g. Run 3) as the best run. This shows that the weight has certain impact on the optimal setting to be predicted. If that is so, there is a chance to fully optimise the SNR. This can be done without using engineering judgment.
For this case study, only one weight ratio of 0.7:0.3, was used for the OEC computation and comparison after considered that this OEC value has higher SNR value (shown in [287]). This is treated as the initial condition. It is compared with the WSNR obtained using the integrated Taguchi and GA method in the later part.

Table 74 OEC values to determine the optimal setting for the initial condition

<table>
<thead>
<tr>
<th>Process</th>
<th>Experiment, i</th>
<th>Combination</th>
<th>OEC (0.7:0.3 weighting)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>$A_1, B_1, C_1$</td>
<td>0.5125</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>$A_1, B_2, C_2$</td>
<td>0.5756</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>$A_2, B_1, C_2$</td>
<td>0.5940</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>$A_2, B_2, C_1$</td>
<td>0.4669</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>$A_1, B_1, C_1$</td>
<td>0.3754</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>$A_1, B_2, C_2$</td>
<td>0.5641</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>$A_2, B_1, C_2$</td>
<td>0.5941</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>$A_2, B_2, C_1$</td>
<td>0.3112</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>$A_1, B_1, C_1$</td>
<td>5.8250</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>$A_1, B_2, C_2$</td>
<td>5.1260</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>$A_2, B_1, C_2$</td>
<td>5.3430</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>$A_2, B_2, C_1$</td>
<td>4.3260</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>$A_1, B_1, C_1$</td>
<td>0.5012</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>$A_1, B_2, C_2$</td>
<td>0.2526</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>$A_2, B_1, C_2$</td>
<td>0.4628</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>$A_2, B_2, C_1$</td>
<td>0.6149</td>
</tr>
</tbody>
</table>

The overall improvement percentage is determined as the ratio between sums of the improvement values of all responses for the confirmation experiment (after optimised using Taguchi-GA method) and the sum of the SNRs of initial responses for all responses. Using the method shown in [256], this is called the addictive model. It is used to predict the anticipated improvements under the chosen optimum conditions (optimal level of the process factor); the SNRs for these two output responses are predicted and
shown in Table 75 (last column, improvement). For a clearer view, taking Process 1 (mixing) as an example,

Improvement for capacitance

\[ \text{Improvement for capacitance} = SNR \text{ for confirmation (after optimisation)} - SNR \text{ for initial condition using OEC (before optimization)} \]

\[ = 17.166 - 16.99 = 0.176 \]

Improvement for ESR

\[ = SNR \text{ for confirmation (after optimisation)} - SNR \text{ for initial condition using OEC (before optimization)} \]

\[ = (|12.85| - |9.164|) = 3.686 \]

Improvement in %

\[ \times 100\% = \frac{(0.176 + 3.686)}{16.99 + |12.85|} \times 100\% = 12.9\% \]
Table 75 Initial, predicted and actual improvement of SN ratio

<table>
<thead>
<tr>
<th>Process</th>
<th>Responses</th>
<th>Initial condition (dB)</th>
<th>Predicted condition (GA) (dB)</th>
<th>Confirmation (dB)</th>
<th>Improvement (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SNR&lt;sub&gt;c&lt;/sub&gt;</td>
<td>16.99</td>
<td>15.69</td>
<td>17.166</td>
<td>0.176</td>
</tr>
<tr>
<td></td>
<td>Optimal setting</td>
<td>A&lt;sub&gt;2&lt;/sub&gt;, B&lt;sub&gt;1&lt;/sub&gt;, C&lt;sub&gt;2&lt;/sub&gt;*</td>
<td>A&lt;sub&gt;1&lt;/sub&gt;, B&lt;sub&gt;2&lt;/sub&gt;, C&lt;sub&gt;2&lt;/sub&gt;**</td>
<td>A&lt;sub&gt;1&lt;/sub&gt;, B&lt;sub&gt;1&lt;/sub&gt;, C&lt;sub&gt;2&lt;/sub&gt;***</td>
<td>12.9 %</td>
</tr>
<tr>
<td></td>
<td>Overall improvement in (dB %)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>SNR&lt;sub&gt;c&lt;/sub&gt;</td>
<td>15.34</td>
<td>15.34</td>
<td>15.340</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>SNR&lt;sub&gt;E&lt;/sub&gt;</td>
<td>-7.75</td>
<td>-7.75</td>
<td>-5.798</td>
<td>1.952</td>
</tr>
<tr>
<td></td>
<td>Optimal setting</td>
<td>A&lt;sub&gt;2&lt;/sub&gt;, B&lt;sub&gt;1&lt;/sub&gt;, C&lt;sub&gt;2&lt;/sub&gt;*</td>
<td>A&lt;sub&gt;2&lt;/sub&gt;, B&lt;sub&gt;1&lt;/sub&gt;, C&lt;sub&gt;2&lt;/sub&gt;**</td>
<td>A&lt;sub&gt;2&lt;/sub&gt;, B&lt;sub&gt;1&lt;/sub&gt;, C&lt;sub&gt;2&lt;/sub&gt;***</td>
<td>8.4 %</td>
</tr>
<tr>
<td></td>
<td>Overall improvement in (dB %)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>SNR&lt;sub&gt;c&lt;/sub&gt;</td>
<td>17.11</td>
<td>17.63</td>
<td>17.18</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>SNR&lt;sub&gt;E&lt;/sub&gt;</td>
<td>-8.43</td>
<td>-8.51</td>
<td>-8.31</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>Optimal setting</td>
<td>A&lt;sub&gt;1&lt;/sub&gt;, B&lt;sub&gt;1&lt;/sub&gt;, C&lt;sub&gt;1&lt;/sub&gt;*</td>
<td>A&lt;sub&gt;2&lt;/sub&gt;, B&lt;sub&gt;1&lt;/sub&gt;, C&lt;sub&gt;2&lt;/sub&gt;**</td>
<td>A&lt;sub&gt;1&lt;/sub&gt;, B&lt;sub&gt;1&lt;/sub&gt;, C&lt;sub&gt;2&lt;/sub&gt;***</td>
<td>0.7 %</td>
</tr>
<tr>
<td></td>
<td>Overall improvement in (dB %)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>SNR&lt;sub&gt;c&lt;/sub&gt;</td>
<td>16.34</td>
<td>17.52</td>
<td>16.44</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>SNR&lt;sub&gt;E&lt;/sub&gt;</td>
<td>-7.61</td>
<td>-8.50</td>
<td>-5.78</td>
<td>1.83</td>
</tr>
<tr>
<td></td>
<td>Optimal setting</td>
<td>A&lt;sub&gt;2&lt;/sub&gt;, B&lt;sub&gt;2&lt;/sub&gt;, C&lt;sub&gt;1&lt;/sub&gt;*</td>
<td>A&lt;sub&gt;2&lt;/sub&gt;, B&lt;sub&gt;1&lt;/sub&gt;, C&lt;sub&gt;2&lt;/sub&gt;**</td>
<td>A&lt;sub&gt;1&lt;/sub&gt;, B&lt;sub&gt;1&lt;/sub&gt;, C&lt;sub&gt;2&lt;/sub&gt;***</td>
<td>8.1 %</td>
</tr>
<tr>
<td></td>
<td>Overall improvement in (dB %)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* The setting combination for process level is obtained from OEC (overall evaluation criteria) computation (0.7:0.3) shown in Table 74, which the highest OEC is chosen for the optimum level for the process factor.

** The setting combination for process level is predicted using the highest WSNR given in Table 69. For example, in process 1 (mixing), the highest WSN value is at run 2 (experiment 2), hence, SNR for predicted setting combination for the process level is 15.69 for capacitance and -21.22 for ESR which are taken in Table 69 (the italic value).

*** By using the output responses shown in Table 68 and apply the values to Equation 67 and Equation 68, the SNR values are calculated for the confirmation experiment (after optimised using Taguchi-GA method).

Table 75 presents how the combination of the initial condition is made by selecting the highest OEC values in every fabrication process. The SNRs of
those experimental runs that based on the processing parameters as in Table 75 are compared with the SNRs of the experiments which use WSNR values shown in Table 69. In Table 75, it is observed that 12.9%, 8.4% and 8.1% improvement in dB was obtained for the mixing, calendaring and electrolyte treatment process respectively by using the proposed Taguchi-GA approach. However, the drying process does not produce much improvement (0.7% only). One possible reason for this small improvement is that the optimization has reached its certain limit for given factors and levels assigned. Unless different factors are added in to be investigated, this could further improve the process.

The purpose of ANOVA in this study is to determine which of the process factors are significantly affect the performance characteristics [256] in the supercapacitor fabrication. To achieve this, the total variability of the multi-objective WSNR measured by the sum of squared deviations is separated from the total mean of WSNR, before converting into percentage contribution for every individual factor. This part was implemented by utilizing the Qualitek-4 software. Some of the factors are pooled to avoid calling something significant when it is not. This is to maximize the percentage contribution of the dominant and significant factors. Table 76 displays the ANOVA results.
Table 76 Results of ANOVA analysis on WSNR

<table>
<thead>
<tr>
<th>Process</th>
<th>Factor</th>
<th>DOF</th>
<th>Sum of Squares</th>
<th>% Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>1</td>
<td>0.011</td>
<td>37.181</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>1</td>
<td>0.002</td>
<td>8.360</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>1</td>
<td>0.016</td>
<td>54.130</td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>0</td>
<td>0.030</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>3</td>
<td>0.030</td>
<td>100 %</td>
</tr>
<tr>
<td>2</td>
<td>A</td>
<td>1</td>
<td>0.001</td>
<td>3.16 POOLED</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>(1)</td>
<td>(0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>1</td>
<td>0.049</td>
<td>96.00</td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>1</td>
<td>-0.01</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>3</td>
<td>0.051</td>
<td>100 %</td>
</tr>
<tr>
<td>3</td>
<td>A</td>
<td>1</td>
<td>0.008</td>
<td>29.230</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>1</td>
<td>0.011</td>
<td>37.973</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>1</td>
<td>0.009</td>
<td>32.458</td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>3</td>
<td>0.029</td>
<td>100 %</td>
</tr>
<tr>
<td>4</td>
<td>A</td>
<td>1</td>
<td>0.003</td>
<td>91.503</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>(1)</td>
<td>(0)</td>
<td>POOLED</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>1</td>
<td>0.001</td>
<td>24.803</td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>1</td>
<td>-0.001</td>
<td>-16.306</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>3</td>
<td>0.004</td>
<td>100 %</td>
</tr>
</tbody>
</table>

Consequently, optimal conditions for every process can be set as A₁, B₁, C₂ for the mixing process, A₂, B₁, C₂ for the calendaring process, A₁, B₁, C₂ for the drying process, and A₁, B₁, C₂ for the electrolyte process. It is found that the most significant process factor for the respective process is in the sequence of machine temperature (96%) in the calendaring process, followed by the KCl electrolyte (91.503%) in the electrolyte treatment process, the amount of activated carbon (54.13%) in the mixing process, and finally the heating temperature (37.97%) in the drying process. Such process factors with a high percentage contribution obtained statistically are believed to have a huge impact towards the performance of the supercapacitor fabricated and outcome shown in Table 76 is good for future improvement where process factors that has low percentage contribution can be eliminated.
4.3.2.1 Summary

The supercapacitor fabrication process dealing with a multi response problem has been presented. From the experimental and analytical results, the conclusions are as follows:

- Taguchi method has successfully minimised the cost and time span of the experimental procedure consisting of three factors and two-level each. Only four trials are required when using the orthogonal array experiment.
- The proposed integrated approach has improved the SNR (dB) as shown in the Figure 128 below. Hence, optimal conditions have great influences on the design factors with less sensitivity to the noise factors.

![Figure 128 Percentage of SNR improvement after optimization as compared to using OEC method](image)

- The proposed Taguchi-GA integrated strategy provides a robust design in the sense of reproducibility and reliability. This could not be achieved by the OEC approach alone as this approach is dependent on engineering judgment that has higher variation, a mean value that is far from the desired target value if those judgments were inaccurately made. The figure below shows that the standard deviation for both
output response (Capacitance and ESR) is improved as compared with the conventional method (Taguchi and OED method).

![Figure 129 Standard deviation comparison before & after optimisation (Capacitance)](image)

**Figure 129 Standard deviation comparison before & after optimisation (Capacitance)**

![Figure 130 Standard deviation comparison before & after optimisation (ESR)](image)

**Figure 130 Standard deviation comparison before & after optimisation (ESR)**

- The optimum process setting ensures optimum values for capacitance and ESR. By applying the optimum process setting (process condition), consistent capacitance and ESR values of supercapacitors are
guaranteed as shown in the lower standard deviation values as compared to the standard deviation for the samples which were not applied Taguchi-GA optimisation method. This is important for the optimised supercapacitor-battery hybrid energy storage system. This is to ensure power reliability of the system.
CHAPTER 5

CONCLUSION

This project dealt with the integration of supercapacitors into a battery energy storage system for solar applications in order to optimise overall cost by prolonging battery lifespan utilizing the Genetic Algorithm (GA) and Support Vector Machine (SVM) further reliability was optimised by using Genetic Algorithm within the Taguchi technique to reduce spread in tolerance of supercapacitors values which affect system performance.

The main achievement in this research is to minimise operational cost of a solar system by integrating supercapacitors into a hybrid lead acid battery energy management system. It has been accomplished as described in Table 77. This project sought to investigate and solve the research issues arising from combining supercapacitors with batteries in a hybrid energy system which is then made economically feasible thru process and operational optimization. This was done using a GA and a supervised learning machine – Support Vector Machine (SVM) to in place of costly power electronics (dc-dc converter). The general literature review on this subject and specifically in this context of optimising the supercapacitor-battery hybrid energy storage system in solar application is inconclusive on several vital research issues on pairing the supercapacitor and battery in an energy storage system. Simulation and optimization on model which involves supercapacitor could not be done in most of the commercial optimization software such as HOMER, HYBRID and etc. However, in this project, the implemented fitness function in GA has
successfully optimised the cost of the Supercapacitor-battery hybrid energy storage system by reducing the rate of battery damage mechanism.

It is also interesting to state that the overall cost of the implemented SB-HESS was further optimised by applying SVM and SVR (Support Vector Regression) within the energy management system which accurately predicts the load demand in advance. This was done by replacing part of the power electronics with intelligent software which allows the improvement of efficiency and lowers the cost of other components such as in eliminating the need for a bi-directional dc-dc converter used in balancing the voltage level between supercapacitor and battery. This is very crucial to make sure that the systems does not run the risk of draining the battery due to the supercapacitor acting as an additional load if its voltage is lower than the batteries nominal voltage as both energy storage devices are in direct parallel connection.

This implemented system is more cost effective as it is integrated with the wide availability and affordability of microcontrollers which allows these hybrid systems to be controlled using purely software methods such as by employing the Support Vector Machine (SVM) pattern classifier to decide when to switch energy sources depending on the load requirement. This supervised learning system was used to predict load demand before it occurs. It is proven that aids in reducing the delay in delivering power even when there are a few possibilities to be considered in connecting or disconnecting battery and supercapacitor to the load. This not only lowers the operational cost, but at the same time, allows the hybrid photovoltaic system to be flexible, which comes in handy in places with different seasons and unpredictable weather. The implementation using a microcontroller also allows the monitoring of multiple
parameters, which may affect the efficiency of the hybrid photovoltaic systems, optimising the operation of these systems by taking appropriate actions when needed.

The cost of the implemented system i.e the supercapacitor-battery hybrid energy storage system (SB-HESS) is reduced by approximately 7.51% compared to the conventional individual battery energy storage system. In SB-HESS, the number of batteries used was optimised to a lower number of batteries without jeopardizing the system power reliability. Some systems reviewed in literature use more batteries to bridge the mismatch between power supply and load demand. These batteries are assigned to primary and secondary energy storage and the secondary group of batteries acts as a backup and cater for sudden power bursts. This is not practical because the oversized energy storage system elevates the cost of the total renewable energy system. In contrast, in this project the pairing of supercapacitor and battery reduces system cost and is also advantageous to the environment because it cuts down the number of batteries. Supercapacitor can be completely refurbished after its cycle life of 16-20 years with much less chemical hazard.

Fuel cells with hydrogen tank is one of the alternatives in adding an energy buffer to the renewable energy system. However, the size of this energy storage device is huge and the catalyst used in fuel cells is expensive. Supercapacitor on the other hand is known as a high power density energy storage device which charges and discharges power fast to the load (in seconds). It was proven in this study the supercapacitor in SB-HESS is able to deliver the sudden power burst. The size of the supercapacitor is comparatively smaller but stores a larger amount of energy.
As shown in the simulation result in Section 4.2.2, the overall cost for batteries which consists of the initial cost of battery, replacement cost of batteries, operational and maintenance of batteries have the significant impact in the overall system cost which makes the conventional renewable energy system less cost effective. The total number of batteries used throughout the project lifetime is 40 and 24 for battery-only system and SB-HESS respectively. Including supercapacitors within the system with proper methodology aids in prolonging battery life in the long run by maintaining high a state-of-charge (SOC) in the battery. In SB-HESS, the battery SOC is higher than the battery SOC in a battery only energy storage system by 6%.

One further aim in reducing overall costs is to be able to propose a method of consistently manufacturing robust supercapacitor cells which are able to conform to the standards previously mentioned Section 3.3. This aids in reducing the cost of producing a supercapacitor.

A supercapacitor, which has high reproducibility and reliability, was manufactured in this project where the process factors of the fabrication process are optimised using a genetic algorithm within the Taguchi signal-to-noise ratio method. It is important to ensure a robust process in the manufacture of the supercapacitor before it is integrated in the power system to meet peak power demand. This is because slight variation in supercapacitor values will affect the performance of the overall system. System is optimised and designed with the different value of LPSP (loss of power supply probability). An orthogonal array was used in designing the experiment instead of the full factorial of design-of-experiment (DOE) in order to save cost and time by reducing the size of the experiment. Capacitance and ESR are the output response which were
considered in the supercapacitor manufacturing process. In the conventional way of dealing with multi-response optimization, a method known as, overall evaluation criterion (OEC) is used to optimise the process factor. This method greatly involves engineering and expert judgement which is susceptible to human error and prejudiced experience. Whereas, the integration of genetic algorithm within the Taguchi signal-to-noise ratio has successfully improved the result obtained using the conventional technique – OEC. Standard deviation is improved using integrated GA-Taguchi method.

The objectives and deliverables were achieved as shown in the following:

**Table 77 Project Objective and Achievements**

<table>
<thead>
<tr>
<th>No.</th>
<th>Objectives</th>
<th>Achievements/Deliverables</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>To identify and optimise the significant parameters of the fabrication process simultaneously, by combining the Genetic Algorithm with Taguchi DOE methodology and improving the Taguchi Signal-to-noise Ratio which is a measure of product robustness.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• A more robust process fabrication supercapacitor is implemented as the standard deviation is improved.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Avoid SB-HESS running in the risk of draining the battery as the SB-HESS was designed and optimised based on the supercapacitor voltage and capacitance.</td>
<td></td>
</tr>
<tr>
<td>2.</td>
<td>To implement a fitness function which determines the optimal size and therefore reduce the cost) of a stand-alone hybrid supercapacitor-lead acid battery solar energy</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• A simulation and optimization on SB-HESS is delivered using constraint optimization GA.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Initial cost, replacement cost, operational and maintenance of</td>
<td></td>
</tr>
</tbody>
</table>
### CHAPTER 5 – CONCLUSION

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>3.</strong> To design a supercapacitor-lead acid battery hybrid energy storage system, which prolongs battery life and reduces the number of batteries used.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>4.</strong> To employ Support Vector Machine in the hybrid energy storage control system in order to reduce the use expensive power electronic components.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The study has offered a methodology on constraint optimization using GA to optimise the overall cost of implementing supercapacitor-battery hybrid energy storage system in solar applications. A main effort is the construction of prototype for the optimised supercapacitor-battery hybrid energy storage system with SVM energy management system to control the energy flow between supercapacitor and battery without any time delay in responding to the required power burst. As a direct outcome of this methodology, the study encountered a number of possible enhancements which need to be considered in the future for a high power specification for solar application.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- SOC of battery in SB-HESS is higher than the battery individual energy storage system. It signifies that the battery life can be prolonged.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- The cost of the system is optimised with the presence of supercapacitor.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Further reduced the operational cost by placing some of the power electronics without jeopardizing the system power reliability.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- A load predictive energy management system using SVM is implemented.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.1 Future Work

A prototype on supercapacitor-battery hybrid energy storage system (SB-HESS) is implemented. The benefits of this implemented system are feasible for outskirt rural area. However, for a bigger scale of SB-HESS in renewable energy system, a higher DC bus voltage and higher power for the system are needed for power outputs up to 12kW.

As mentioned, in the implemented system, balancing circuit is not included as to save the cost. However, this could cause imbalance individual voltages of any single cell exceeds its maximum recommended working voltage. As consequence, it could result in electrolyte decomposition, gas generation, ESR increase and ultimately reduce supercapacitor lifespan. For the implemented optimized supercapacitor-battery hybrid energy storage system, the cost was optimised based on the assumption that the supercapacitor has no maintenance cost throughout the project lifetime. A bipolar supercapacitor could introduce in this hybrid energy storage system for better power reliability in terms of charging and discharging phase (high level of cycling an active voltage). The nature of the bipolar supercapacitor mechanism allows the resistance of the bipolar design lower (no current collection voltage drops) and the packaging weight is less. High voltage bipolar supercapacitor stacks have been fabricated and that functioned well. It is believed that the manufacturing cost of the bipolar supercapacitor would be lower and helps in cost reduction of the hybrid energy storage system in the future.

In spite of the accuracy in the current supervised machine learning – SVM energy management system, data input for the training and testing phase
in SVM and SVR could be improved by collecting features of more dimensions of independent and dependant data input for classification and regression.

To improve performance, data involving weather forecast of the particular site can be included in the methodology for optimal sizing of the SB-HESS i.e. more constraints could be analysed to evaluate the fitness function. This will increase the practicability of the constraint optimization algorithm.

The capacitance and ESR of the resulting supercapacitors characterized by cyclic voltammetry (CV) and galvanostatic charge–discharge test in this research. However, prior knowledge of electrical circuit theory or electrochemistry is assumed for the output response obtained. However, the real world contains circuit elements that exhibit much more complex behaviour. These elements force us to abandon the simple concept of resistance, and in its place we use impedance, a more general circuit parameter. Like resistance, impedance is a measure of the ability of a circuit to resist the flow of electrical current, but unlike resistance, it is not limited by the simplifying properties in ohm’s law. Electrochemical impedance can be measured using Electrochemical Impedance Spectroscopy (EIS). It is a well-established experimental technique that has applications in coatings, corrosion, sensors, electrochemical double layer capacitors, batteries among others. EIS partly has ability to access a very wide range of frequencies (typically from MHz to μHz). Having said that, parameters such as the internal resistance, electrode surface capacitance and leakage are accessible at different frequencies across the spectrum.

If the fund is permitted in the future, the packaging process in the supercapacitor manufacturing plant should also be considered to further optimised the standard deviation and make the process even more robust.
Moreover, adding more level shall be considered in the DOE (Design of Experiment) using Taguchi orthogonal array. This is believed to aid in the improvement of output responses (supercapacitor capacitance and ESR) instead of the standard deviation of the output response only.
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Appendix

A1. 2kW Solar Cabin

Figure 131 Schematic Solar Cabin
Figure 132 Power Electronics used in Solar Cabin

Figure 133 Batteries used in Solar Cabin

Figure 134 Supercapacitor used in Solar Cabin
A2. GA code for optimal sizing RES

tic

close all
clear all
clc;
clear;

a = 20;
b = 25;
c = 1;
d = 5;
e = 4;
f = 32;
g = 14;
h = 15;
i = 4;
j = 7;

Population_Max=20;
Min_Value=10000000000000000;
Max_Generation = 500;
Population_Max=20;
Pc=0.3;
Pm = 0.1;
Var_x = [a,b;c,d;e,f;g,h;i,j];
Min_Value=10000000000000000;
Max_Generation = 500;
Max_Gen=length(Var_x);

Beta=3;

Gbest=10000000000000000;
Max_Generation = 500;
Max_Gen=length(Var_x);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%
Delta_x=Var_x(2)-Var_x(1);
V = rand(Population_Max,Max_Gen)*Delta_x+Var_x(1);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%
for Generation=1:Max_Generation
    for Chromosome=1:round(Population_Max*Pc/2)
        Vector_v1=randint (1,1,[1,Population_Max]);
        Vector_v2=randint (1,1,[1,Population_Max]);
    end
end
Parent_1=V(Vector_v1,:); 
Parent_2=V(Vector_v2,:); 

L1=rand; 
L2=1-L1; 

Child_1=L1*Parent_1+L2*Parent_2; 
Child_2=L1*Parent_2+L2*Parent_1; 

Cross_V(Chromosome*2-1,:)=Child_1; 
Cross_V(Chromosome*2,:)=Child_2; 

end 
for Chromosome=1:round(Population_Max*Max_Gen*Pm) 

M_Gen=randint(1,1,[1,Population_Max*Max_Gen]); 
Temp1=fix (M_Gen/Max_Gen); 
Temp2=M_Gen/Max_Gen; 

if (Temp1==Temp2) 
    Vector_1=Temp1; 
    M_Point=Max_Gen; 
else 
    Vector_1=Temp1+1; 
    M_Point=mod (M_Gen,Max_Gen); 
end 

Parent_1=V(Vector_1,:); 
Child_1=Parent_1; 

Mutation_Type=randint; 

if Mutation_Type==0; 
    Y=Var_x(2)-Parent_1(M_Point); 
    Delta=Y*rand*(1-Generation/Max_Generation)^2; 
    Child_1(M_Point)=Parent_1(M_Point)+Delta; 
else 
    Y=Parent_1(M_Point)-Var_x(1); 
    Delta=Y*rand*(1-Generation/Max_Generation)^2; 
    Child_1(M_Point)=Parent_1(M_Point)-Delta; 
end 

Mutated_V(Chromosome,:)=Child_1; 

if round(Population_Max*Pc)==0 && round(Population_Max*Max_Gen*Pm)==0 
    Merg_V=V; 
end 
if round(Population_Max*Pc)==0 && round(Population_Max*Max_Gen*Pm)==0 
    Merg_V=[V,Mutated_V]; 
end
if round(Population_Max*Pc)~=0 &&
round(Population_Max*Max_Gen*Pm)==0
Merg_V=[V;Cross_V];
end
if round(Population_Max*Pc)~=0 &&
round(Population_Max*Max_Gen*Pm)==0
Merg_V=[V;Cross_V;Mutated_V];
end
Total_V=length (Merg_V(:,1));
for Chromosome=1:Total_V
x1=Merg_V(Chromosome,1);
x2=Merg_V(Chromosome,2);
x3=Merg_V(Chromosome,3);
x4=Merg_V(Chromosome,4);
x5=Merg_V(Chromosome,5);
%making sure the output is positive absolute number
x(1)= abs(round(x1));
x(2)= abs(round(x2));
x(3)= abs(round(x3));
x(4)= abs(round(x4));
x(5)= abs(round(x5));
if x(1)<a || x(1)>b
x(1)=abs(round(a+(b-a)*rand));
end
if x(2)<c || x(2)>d
x(2)=abs(round(c+(d-c)*rand));
end
if x(3)~=4 || x(3)~=8 || x(3)~=12 || x(3)~=16 ||
x(3)~=20 || x(3)~=24 || x(3)~=28 || x(3)~=32 || x(3)~=36
|| x(3)~=40 || x(3)~=44 || x(3)~=48 || x(3)~=52 || x(3)~=56
uy=(round(14*rand));
if uy==1
x(3)=4;
else if uy==2
x(3)=8;
else if uy==3
x(3)=12;
else if uy==4
x(3)=16;
else if uy==5
x(3)=20;
else if uy==6
x(3)=24;
else if uy==7
x(3)=28;
else if uy==8
x(3)=32;
else if uy == 9
    x(3)=36;
else if uy == 10
    x(3)=40;
else if uy == 11
    x(3)=44;
else if uy == 12
    x(3)=48;
else if uy == 13
    x(3)=52;
else
    x(3)=56;
end
end
end
end
end
end
end
end
if x(4)<g || x(1)>h
    x(4)=abs(round(g+(h-g)*rand));
end
if x(5)<i || x(5)>j
    x(5)=abs(round(i+(j-i)*rand));
end

%constraint_inequality
G1= (0.96 * x(1)*0.100) + (0.04 * x(2)*1); %solar irradiance and wind generator

%sizing battery at average power
%G2 = (x(3)*1.416*1)/0.226; %for DOD=1
%G2 = (x(3)*1.416*0.5)/0.226; %for DOD=0.5
%G2 = (x(3)*1.416*0.3)/0.226; %for DOD=0.3
%G2 = (x(3)*1.416*0.1)/0.226; %for DOD=0.1
%G2 = (((x(3)*1.416*0.8)+(x(5)*(0.5*83*10.2^2)/3600))/0.226);
%for DOD=0.8 for case supercapacitor make up the difference between the average power and the peak

\[ G_2 = \frac{(x(3) \times 1.416 \times 0.8)}{0.133}; \]

%G2 = \((x(3) \times 1.416 \times 0.4)/0.226\); %for DOD=0.4
%G2 = \((x(3) \times 1.416 \times 0.6)/0.226\); %for DOD=0.6
%G2 = \((x(3) \times 1.416 \times 0.7)/0.226\); %for DOD=0.7

%battery lifetime

%R= \(x(3) \times (1 \times 118 \times 12 \times 400)/1240000\); %for DOD 1
%R= \(x(3) \times (0.5 \times 118 \times 12 \times 1000)/1240000\); %for DOD 0.5
%R= \(x(3) \times (0.4 \times 118 \times 12 \times 1200)/1240000\); %for DOD 0.4
%R= \(x(3) \times (0.6 \times 118 \times 12 \times 800)/1240000\); %for DOD 0.6
%R= \(x(3) \times (0.7 \times 118 \times 12 \times 700)/1240000\); %for DOD 0.7
%R= \(x(3) \times (0.3 \times 118 \times 12 \times 2200)/1240000\); %for DOD 0.3
%R= \(x(3) \times (0.1 \times 118 \times 12 \times 3200)/1240000\); %for DOD 0.1
R= \(x(3) \times (0.8 \times 118 \times 12 \times 1200)/1240000\); %for DOD 0.8

\[ C = x(5) \times 1/83; \] %sizing parallel supercapacitor

if (G1<=2) && (G2>=100) && (R <= 20) && (C<=610)
Penalty=0;
else
Penalty=(16*Generation)^2.5*(abs(G1)^3+abs(G2)^3+abs(R)^3+abs(C)^3);
end

%fitness function

a_ch =\((x(1) \times 100)/300\);
pv_b = \(x(1) \times (335 + (20*6.7));\)
wg_b = \(x(2) \times (2240 + (20*44.8) + (x(4)*74) + (20 \times x(4) \times 1.48))\);
bat_b = \(x(3) \times ((20/R) \times 316) + x(3) \times (6.32 \times (round(20-(20/R)) - 1));\)
scap_b = \(x(5) \times 1498.52;\)
ch_b = \((a_ch \times 108 \times (4+1))+(a_ch \times 2.16 \times (20-4-1));\)
inv_b = \(2568 \times (4+1)+(41 \times (20-4-1));\)
F=(pv_b+wg_b+bat_b+ch_b+inv_b+scap_b);
Eval(Chromosome)=F+Penalty;
if Eval(Chromosome)<Gbest
Gbest=Eval(Chromosome);
Gi=[G1,G2,R, C];
X_Gbest=[x(1),x(2),x(3),x(4),x(5),pv_b,wg_b,bat_b,scap_b,ch_b,inv_b,v_b];
end
end
Temp3=[Eval',Merg_V];
Temp3=sortrows (Temp3,1);
V=Temp3(1:Population_Max,2:5+1);
end

tee=toc
disp (' ');
disp ('Answer is:');
disp (' ');
disp (' F(x)=');
disp (Gbest(1));
disp (' ');
disp (' g1     g2     R     C');
disp (Gi);
disp (' ');
disp (' x1     x2     x3     x4     x5     pv_b     wg_b     bat_b     scap_b     ch_b     inv_b');
disp (X_Gbest);
disp (' ');

A3. GA Coding for optimising process factor of supercapacitor fabrication process

Main:
clc;clear all;

a = 0; %domain
b = 1;

popSize = 30; %rows
Slength = 20; %columns

PC = 0.65; %probability crossover
PM = 0.02; %probability mutation

generation = 8000;
printGen = [generation,0];
aveFit = zeros(generation,1);

k = 1;
xValue = zeros(popSize,generation);
zValue = zeros(popSize,generation);
fValue = zeros(popSize,generation);

weakFValue = zeros(generation, 3);
bestFValue = zeros(generation, 3);
aveFitness = zeros(generation,5);

% initialize population
pop = initialise1(popSize, Slength, @func, a, b);

% for each generation
for (j = 1:generation) % initialize next generation to zeroes
    nextGen = zeros(popSize, Slength+3);

    % do selection
    [pop,aveFit(j,1)] = selection(pop);

    % do crossover
    selected = zeros(popSize,1);
    for i = 1:popSize/2 % select parent1 for crossover
        % select parent1 for crossover
        parent1 = round(rand*(popSize-1))+1;
        while (selected(parent1))
\begin{verbatim}

parent1 = round(rand*(popSize-1))+1;
end

selected(parent1) = 1;

% select parent2 for crossover
parent2 = parent1;
while (selected(parent2))
    parent2 = round(rand*(popSize-1))+1;
end

selected(parent2) = 1;

[nextGen(i*2-1,:), nextGen(i*2,:)] =
crossover(pop(parent1,:), pop(parent2,:), PC, a, b);
end

% do mutation
for i = 1:popSize
    nextGen(i,:) = mutation(nextGen(i,:), PM, a, b);
end

% plot graph for next generation after
selection/crossover/mutation if being asked
if (j == printGen(1,k))
    figure(k);
    k = k+1;

    clf
    colormap(white);
    x = -5:0.05:5;
    z = -5:0.05:5;
    xlabel('x');
    ylabel('z');
    zlabel('func');

    [X,Z]=meshgrid(x,z);
    surf(x,z,func(X,Z));
    hold on;
    % scatter(nextGen(:,Slength+1),
    % nextGen(:,Slength+3));
    groupName= sprintf('Fitness function of %d',
    j);
\end{verbatim}
title(groupName);

end

% make next generation the new population
pop = nextGen;

aveFitness(j,1) = aveFit(j,1);

xValue(:,j) = pop(:,Slength+1);
zValue(:,j) = pop(:,Slength+2);
fValue(:,j) = pop(:,Slength+3);

weakFValue(j,1) = min(pop(:,Slength+2));
weakFValue(j,3) = (weakFValue(j,1))./(weakFValue(j,2));

bestFValue(j,1) = max(pop(:,Slength+3));
bestFValue(j,3) = bestFValue(j,1)./bestFValue(j,2);

aveFitness(j,4) = bestFValue(j,1) - aveFitness(j,1);
aveFitness(j,5) = bestFValue(j,2) - aveFitness(j,2);

end

% -------- plotting graph --------

figure(k)
xlabel('generation');
ylabel('ave fitness level');
plot(1:generation, aveFit);
title('Generation, average fitness function without FM');

figure, plot(1:generation,bestFValue(:,1));
xlabel('Generation');
ylabel('Fitness Level');
title('Best Fitness');
Fitness Function:

```matlab
function [F] = func(x,z)

F = x*(0.3471+0.5561+0.6154+0.3747) +
z*(0.4306+0.3333+0.5443+0.3556);
```

Initialization:

```matlab
%initialization

function [pop] = initialise1(popSize, Slength, func, a, b)

pop = round(rand(popSize, Slength + 3));

base10_array = 2.^(size(pop(:,(1:Slength/2)),2)-1:-1:0);  % array of base 10 value depending on position
base10_matrix = repmat(base10_array, popSize, 1);  % duplicate to get 1 array for 1 individual

pop(:,Slength+1) = sum(base10_matrix(:,1:Slength/2).*pop(:,1:Slength/2), 2)*(b-a)/(2.^(Slength/2)-1)+a;

pop(:,Slength+2) = sum(base10_matrix(:,1:Slength/2).*pop(:,((Slength/2)+1:Slength)), 2)*(b-a)/(2.^(Slength/2)-1)+a;

pop(:,Slength+3) = func(pop(:,Slength+1), pop(:,Slength+2));

end
```

Crossover:

```matlab
%Crossover

function [child1, child2] = crossover(parent1, parent2, PC, a, b)
```
if (rand<PC)
    Slength = size(parent1,2) - 3;          %total
    cpoint=round(rand*(Slength-2))+1;
    %cpoint will never start at 0, random number multiply
    with the Slength -2 to cover the +1 and to cover the
    cpoint when = 10
    %cpoint=(Slength/2);
    child1=[parent1(:,1:cpoint)
     parent2(:,cpoint+1:Slength)];
    child2=[parent2(:,1:cpoint)
     parent1(:,cpoint+1:Slength)];
    child1(:,Slength+1)=sum(2.^(size(child1(:,1:Slength/2)
     ,2)-1:-1:0).*child1(:,1:Slength/2))*(b-a)/(2.^(Slength/2)-1)+a;
    child1(:,Slength+2)=sum(2.^(size(child1(:,1:Slength/2)
     ,2)-1:-1:0).*child1(:,(Slength/2)+1:Slength))*(b-a)/(2.^(Slength/2)-1)+a;
    child2(:,Slength+1)=sum(2.^(size(child2(:,1:Slength/2)
     ,2)-1:-1:0).*child2(:,1:Slength/2))*(b-a)/(2.^(Slength/2)-1)+a;
    child2(:,Slength+2)=sum(2.^(size(child2(:,1:Slength/2)
     ,2)-1:-1:0).*child2(:,(Slength/2)+1:Slength))*(b-a)/(2.^(Slength/2)-1)+a;
    child1(:,Slength+3)=func(child1(:,Slength+1),
     child1(:,Slength+2));
    child2(:,Slength+3)=func(child2(:,Slength+1),
     child2(:,Slength+2));
else
    child1=parent1;
    child2=parent2;
end
end
Mutation:

%mutation

function [child]=mutation(parent,PM,a,b)

if (rand < PM)
    Slength = size(parent,2) - 3;
    mpoint = round(rand*(((Slength)-1))+1);

    child = parent;
    child(mpoint) = abs(parent(mpoint)-1);
end

child(:,Slength+1)=sum(2.^(size(child(:,1:Slength/2),
    2)-1:-1:0).*child(:,1:Slength/2))*(b-a)/(2.^(Slength/2)-1)+a;

child(:,Slength+2)=sum(2.^(size(child(:,1:Slength/2),
    2)-1:-1:0).*child(:,(Slength/2)+1:Slength))*(b-a)/(2.^(Slength/2)-1)+a;

if ( (child(:,Slength+1) + (child(:,Slength+2)) > 1))
    child(:,Slength+3) = (((child(:,Slength+1)) +
        (child(:,Slength+2))) - 1)/2;
    child(:,Slength+1) = child(:,Slength+1) -
        child(:,Slength+3);
    child(:,Slength+2) = child(:,Slength+2) -
        child(:,Slength+3);
    child(:,Slength+3)=func(child(:,Slength+1),
        child(:,Slength+2));
elseif (((child(:,Slength+1)) +
        (child(:,Slength+2))) < 1)
    child(:,Slength+3) = (1 -
        ((child(:,Slength+1)) + (child(:,Slength+2))))/2;
    child(:,Slength+1) = child(:,Slength+1) +
        child(:,Slength+1);
    child(:,Slength+2) = child(:,Slength+2) +
        child(:,Slength+2);
child(:,Slength+3)=func(child(:,Slength+1),
child(:,Slength+2));

else
child(:,Slength+3)=func(child(:,Slength+1),
child(:,Slength+2));
end
else
Slength = size(parent,2) - 3;
child=parent;

child(:,Slength+1)=sum(2.^(size(child(:,1:Slength/2),
2)-1:-1:0).*child(:,1:Slength/2))*(b-
a)/(2.^(Slength/2)-1)+a;

child(:,Slength+2)=sum(2.^(size(child(:,1:Slength/2),
2)-1:-1:0).*child(:,(Slength/2)+1:Slength))*(b-
a)/(2.^(Slength/2)-1)+a;

if ( (child(:,Slength+1) + (child(:,Slength+2)) > 1))

child(:,Slength+3) = (((child(:,Slength+1)) +
(child(:,Slength+2))) - 1)/2;

child(:,Slength+1) = child(:,Slength+1) -
child(:,Slength+3);
child(:,Slength+2) = child(:,Slength+2) -
child(:,Slength+3);

child(:,Slength+3)=func(child(:,Slength+1),
child(:,Slength+2));

elseif (((child(:,Slength+1)) +
(child(:,Slength+2))) < 1)

child(:,Slength+3) = (1 -
((child(:,Slength+1)) + (child(:,Slength+2))))/2;
child(:,Slength+1) = child(:,Slength+3) +
child(:,Slength+1);
child(:,Slength+2) = child(:,Slength+3) +
child(:,Slength+2);

child(:,Slength+3)=func(child(:,Slength+1),
child(:,Slength+2));
else

    child(:, Slength+3) = func(child(:, Slength+1),
    child(:, Slength+2));

end

end

end
A4. SVM_SVR EMS

for r=1:80,
    time1(r)=r;
end

[a,b]=libsvmread('SVC.txt');
[c,d]=libsvmread('load1.txt');
[e,f]=libsvmread('load2.txt');
[g,h]=libsvmread('load3.txt');
[i,j]=libsvmread('load4.txt');
[k,l]=libsvmread('load5.txt');

%classification model
model=svmtrain(a,b, ' -t 0 -s 0 -c 100');

%regression models
model1=svmtrain(c,d, ' -t 2 -s 3-c 10 -p 0.01');
model2=svmtrain(e,f, ' -t 1 -s 3-c 10 -p 0.01');
model3=svmtrain(g,h, ' -t 2 -s 3-c 10 -p 0.01');
model4=svmtrain(i,j, ' -t 2 -s 3-c 10 -p 0.01');
model5=svmtrain(k,l, ' -t 1 -s 3-c 10 -p 0.01');

model_choice=1;

m.digitalWrite(49,1); %start battery

%Setup DAQ for classification
g=[1];               %random label
ai=SampleRate = 100; %higher sampling rate, faster classification
ai.SamplesPerTrigger = 100;

%Scynchronize with programmable load
while m.digitalRead(41)==0
end

%Start DAQ
start(ai);
wait(ai,1.1); %prevent timeout duration
[data_R] = getdata(ai);
data_R=transpose(data_R);
s_data_R=sparse(data_R);

[predict_label_C, accuracy, prob_values] = svmpredict( g,s_data_R, model);

switch predict_label_C
case 1
    model_choice=model1;

case 2
    model_choice=model2;

case 3
    model_choice=model3;

case 4
    model_choice=model4;

case 5
    model_choice=model5;
end

%Setup DAQ for Regression
hold=[1];            %random label
hold=sparse(hold);
ai.SampleRate = 10;
ai.SamplesPerTrigger = 3;

for j=1:80,          % load profile duration
    start(ai);     %start DAQ
    wait(ai,0.3);  %prevent timeout duration*1.1+0.5
    [data_R] = getdata(ai);
    data_R=transpose(data_R);      %prepare data format for libsvm
    s_data_R=sparse(data_R);

    [predict_label, accuracy, prob_values] = svmpredict(hold, s_data_R,
              model_choice);
    if predict_label> 1.1
        m.digitalWrite(49,0);
        m.digitalWrite(53,1);
    else
        m.digitalWrite(53,0);
        m.digitalWrite(49,1);
    end

    if j==80
        m.digitalWrite(53,0);
        m.digitalWrite(49,0);
    end

    datahold(j)= predict_label;
end
plot(time1,datahold)
For battery-only system

At Steady State Load (I=1.19A)

For 20 cycles,
\[
13.09 = 2.26 - (0.13071) \left( \frac{13.09 - 12.1}{13.09} \right) + (0.43609) \left( \frac{1.19}{0.01} \right) \\
+ (0.43609)(0.36488) \left( \frac{1.19}{0.01} \right) \left( \frac{SOC}{1.001 - SOC} \right) \\
\frac{SOC}{1.001 - SOC} = 3.3131 \\
3.3164 - 3.3131SOC = SOC \\
3.3164 = 4.3131SOC \\
SOC = 0.7689
\]

For 40 cycles,
\[
12.67 = 2.26 - (0.13071) \left( \frac{12.67 - 11.55}{12.67} \right) + (0.43609) \left( \frac{1.19}{0.01} \right) \\
+ (0.43609)(0.36488) \left( \frac{1.19}{0.01} \right) \left( \frac{SOC}{1.001 - SOC} \right) \\
\frac{SOC}{1.001 - SOC} = 3.291 \\
3.2943 - 3.291SOC = SOC \\
3.2943 = 4.291SOC \\
SOC = 0.7677
\]

For 60 cycles,
\[
12.65 = 2.26 - (0.13071) \left( \frac{12.65 - 11.5}{12.65} \right) + (0.43609) \left( \frac{1.19}{0.01} \right) \\
+ (0.43609)(0.36488) \left( \frac{1.19}{0.01} \right) \left( \frac{SOC}{1.001 - SOC} \right) \\
\frac{SOC}{1.001 - SOC} = 3.28996 \\
3.2932 - 3.28996SOC = SOC \\
3.2932 = 4.28996SOC \\
SOC = 0.7676
\]

At Peak Load (I=1.74A)

For 20 cycles,
\[
13.09 = 2.26 - (0.13071) \left( \frac{13.09 - 12.1}{13.09} \right) + (0.43609) \left( \frac{1.74}{0.01} \right) \\
+ (0.43609)(0.36488) \left( \frac{1.74}{0.01} \right) \left( \frac{SOC}{1.001 - SOC} \right)
\]
For 40 cycles,

\[
SOC = \frac{3.1351 - 3.132SOC}{3.1351} \times SOC = SOC
\]

\[
SOC = 0.7587
\]

\[
12.67 = 2.26 - (0.13071) \left( \frac{12.67 - 11.55}{12.67} \right) + (0.43609) \left( \frac{1.74}{0.01} \right) \left( \frac{SOC}{1.001 - SOC} \right) + (0.43609)(0.36488) \left( \frac{1.74}{0.01} \right) \left( \frac{SOC}{1.001 - SOC} \right)
\]

\[
SOC = \frac{3.117}{3.1201 - 3.117SOC} = SOC
\]

\[
SOC = 0.7579
\]

For 60 cycles,

\[
12.65 = 2.26 - (0.13071) \left( \frac{12.65 - 11.5}{12.65} \right) + (0.43609) \left( \frac{1.74}{0.01} \right) \left( \frac{SOC}{1.001 - SOC} \right) + (0.43609)(0.36488) \left( \frac{1.74}{0.01} \right) \left( \frac{SOC}{1.001 - SOC} \right)
\]

\[
SOC = \frac{3.116}{3.119 - 3.116SOC} = SOC
\]

\[
SOC = 0.7578
\]

At Starting Up Load (I=1.6A)

For 20 cycles,

\[
13.09 = 2.26 - (0.13071) \left( \frac{13.09 - 12.1}{13.09} \right) + (0.43609) \left( \frac{1.6}{0.01} \right) \left( \frac{SOC}{1.001 - SOC} \right) + (0.43609)(0.36488) \left( \frac{1.6}{0.01} \right) \left( \frac{SOC}{1.001 - SOC} \right)
\]

\[
SOC = \frac{3.1664}{3.1696 - 3.1664SOC} = SOC
\]

\[
SOC = 0.7608
\]

For 40 cycles,
A

APPENDIX

For 60 cycles,
\[
12.67 = 2.26 - (0.13071) \left( \frac{12.67 - 11.55}{12.67} \right) + (0.43609) \left( \frac{1.6}{0.01} \right) \\
+ (0.43609)(0.36488) \left( \frac{1.6}{0.01} \right) \left( \frac{SOC}{1.001 - SOC} \right) \\
\frac{SOC}{1.001 - SOC} = 3.14997 \\
3.1531 - 3.14997SOC = SOC \\
3.1531 = 4.14997SOC \\
SOC = 0.7598
\]

For hybrid energy storage system:
The current of battery for Hybrid Battery-Supercapacitor System accounted for three conditions steady state load, peak load and starting up load) are the same because at 1.2A the battery is switched off from supplying power at the same time switching on supercapacitor.

For 20 cycles,
\[
12.75 = 2.26 - (0.13071) \left( \frac{12.75 - 12.12}{12.75} \right) + (0.43609) \left( \frac{1.2}{0.01} \right) \\
+ (0.43609)(0.36488) \left( \frac{1.2}{0.01} \right) \left( \frac{SOC}{1.001 - SOC} \right) \\
\frac{SOC}{1.001 - SOC} = 3.2903 \\
3.2936 - 3.2903SOC = SOC \\
3.2936 = 4.2903SOC \\
SOC = 0.7677
\]

For 40 cycles,
12.65 = 2.26 - (0.13071)\left(\frac{12.65 - 12.05}{12.65}\right) + (0.43609)\left(\frac{1.2}{0.01}\right) \\
+ (0.43609)(0.36488)\left(\frac{1.2}{0.01}\right)\left(\frac{SOC}{1.001 - SOC}\right) \\
\frac{SOC}{1.001 - SOC} = 3.2851 \\
3.2884 - 3.2851SOC = DOD \\
3.2884 = 4.2851SOC \\
SOC = 0.7674

For 60 cycles,

12.63 = 2.26 - (0.13071)\left(\frac{12.63 - 12.03}{12.63}\right) + (0.43609)\left(\frac{1.2}{0.01}\right) \\
+ (0.43609)(0.36488)\left(\frac{1.2}{0.01}\right)\left(\frac{SOC}{1.001 - SOC}\right) \\
\frac{SOC}{1.001 - SOC} = 3.284 \\
3.2873 - 3.284SOC = SOC \\
3.2873 = 4.284SOC \\
SOC = 0.7673

For 80 cycles,

12.59 = 2.26 - (0.13071)\left(\frac{12.59 - 12.02}{12.59}\right) + (0.43609)\left(\frac{1.2}{0.01}\right) \\
+ (0.43609)(0.36488)\left(\frac{1.2}{0.01}\right)\left(\frac{SOC}{1.001 - SOC}\right) \\
\frac{SOC}{1.001 - SOC} = 3.2819 \\
3.2852 - 3.2819SOC = SOC \\
3.2852 = 4.2819SOC \\
SOC = 0.7672
A6. Calculation on the CV and charge-discharge for the Output response (Capacitance and ESR) supercapacitor

(i) Data for Process 1 (mixing)

Table 78 Data obtained from Mixing Process.

<table>
<thead>
<tr>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
<th>Run 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>C (F)</td>
<td>C (F)</td>
<td>C (F)</td>
<td>C (F)</td>
</tr>
<tr>
<td>ESR (Ω)</td>
<td>ESR (Ω)</td>
<td>ESR (Ω)</td>
<td>ESR (Ω)</td>
</tr>
<tr>
<td>0.989</td>
<td>2.070</td>
<td>2.441</td>
<td>2.486</td>
</tr>
<tr>
<td>1.074</td>
<td>2.217</td>
<td>2.399</td>
<td>1.837</td>
</tr>
<tr>
<td>1.105</td>
<td>2.074</td>
<td>2.523</td>
<td>1.820</td>
</tr>
</tbody>
</table>

Average

<table>
<thead>
<tr>
<th>Average</th>
<th>Average</th>
<th>Average</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.085</td>
<td>2.107</td>
<td>2.418</td>
<td>2.510</td>
</tr>
</tbody>
</table>

Range (variation)

<table>
<thead>
<tr>
<th>Range (variation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.204</td>
</tr>
</tbody>
</table>

(ii) Data for Process 2 (calendaring)

Table 79 Data obtained from Calendaring Process.

<table>
<thead>
<tr>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
<th>Run 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>C (F)</td>
<td>C (F)</td>
<td>C (F)</td>
<td>C (F)</td>
</tr>
<tr>
<td>ESR (Ω)</td>
<td>ESR (Ω)</td>
<td>ESR (Ω)</td>
<td>ESR (Ω)</td>
</tr>
<tr>
<td>2.035</td>
<td>2.583</td>
<td>1.967</td>
<td>2.140</td>
</tr>
<tr>
<td>2.039</td>
<td>2.440</td>
<td>1.901</td>
<td>2.173</td>
</tr>
<tr>
<td>2.132</td>
<td>2.654</td>
<td>1.979</td>
<td>2.406</td>
</tr>
</tbody>
</table>

Average

<table>
<thead>
<tr>
<th>Average</th>
<th>Average</th>
<th>Average</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.069</td>
<td>2.543</td>
<td>2.007</td>
<td>2.395</td>
</tr>
</tbody>
</table>

Range (variation)

<table>
<thead>
<tr>
<th>Range (variation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.097</td>
</tr>
</tbody>
</table>

(iii) Data for Process 3 (drying)

Table 80 Data obtained from Drying Process.

<table>
<thead>
<tr>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
<th>Run 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>C (F)</td>
<td>C (F)</td>
<td>C (F)</td>
<td>C (F)</td>
</tr>
<tr>
<td>ESR (Ω)</td>
<td>ESR (Ω)</td>
<td>ESR (Ω)</td>
<td>ESR (Ω)</td>
</tr>
<tr>
<td>2.295</td>
<td>2.985</td>
<td>2.990</td>
<td>2.3985</td>
</tr>
<tr>
<td>2.462</td>
<td>2.317</td>
<td>2.338</td>
<td>2.307</td>
</tr>
<tr>
<td>2.409</td>
<td>2.680</td>
<td>2.578</td>
<td>2.459</td>
</tr>
</tbody>
</table>

Average

<table>
<thead>
<tr>
<th>Average</th>
<th>Average</th>
<th>Average</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.389</td>
<td>2.532</td>
<td>2.507</td>
<td>2.496</td>
</tr>
</tbody>
</table>

Range (variation)

<table>
<thead>
<tr>
<th>Range (variation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.167</td>
</tr>
</tbody>
</table>

(iv) Data for Process 4 (electrolyte treatment)

Table 81 Data obtained from Electrolyte Treatment Process.

<table>
<thead>
<tr>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
<th>Run 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>C (F)</td>
<td>C (F)</td>
<td>C (F)</td>
<td>C (F)</td>
</tr>
<tr>
<td>ESR (Ω)</td>
<td>ESR (Ω)</td>
<td>ESR (Ω)</td>
<td>ESR (Ω)</td>
</tr>
<tr>
<td>2.448</td>
<td>2.293</td>
<td>2.681</td>
<td>2.448</td>
</tr>
<tr>
<td>2.581</td>
<td>2.555</td>
<td>2.338</td>
<td>2.581</td>
</tr>
<tr>
<td>2.459</td>
<td>2.558</td>
<td>2.165</td>
<td>2.165</td>
</tr>
</tbody>
</table>

Average

<table>
<thead>
<tr>
<th>Average</th>
<th>Average</th>
<th>Average</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.496</td>
<td>2.400</td>
<td>2.375</td>
<td>2.170</td>
</tr>
</tbody>
</table>

Range (variation)

<table>
<thead>
<tr>
<th>Range (variation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.133</td>
</tr>
</tbody>
</table>
(iv) Data for Process 5 (assembling and sealing)

Table 82 Data obtained from Assembling and Sealing Process.

<table>
<thead>
<tr>
<th></th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
<th>Run 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>C (F)</td>
<td>ESR (Ω)</td>
<td>C (F)</td>
<td>ESR (Ω)</td>
<td>C (F)</td>
</tr>
<tr>
<td>1.798</td>
<td>6.00</td>
<td>1.921</td>
<td>4.55</td>
<td>2.192</td>
</tr>
<tr>
<td>1.881</td>
<td>5.20</td>
<td>1.888</td>
<td>4.85</td>
<td>2.123</td>
</tr>
<tr>
<td>1.964</td>
<td>3.70</td>
<td>2.078</td>
<td>3.80</td>
<td>2.155</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Average</th>
<th>Average</th>
<th>Average</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.881</td>
<td>4.97</td>
<td>1.962</td>
<td>4.40</td>
<td>2.157</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Range (variation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.166</td>
</tr>
<tr>
<td>2.30</td>
</tr>
<tr>
<td>0.190</td>
</tr>
<tr>
<td>1.05</td>
</tr>
<tr>
<td>0.069</td>
</tr>
<tr>
<td>0.35</td>
</tr>
<tr>
<td>0.244</td>
</tr>
<tr>
<td>0.50</td>
</tr>
</tbody>
</table>