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ABSTRACT

In oil industrial applications, the modern practice in the drilling of oil wells, deviated drilling, results in inclinations from the vertical to the horizontal being present in such wells. Their design requires an accurate knowledge of the pressure drop/flowrates/physical-properties relationships. The measurement of wet-gas streams can be improved significantly by the use of a Venturi flow meter with an "overreading" correction. Moreover, at high gas mass fractions, knowledge of the liquid distribution about the well tubing cross section is required to inform policy on the use of inhibitors to protect the tubing from corrosion.

Therefore, the aims of this study are to address aspects of two-phase gas/liquid flow in the pipe upstream the Venturi and in the Venturi. The main thrust of the project is to examine the effects of stratification that occur in annular flow when the pipe inclination is from horizontal to much higher inclinations. The study of annular flow includes the prediction of the three principal dependent variables – film flowrate, film thickness and pressure drop – as a function of position along the channel. All experiments were carried out with air and water in an inclinable rig. It consisted of a 5 m long stainless steel pipe of 38 mm internal diameter. The pipe could be positioned at any angle between horizontal and vertical in intervals of 5 degrees. The Venturi, located downstream the pipe, had a 19 mm i.d. throat and angles of convergent and diffuser respectively of 32° and 4°. Measurements on liquid film flowrate and liquid film thickness were carried on with two conductance probe techniques and sintered porous wall units. Measurements on pressure drop were conducted with the use of two differential pressure cells. In all experiments described, gas and liquid flowrates and pipe orientation were varied.

Another aim of the study was to develop computer modelling for the prediction of air-water pressure gradient and liquid film thickness along the Venturi. The models of Azzopardi et al. (1991) regarding pressure drop and the models of Fukano and
Ousaka (1988) for film thickness circumferential variations have been analysed and modified according to the characteristics of the system.
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CHAPTER 1

Introduction

1.1 Two-phase flow

Central to this thesis is an understanding of two-phase flow and how it behaves. The term two-phase flow covers the interaction of two different phases such as gas-liquid, liquid-liquid, solid-liquid or solid-gas travelling together within a pipeline. These flows are extremely important in industrial applications such as oil and gas pipelines, water-cooled nuclear reactors, boilers, steam generators, heat exchangers, distillation columns, reboilers and condensers, fluidised beds and pneumatic conveying to oil and gas wells and pipelines. Knowledge of the fluid dynamics and heat transfer processes occurring in two-phase flow is needed for the design and construction of such equipment.

On examination of many pieces of equipment within the chemical, power generation and hydrocarbon production industries, it can be observed that gas-liquid flow occurs in pipelines which carry a mixture of oil an gas and in boiling and condensation operations such as in condensers and vapour generators. Liquid-liquid flow, containing two immiscible layers, occurs in liquid-liquid extraction processes. Gas-solid flow
occurs in fluidised bed and in pneumatic conveying of solid particles. Solid-liquid flow occurs in hydraulic conveying, in flows of suspension such as coal-water slurries, crystallizers and river bed sediments. This work is concerned only with gas-liquid flows with particular interest towards oil industry applications.

The majority of these studies have been performed either in vertical or horizontal flow. However, there is increasing interest in the oil industry in the use of directional wells for economic reasons. These are drilled at angles, which deviate continuously from the vertical to reach out to a larger part of the reservoir from a central platform. Flows in inclined pipes have been less extensively studied and, therefore, one of the main aims of the present study is to provide new data on pressure gradient, liquid film thickness and liquid flowrate in inclined pipes and particularly in a Venturi with the same axis as the pipe.

In this chapter, the main oil & gas industrial applications of two-phase gas/liquid flow will be discussed as well as the aims of the study, and then the structure of this thesis will be outlined.

1.2 Two-phase flow in oil & gas industrial applications

Natural gas is rapidly growing as an energy source for the world. There are several reasons such as: relatively low carbon dioxide emission, low emissions of solids and nitrogen oxides, large sources available.

Therefore the number of fields in operation is continuously increasing with consequent significant investments involved. However, the number of reservoirs which produce only (dry) gas is negligible. All reservoirs contain higher hydrocarbons and water vapour, which condense once the temperature and pressure drop down when the fluids reach the surface. It is essential to measure these flows for allocation and production &
reservoir management although a mixture of different phases is more complicated to measure than a single-phase fluid. These reservoirs where condensation of hydrocarbons takes place (gas-condensate reservoirs) require high management for two reasons:

- Avoid large amounts of valuable condensate left behind in the reservoir.
- Avoid increase of pressure drop due to the "condensate banking" around the bore hole.
- Maintain the gas flow in the bore hole.

Therefore, monitoring is an important key in the optimisation and ultimate recovery of the heavier hydrocarbons and reduction of the operational costs.

1.2.1 Corrosion and inhibition of pipelines in oil wells

In oil industrial applications, the modern practice in the drilling of oil wells, deviated drilling, results in inclinations from the vertical to the horizontal being present in such wells. Their design requires an accurate knowledge of the pressure drop/flow rates/physical property relationships. Moreover, at high gas mass fractions, knowledge of the liquid distribution about the well tubing cross section is required to inform policy on the use of inhibitors to protect the tubing from corrosion. On those parts of the walls not wetted by the hydrocarbon liquid, water could condense out of the gas phase. Any carbon dioxide present in the gas could dissolve forming highly corrosive carbonic acid. Protection is normally provided by an inhibitor. There are two main ways of introducing this. In some cases the appropriate chemicals, dissolved in diesel are pumped to the bottom of the well and sprayed into the production flow. Obviously, the flow rate should be as low as possible for cost reasons. An alternative strategy is to pump a large quantity of the inhibitor solution down the well against the gas flow. This should coat the entire internal surfaces of the well tubing as it goes down and as it is forced back up by the gas. Here, the period between dosing needs to be optimised to
minimise the interruption to production. A third item of interest is the size of drops produced in the well as this parameter would affect erosion of flow control devices such as chokes placed at the top of the well. All these motivations require a detailed and accurate knowledge of the two-phase flow. In particular, knowledge is required of annular flow for gas/condensate production wells.

1.2.2 Venturi for metering

The fluids of most gas fields contain heavier components as well as water vapour. Due to the drop in both pressure and temperature that occurs when fluids reach the surface, liquids (condensate and water) will form in the well fluid. In many cases water from an aquifer is produced as well. As a result, the well fluid, as it arrives at the surface, contains both gas and liquids and can thus be regarded as “wet-gas”. The definition of “wet-gas” as used by many petroleum industries is that the Lockhart-Martinelli parameter (eq. 3) is ≤ 0.35.

In oil industrial applications, wet-gas metering is conventionally done using a test-separator. Such an approach has several disadvantages, both from an operational point of view (24 hours to stabilise, significant volume and small range-ability) and from the costs involved (high cost of equipment, requirement of platform space for off-shore applications, additional investments).

De Leeuw (1994, 1997 and 1999) and van Maanen (1999) have been working on the development of wet-gas flow metering without test-separators for years. The study has been focused on two major issues: the influence of liquids on the readings of pressure drop flow meters like Venturis and the independent determination of the water and condensate flow rates. In fact, the Venturi being a relatively cheap, robust and reliable pressure drop flow meter can be used to measure wet-gas flows in each well. Unfortunately, pressure drop flow meters react in a complicated manner to the liquids
in the gas flow. This behaviour is only partly understood and, therefore, a further study on the applications of pressure drop flow meters in wet-gas is necessary. So far, an approach with empirical correlations has been proposed, which describe the so-called "overreading" as a function of the flow parameters. The expression "overreading" is used to indicate the higher reading of differential pressure when liquid flowing in the gas stream is present, so the "overreading" can be determined by the equation:

\[ Overreading = \sqrt{\frac{\Delta P_p}{\Delta P_g}} \]

where \( \Delta P_p \) is the two-phase pressure drop and \( \Delta P_g \) is the single gas-phase pressure drop. This means that when the differential pressure between the Venturi inlet and the Venturi throat is measured and the liquid flowrate is obtained by executing a tracer test (Section 1.2.2.2), the gas flowrate can be calculated by making use of the Venturi "overreading" correlations.

1.2.2.1 The Venturi "overreading" correlation

It has been known for a long time that differential pressure meters (\( \Delta p \)-meters) like the orifice plates and the Venturis, can be used in wet-gas conditions, provided corrections are applied. In general the pressure drop in wet-gas conditions is higher than that of the gas alone (Murdock, 1962), which can be easily understood: as the average density of the fluid is higher than that of the gas alone, the \( \Delta p \) should be higher as well. However, the amount by which it is higher cannot be explained by the increase in average density alone. Experimental data have been used to find correlations, which describe this so-called "overreading" of orifices and Venturis for practical applications. Although these correlations lack insight into the physical phenomena, they describe the "overreading" with sufficient accuracy to determine the gas flow rate using \( \Delta p \) meters, Murdock.
Essential in all these correlations is an expression for the "wetness" of the gas, which is commonly obtained using the Lockhart-Martinelli parameter, LM or X. This X parameter is the ratio of the liquid and gas Froude numbers, which themselves also occur more explicitly in the newer correlations. To obtain the Froude number and the Lockhart-Martinelli parameter, the liquid flowrate(s) need to be known:

\[ F_{rg} = \frac{U_{rg}}{\sqrt{gD}} \sqrt{\frac{\rho_l}{\rho_l - \rho_g}} \]  

(1)

\[ Fr_l = \frac{U_{sl}}{\sqrt{gD}} \sqrt{\frac{\rho_l}{\rho_l - \rho_g}} \]  

(3)

\[ X = \frac{Fr_l}{Fr_g} = \frac{U_{sl}}{U_{rg}} \sqrt{\frac{\rho_l}{\rho_g}} = \frac{Q_l}{Q_g} \sqrt{\frac{\rho_l}{\rho_g}} \]  

(3)

The "overreading" of Venturis is predicted by several different correlations, the most well-known are those of Murdock (1962) and Chisholm (1977). These are, however, based on air-water systems of relatively low pressures and are thus not really representative for the conditions encountered in gas production. De Leeuw (1997) has measured the "overreading" of a Venturi at different pressures and has shown that the "overreading" is also dependent on the pressure. He has subsequently extended Chisholm's correlation in order to get a more accurate prediction of the "overreading" under more realistic conditions. His correlation is:

\[ Overreading = \frac{\Delta P_{wp}}{\Delta P_g} = \sqrt{1 + C \cdot X + X^2} \]  

(4)

in which
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\[ C = \left( \frac{\rho_L}{\rho_g} \right)^n + \left( \frac{\rho_g}{\rho_l} \right)^n \]  

in which

\[ n = \begin{cases} 0.606 \cdot (1 - e^{-0.746 Fr_g}) & Fr_g > 1.5 \\ 0.41 & 0.5 \leq Fr_g \leq 1.5 \end{cases} \]

The results of Leeuw (1997) also showed that the pressure recovery of the Venturi is dependent on the Lockhart-Martinelli parameter, so by monitoring the pressure recovery, a change in liquid loading can be discerned. This enables the continuous measurement of the gas flow rate once the liquid flow rates are known.

As this correlation uses the gas and liquid Froude numbers and the Lockhart-Martinelli parameter, it is essential to determine the liquid flow rate(s) in one or other way to find the "overreading" in order to measure the correct gas flow rate. This can be done using the tracer dilution technique.

1.2.2.2 Tracer dilution technique

Tracer dilution technique was investigated by van Maanen (1999). He assumed that only one type of liquid is present in the pipeline. When a tracer, dissolved in a liquid, is injected into the flow line with a constant flow rate, the tracer will mix with the liquid in the pipeline and it will be diluted as is illustrated in figure 1.2.1. When the
injected and produced liquids are completely mixed and provided that the tracer solution flow rate is far smaller than the liquid flow rate in the pipeline, the concentration of the tracer in the pipeline is equal to:

\[ c_p = \frac{Q_i}{Q} \cdot c_i \]  

(1)

where \( c_i \) and \( Q_i \) are the tracer concentration and flowrate of the injected solution and \( c_p \) is the tracer concentration in the pipeline.

It is simple to derive the liquid flow rate in the pipeline from this relation:

\[ Q = \frac{c_i}{c_p} \cdot Q_i \]  

(2)

Thus, by determining the concentrations of the tracer in the injected solution and from a sample from the pipeline, the liquid flow rate in the pipeline can be determined. Fluorescent tracers are suitable for this task and both hydrophobic and hydrophilic tracers are available. In this way the water and condensate flow rates can be determined. Fluorescent tracers have the advantage that they do not require special licences (compare to radio-active tracers), because they are harmless to the environment. Also, the small amounts ending up in the product is not a problem for the processing of the hydrocarbons. This technique cannot be applied subsea mainly because of logistics and also cannot be applied continuously, so the liquid flow rate determination remains a "spot" measurement.

Despite these limitations, the tracer dilution technique offers an option for the determination of the liquid flow rates without the use of a test-separator.

---

1 The tracer is homogeneously dissolved in the mixture of the injected and produced liquids.
1.3 Aims of study

This study is aimed at attempting to reduce the problems and complications discussed above. It involves research on straight pipes and Venturis.

The aims of this study are to address aspects of two-phase gas/liquid flow in the Venturi, in particular, the case of annular flow. The main thrust of the project is to examine the effects of the stratification that occur when the pipe inclination is from vertical to horizontal. The study of annular flow includes the prediction of three principal dependent variables – liquid film flowrate, liquid film thickness and pressure gradient – as a function of position along the channel.

The experimental study was carried out on the Inclinable Flow Facility shown and described in Chapter 3. This rig was built in the School of Chemical, Environmental and Mining Engineering at the University of Nottingham. The fluid pairing used in this
rig was air-water. The essential components of the rig were a 5 m long and 38 mm internal diameter pipe, an orifice plate/difference pressure cell for the measurements of air flow rate, rotameters for water metering, a water pump, a tank for the storage of water and a recycling tank for water. The 5 meter long pipe could be positioned at any angle between the vertical and the horizontal. The Venturi was connected between two flanges of the main pipe. Its geometrical characteristics are shown in Chapter 3.

The reason for using a 38 mm tube and 19 mm Venturi are to be found in the industrial applications discussed in Chapter 3, section 2.4.6. The distance to achieve a fully developed flow is quoted to be approximately 200 times the pipe diameter, Whalley & Hewitt (1978). In the present work, the length of the pipe was 5 m to approach fully developed hydrodynamic conditions.

In the literature the majority of information on two-phase flow is for vertical and horizontal pipes. There is a moderate amount on pipes inclined a few degrees from the horizontal and data for large inclinations are much more sparse. Therefore the aim of the current experiments is an attempt at filling the gaps encountered in the literature.

Papers on flow patterns in steeply inclined flow have been published by Spedding & Nguyen (1980), Barnea et al. (1985) and Mukerjee & Brill (1985). Most of the data involved is from air-water experiments. Pressure drop data has been published by Beggs & Brill (1973) and Spedding et al. (1982). The last two sources also provided void fraction (1 - liquid holdup) data. The majority of the data are for air-water. More detailed information may be found in Paz & Shoham (1994) who measured the circumferential variation of film thickness for vertical pipes and those inclined at 15°, 30° and 45° from the vertical. They found that significant asymmetry in film thickness occurs very quickly once the tube deviates from the vertical.
Hence, the work here, as regards to the air-water system, is aimed at providing some new data concerning, liquid film flow rate, film thickness, and pressure drop in air-water phase flow in inclined Venturi.

Another aim of the study is to develop computer modelling for the prediction of air-water pressure gradient and liquid film thickness along the Venturi. The model of Azzopardi et al. (1991) regarding pressure drop and the model of Fukano & Ousaka (1989) for film thickness variations have been analysed and modified according to the characteristics of the system.

1.4 Structure of the thesis

Chapter 1 provides an introduction of the thesis, defining the problems and aims of the study. Chapter 2 reviews the relevant literature and previous studies on two-phase flows. The descriptions of the experimental apparatus and measurements of liquid film flowrate, film thickness and pressure drop are discussed in Chapter 3. Experimental results on these three dependent variables are presented in Chapter 4, 5, and 6 along with data analysis and modelling. Chapter 7 presents the conclusions and recommendations for experimental and theoretical future work.
CHAPTER 2

Literature review

2.1 Flow patterns

When a gas-liquid mixture flows in a pipe, it has been observed that the interface between the two phases can assume different properties depending on variables such as inlet flowrates, fluid properties, pipe geometry and orientation of the flow. The various configurations of interfacial distributions can be classified into "flow patterns". Many flow patterns have been named in vertical, horizontal and inclined gas/liquid phase flow in pipes.

2.1.1 Vertical upward flow

Figure 2.1.1 shows a sequence of flow patterns in the case of a vertical pipe with co-current upward flow. The ratio between gas and liquid flowrate is increasing from left to right.
For low values of this ratio \textit{bubbly flow} (figure 2.1.1a) is observed. The main feature is the stability of such a flow in which bubbles of approximately uniform diameter are carried throughout the liquid.

As the ratio is increased, the flow pattern switches from bubbly to \textit{slug flow} (figure 2.1.1b). In \textit{slug flow}, the bubbles are separated from the wall by a thin liquid film and between two gas bubbles it is possible to observe a liquid slug entraining gas from the gas bubble’s wake. It should be pointed out that no gas entrainment is observed in the liquid slugs, for small diameter pipes.

From slug flow, a tendency is initiated for the gas and the liquid to travel separately and this leads to the \textit{annular flow} (figure 2.1.1d) passing through a chaotic behaviour known as \textit{churn flow} (2.1.1c). In the latter a churning motion of irregularly shaped portions of both fluids is observed, in the former two well defined zones are identifiable:
1) Liquid film adjacent to the wall possibly entraining gas bubbles
2) Gas core flowing in the remaining part of the tube entraining liquid droplets.

Those droplets are caused by break-up of waves on the surface of the film. Some authors (Taitel et al. 1980) regard churn flow as a zone of adjustment of the two phases to create the slug flow pattern. In this sense churn flow would not be regarded as a real flow-pattern although it can develop for a considerable number of pipe diameters. Recent studies on the churn flow transition have been carried out by Watson & Hewitt (1999).

Furthermore, if starting from annular flow conditions the gas flowrate is decreased, for a certain gas flowrate the liquid film starts flooding the pipe in some sections in a chaotic fashion: the churn flow pattern appears. This description as a flooding condition rather than an entrance effect for the slug flow pattern shows that the churn flow pattern must be considered a flow pattern in addition to the others described above.

2.1.2 Horizontal flow

For co-current flow in a horizontal pipe, the situation changes because the main direction of motion is no longer coincident with that of gravity. Alves (1954) classified the types of patterns, figure 2.1.2. Reasoning again in terms of growing gas flowrate, the following sequence can be observed.
For low gas flowrates the flow is defined as *bubbly* but in this case the bubbles are confined to a zone near the top of the pipe. As the gas flowrate increases, the bubbles become bigger and their coalescence leads to a flow pattern known as *plug flow*. The next qualitative change occurs when a continuous gas layer is formed in the upper part of the pipe as consequence of the plugs joining and we can speak of *stratified flow*.

A further increase in the gas flowrate leads to the formation of waves on the liquid surface due to the shear stress exerted by the gas phase on the liquid. This is *wavy stratified flow*. As the waves become high enough to touch the top of the pipe, the *slug flow* is reached. For higher gas flowrates, *annular flow* takes place, basically with the same feature described in the case of vertical pipe with the only difference that the liquid film will be thicker at the bottom than at the top because of the effect of gravity. If the gas flowrate is very high, and the pipe is heated, the thickness of the
film becomes negligible and the liquid travels only in the gas core occupying the entire pipe. This is the flow known as \textit{spray or mist flow}.

2.1.3 Annular flow

Annular flow is the configuration of gas/liquid flow in which some of the liquid travels as a film on the channel walls and the rest is carried as drops by the gas in the centre of the channel, figure 2.1.3. The fraction of liquid travelling as drops (entrained fraction) varies from zero to close to one. It occurs at high gas and low to medium liquid flowrate and at all pipe orientations. The high velocity gas phase exerts a considerable drag on the liquid surface, introducing various types of waves on the liquid film and causing the surface to be rough. Droplets are created because of the shearing action of the gas on the waves called disturbance waves (shown in figure 2.1.3 and discussed in Section 2.3.2) and the process is called atomisation or entrainment. The droplets are called entrained droplets and are carried into the turbulent gas phase where they interact with the gas and deposit back onto the liquid film. It is possible that they could undergo collision and coalescence. In sufficiently long tubes, equilibrium is achieved whereby the liquid is divided between the film and the droplets with continuous interchange between them. In vertical flow the film is fairly uniform about the pipe circumference but for inclined and horizontal pipes, gravity causes a significant asymmetry of the film, much higher flowrates and film thicknesses at the bottom than at the top. For downwards flows there are wide ranges of conditions where the liquid flows entirely as a film.
Researchers such as Hewitt & Hall Taylor (1970) and Hawkes (1996) defined another flow pattern, which is termed *wispy annular flow*. This occurs at very high liquid flowrates, which result in high liquid concentrations in the gas core. Such that "wisps" are observed instead of droplets, and there is also a significant amount of gas entrapped within the liquid film.

### 2.2 Flow pattern maps

The prediction of flow pattern in gas-liquid flow in pipes is one of the most important problems in two-phase flow. Traditionally, the approach that has been used to treat this problem was to correlate the data and to plot the results on a "flow pattern map". A wide variety of maps with different coordinate systems have been published.

Recently, efforts were directed towards the development of physical models that allow the analytical prediction of the flow patterns and the transition boundaries. Such an approach was used by Taitel & Dukler (1976) for horizontal and slightly
inclined flow, Taitel et al. (1980) and Mishima & Ishii (1984) for the case of vertical upward flow and Barnea et al. (1982a) for vertical downward flow.

Physical models for flow-pattern transition in inclined pipes were presented by Barnea et al. (1982b) for downward inclinations and Barnea et al. (1985) for upward inclinations. The approach taken was to extend and modify the vertical models to include steep inclinations, while the shallow inclinations were treated via an extension of the horizontal case.

In the development of predictive models for flow-pattern transition boundaries the objective should be to propose models that will apply to all angles of inclination, i.e. that the effect of inclination will be incorporated in the model in such a way that the same model will apply for horizontal, vertical upward, vertical downward and all angles of inclination.

So far this aim has not been fully achieved in the model presented by Barnea et al. (1982b, 1985). The main disadvantage in these models arises when dealing with the transition from annular to intermittent flow and the transition from the dispersed bubble flow. These two transition boundaries exist in the whole range of inclinations (although not necessarily at the same location on the flow-pattern map), but different mechanisms were suggested for these boundaries in the horizontal (Taitel & Dukler, 1976) and vertical (Taitel et al., 1980; Barnea et al., 1982a) cases.

Transition to annular flow according to the "horizontal" model of Taitel & Dukler (1976), requires that stratified flow becomes unstable while the liquid level is low enough to form an annular film rather than a complete bridge that leads to slug flow. For the upward vertical case, Taitel et al. (1980), suggested a totally different mechanism for the transition to annular flow. In this case the gas velocity must be large enough to lift the largest stable drop in order to maintain annular flow. The "downwards vertical" model, presented by Barnea et al. (1982a), adopted the same
idea as the "horizontal" model and suggests that the transition from annular to intermittent flow occurs when the liquid holdup is large enough to cause a blockage of the gas core. The transition to dispersed bubble flow was determined from a balance between breakage due to turbulence and coalescence forces due to gravity in the "horizontal" model and due to surface tension in the "vertical" models.

The effect of shallow inclination from the horizontal on the transition to dispersed bubble and annular flows has already been incorporated in the "horizontal" model by Taitel & Dukler (1976). In a similar way, the mechanisms presented in the "vertical" models were modified for slight changes from the vertical (Barnea et al, 1982b, 1985). Since the transition mechanism for the horizontal and shallow inclinations differs from those of vertical and steep inclinations, it is necessary to choose the appropriate mechanism in intermediate angle of inclination, and thus to determine the applicability of the shallow and steep-inclinations models.

The terms shallow and steep inclination may thus apply to different inclination angles for each transition boundary. In addition the "switch" between the two mechanisms was based on experimental results in an air-water system.

2.2.1 Taitel & Dukler flow pattern map for horizontal and slightly inclined flow

Collecting the work of several authors it was possible to draw flow pattern maps in which the boundaries between different flow patterns are drawn in the $U_{sg} - U_{sl}$ plane.

The difficulty in doing this consists in the gradual transition from one flow pattern to another and in the subjectivity of the interpretation of a flow pattern as belonging to one class or to the other on the boundary between two of them. Furthermore, flow pattern maps are dependent on the pair of fluids being considered as well as on the pipe diameter and operating pressure.
Apart from visual observation, some authors propose more objective criteria. For instance, Barnea et al. (1980) and Costigan & Whalley (1997) use a conductance probe technique to measure void fraction and support visual observations.

A semi-theoretical prediction of the boundaries between flow patterns was developed by Taitel et al. (1980) for vertical pipes and Taitel & Dukler (1976) for horizontal and near horizontal pipes.

The Taitel & Dukler (1976) model has the objective of presenting a mean for unambiguous analytical prediction of the transition between flow patterns. The patterns considered are intermittent (slug and plug), stratified smooth, stratified wavy, dispersed bubble, and annular-annular dispersed liquid flow. The theory predicts the effect on transition boundaries of pipe size, fluid properties, gas and liquid mass flowrates, and angle of inclination from the horizontal.

The theory can be solved using the following dimensionless groups:

\[
X = \left[ \frac{(dP/dx)_l}{(dP/dx)_g} \right]^{1/2} \tag{2.1}
\]

\[
T = \left[ \frac{(dP/dx)_l}{(\rho_l - \rho_g) \cdot g \cdot \cos \alpha} \right]^{1/2} \tag{2.2}
\]

\[
Y = \frac{(\rho_l - \rho_g) \cdot g \cdot \sin \alpha}{(dP/dx)_g} \tag{2.3}
\]
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\[ F = \sqrt{\frac{\rho_g}{\rho_l - \rho_g}} \cdot \frac{U_{sg}}{\sqrt{D \cdot g \cdot \cos \alpha}} \]  
\[ K = F \cdot \left[ \frac{D \cdot U_{sl}}{\nu_f} \right]^{1/2} = F \cdot \left[ \text{Re}_f \right]^{1/2} \]

(2.4) \hspace{1cm} (2.5)

All of these quantities can be determined from operating conditions, since velocities and pressure gradients are calculated from superficial conditions.

The particular transitions are shown to be controlled by the following groups:

- Stratified to annular: X, F, Y
- Stratified to intermittent: X, F, Y
- Intermittent to dispersed bubble: X, T, Y
- Stratified smooth to stratified wavy: X, K, Y
- Annular to intermittent and to dispersed bubble: X, Y

Figure 2.2.1 shows the theoretically located transition boundaries for Y=0 (horizontal tube) as a generalized two-dimensional map.

![Flow regime transitions](image_url)

**Figure 2.2.1:** Two-phase flow pattern transitions, Y=0
Similar maps can be developed for any other value of $Y$ by using the equations.

Each curve in the figure 2.2.1 represents a transition boundary between two different flow patterns. The parameter $X$ is recognized as the parameter introduced by Lockhart & Martinelli (1949) and can be calculated unambiguously with the knowledge of flowrates, fluid properties, and tube diameter. $Y$ is zero for horizontal tubes and represents the relative forces acting on the liquid in the flow direction due to gravity and pressure drop.

2.3 Entrainment and deposition

In annular flow, the majority of drops are created from the wall film by the action of the gas flowing over it.

The surface of the film is not smooth but covered with small-wavelength waves (usually termed ripples). In addition, for a wide range of conditions, there are longer-wavelength, larger-amplitude waves (usually termed disturbance or roll waves). These waves have a height several times the average film thickness and travel at a velocity greater than that of the film. A close examination of the process of drop creation indicates that drops are not created from the entire film interface, but very specifically they arise from these disturbance waves (Arnold & Hewitt 1967; Cousins & Hewitt 1968; and Woodmansee & Hanratty 1969). The most conclusive proof that waves are the source of drops was provided by Azzopardi & Whalley (1980). They noticed that, if the film flowrate was set at a flowrate just below that required for disturbance wave creation and a small volume of liquid was suddenly injected into the film, a small number of waves were created. The flow at the top of the pipe was observed by means of a high speed cine camera used in conjunction with a special axial viewing device. Before the waves were created no drops were present. Subsequent to injection, drops were seen; the number of drops increased as the waves
approached the end of the pipe. Once the waves had passed out of the pipe, no drops were seen. An additional type of waves has been identified by Sekoguchi & Takeishi (1989). These were named huge waves and were characterized by larger amplitudes, wavelengths and velocities than disturbance waves.

2.3.1 Rate of entrainment and rate of deposition

Rate of entrainment (or atomisation), $R_A$, is defined as the mass flux of liquid droplets transferring from the film to the gas core. Rate of deposition, $R_D$, is the rate at which droplets in the gas core deposit onto the liquid film. $R_A$ and $R_D$ are based on the film surface area.

Entrainment can easily alter the mechanisms of interfacial mass, momentum and energy transfer between phases. Knowledge of the physical phenomena leading to entrainment of liquid droplets is of considerable importance for the modelling of fluid-dynamic and heat transfer processes in two-phase system especially under transient conditions. These are needed for oil industrial applications and for reactor safety analysis.

Papers available in open literature mainly consider the equilibrium entrained droplet fraction. This is obtained from an integral balance between the rate of deposition, $R_D$, and droplet entrainment rate, $R_A$, due to experimental difficulties in measuring rate of entrainment, $R_A$. To understand the fluid dynamics of two-phase flow, it is a usual practise to study equilibrium annular flows assuming the rate of entrainment and deposition to be equal to each other. This is often achieved in tubes with long enough development lengths, usually approximately 600 tube diameters although after about 200 diameters, the changes in entrained fraction were quite small (Brown,
1975 and Whalley & Hewitt, 1978). At these lengths, most of the entrance effects had been eliminated.

By assuming equilibrium flow and a thin liquid film, a mass balance on a small section annular liquid film will produce the following relationship:

\[ \frac{dM_{LF}}{dx} = \pi \cdot D \cdot (R_D - R_A) \]  \hspace{1cm} (2.6)

Azzopardi (1997) gave a comprehensive review of the measurement of rate of entrainment and concluded that it was difficult to remove the drops from the core without being intrusive. Artificial techniques to initiate waves in order to create entrainment were suggested by Azzopardi & Whalley (1980). As the wave approached the measuring station, high speed cine films were taken through an axial viewer. The entrainment liquid flowrate could be determined through analysis of the individual frames. However, the technique was time consuming, tedious and inaccurate. Azzopardi (1997) suggested that the best technique to determine rates of entrainment would be the tracer technique originally proposed by Quandt (1965).

The rate of deposition can be considered to follow a mass transfer process and be described by \( R_D = k_D \cdot C \) where \( k_D \) is the deposition coefficient and \( C \) is the droplet concentration. Hence, at equilibrium conditions, the rate of entrainment is given by \( R_A = R_D = k_D \cdot C \). Hewitt & Govan (1990) produced complex forms for the deposition coefficient:

\[ k_D \cdot \sqrt{\frac{\rho_L \cdot D}{\sigma}} = 0.18 \quad \text{for } C/\rho_s < 0.3; \text{ and} \]  \hspace{1cm} (2.7)
In directional deposition experiments, the expression for $k_D$, shown in equation (2.9), can be formed by performing a mass balance over a small increment of length and then, by an integration between the limits $M_{LE1}$ (at $x=x_0$) and $M_{LE2}$ (at $x=x_1$).

$$k_D = \frac{M_g}{2\pi r x \rho_g} \ln \left( \frac{M_{LE1}}{M_{LE2}} \right)$$

(2.9)

$M_g$ and $M_{LE}$ are the mass flowrates (kg/s) for the gas and the entrained liquid respectively; $r$ is the tube radius, $D$ is the tube diameter, and $x$, the deposition length.

Most entrainment models are strongly dependent on dimensionless groups. These have been indicated in the works of Hutchinson & Whalley (1973), Kataoka & Ishii (1982), Schadel et al. (1990), Hewitt & Govan (1990) and Nigmatulin et al. (1996) among others. The method proposed by Hutchinson & Whalley (1973) suggested that the droplet concentration in $R_A$ should be characterized in terms of the following dimensionless group

$$S = \frac{\tau_i \cdot s}{\sigma}$$

(2.10)

where $\tau_i$ is the interfacial stress and $s$ is the film thickness.

---

1 The dimensionless group $S$ is a form of the Weber number $We = \frac{\rho \cdot U^2 \cdot l}{\sigma}$ where $l$ is a characteristic length.
The expression proposed by Kataoka & Ishii (1982) includes a surface tension dependence and it was based on a force balance at the gas-liquid wavy interface.

For the fully developed region:

\[
\frac{R_AD}{\mu_i} = 6.67 \cdot 10^{-7} (Re_i We_i)^{0.925} \left( \frac{\mu_g}{\mu_i} \right)^{0.26} (1 - E)^{0.185} \tag{2.11}
\]

where \( We_i = \frac{\rho_g U_g^2 D}{\sigma} \left( \frac{\Delta \rho}{\rho_g} \right)^{1/3} \) \tag{2.12}

Schadel et al. (1990) suggested that the rate of deposition and hence the rate of entrainment is given by:

\[
R_D = \frac{0.034 M_{LE}}{D^{0.6} Q_g} \quad \text{for} \quad \frac{M_{LE}}{Q_g} \leq \frac{0.078}{D^{0.6}} \quad \text{and} \tag{2.13}
\]

\[
R_D = \frac{0.021}{D^{0.6}} \quad \text{for} \quad \frac{M_{LE}}{Q_g} > \frac{0.078}{D^{0.6}} \tag{2.14}
\]

Hewitt & Govan (1990) made further improvements by noting that there was a film rate below which there was not entrainment. They related the film flowrate to the excess film flowrate above this minimum value. They developed an empirical deposition rate equation using a large databank. This has the form:

\[
\frac{R_D}{m_g} = 5.75 \cdot 10^{-2} \left[ (m_{LE} - m_{LFC})^2 \frac{D \rho_i}{\sigma \rho_g^2} \right]^{0.316} \tag{2.15}
\]
Many researchers also agreed that there is an interfacial instability phenomena affecting entrainment. Models of this sort have been published by Bertodano et al. (1997) and Holowach et al. (2002) although the former did not directly account for this effect. Bertodano et al. (1997) modified the $R_A$ correlation of Kataoka & Ishii (1982) based on new data of higher gas and liquid flows and higher pressures, and a Kelvin-Helmholtz model for ripple growth. They suggested the following correlation:

$$\frac{R_A D}{\mu_i} = 4.47 \cdot 10^{-7} \left[ \left( \frac{Re_i - Re_{LF}}{Re_{LF}} \right) We_g \left( \frac{\Delta \rho}{\rho_g} \right)^{1/2} \left( \frac{\rho_g}{\mu_g} \right)^{0.925} \left( \frac{\mu_g}{\mu_i} \right)^{0.26} \right]$$

(2.16)

It is noted that for $R_A D/\mu_i > 1$, the data calculated from the dimensionless correlation deviates from the linear trend.

The complex nature of the interface has made it more convenient to consider correlations utilizing dimensionless groups such as Reynolds and Weber numbers in computer modelling compared to physically based models. Reasonable results have been obtained over a limit range of conditions and fluids but are not satisfactory when extrapolated outside the conditions to which they were derived.

Okawa et al. (2000) developed a mechanistic correlation for predicting the entrainment fraction in quasi-equilibrium annular flow. In quasi-equilibrium region of annular two-phase flow, the rate of liquid droplet entrainment $M_{LE}$ is considered to be almost the same as that of liquid droplet deposition $M_{LD}$:

$$M_{LE} = M_{LD}$$

Hence, if $M_{LE}$ and $M_{LD}$ are expressed in terms of $E$, the equation about $E$ is obtained:
\[ \frac{E}{1-E} = \frac{1}{4} \frac{k_{E}}{k_{D}} \left( \frac{\sqrt{f_{i}} \sqrt{\rho_{g}} \sqrt{\rho_{i}} U_{g}^{2} D}{\sigma} \left( \frac{\rho_{i}}{\rho_{g}} \right)^{n} \right)^{2.17} R \]

where \( f_{i} \) and \( f_{w} \) are the interfacial friction factor and the wall friction factor, \( n \) is a constant and \( R \) is a dimensionless number. The following correlation proposed by Wallis (1969) is adopted for estimating \( f_{i} \) and \( f_{w} \):

\[ f_{i} = 0.005 \left( 1 + 300 \cdot \frac{s}{D} \right) \quad (2.18) \]

\[ f_{w} = \max \left( \frac{16}{\text{Re}_{f}}, 0.005 \right) \quad (2.19) \]

where \( \text{Re}_{LF} \) is the liquid film Reynolds number defined by:

\[ \text{Re}_{LF} = \frac{\rho_{l} \cdot U_{LF} \cdot D}{\mu_{LF}} \quad (2.20) \]

Govan \textit{et al.} (1998) pointed out that the mass transfer coefficient of droplet deposition decreases with increasing droplet concentration in gas core. Using their result, \( k_{D} \) is correlated by:

\[ k_{D} \cdot \sqrt{\frac{\rho_{g} D}{\sigma}} = 0.0632 \left( \frac{C}{\rho_{g}} \right)^{-0.5} \quad (2.21) \]

There are not available correlations of \( k_{E} \) in literature. By giving tentative value of 1 m/s to \( k_{E} \) (eq. 2.17) and setting the value of \( n \) at 0.2, the relation between \( R \) and the entrainment fraction is obtained:
The following correlation of $k_E$ is obtained for the entrained fractions measured in a wide range of flow conditions:

$$k_E = 1.85 \cdot 10^{-4} \cdot R^{0.06} \quad (2.23)$$

### 2.3.2 Interfacial waves

The understanding of annular flow is complicated by the highly disturbed nature of the liquid surface. There are two main types of waves on the surface. They are the ‘ripple’ and ‘disturbance’ waves. Ripple are small capillary type waves with small amplitudes and a relatively high frequency. They do not maintain their identity over any considerable distance (Owen (1986)).

It is now agreed that entrainment occurs when disturbance waves, needed for droplet creation, are present. Proof of this is provided by Azzopardi & Whalley (1980) and Hills (1997). Hewitt & Hall-Taylor (1970) noted that entrainment was caused by “undercutting” and “rolling” of the disturbance waves. This only happens when a critical film flowrate, $m_{LFC}$, is exceeded. These waves, shown in figure 2.1.3 are frothy two-dimensional flow surges with high amplitudes. They maintain their identity over considerable distances and travel at higher velocities compared to that of the liquid film. Disturbance waves have a uniform velocity which increases with increasing gas velocity and are circumferentially coherent (Hawkes (1996)).
2.3.3 Deposition mechanism

Initially, it was assumed that the deposition process is caused by droplets interacting with turbulent eddies. Eventually, the droplets are deposited onto the liquid film in a random diffusion-like manner. This concept that all drops are deposited by a diffusion-like mechanism was questioned by James *et al.* (1980) who employed the shadowgraphy technique of Hewitt & Whalley (1980) to observe drop behaviour. They reported that the (larger) drops that were visible did not move in a random manner but travelled across the cross section in straight lines. This was caused by the initial impetus given to the drop by the entrainment process. They divided the depositing drops into two classes, those which landed by 'direct impaction' and those which arrived by a diffusion-like process, Azzopardi (1997). Jepson (1992) considered a larger data set and showed that the direct impaction component is more prevalent at low gas velocities, smaller tube diameters, lower gas densities and higher surface tension. To determine which of the two components was more dominant, Azzopardi (1997) proposed the following equation where the fraction of droplets deposited by diffusion, $F_D$, can be determined.

$$F_D = 1 - e^{-2.217 - \frac{W_g A_2}{Re_g} + 0.27}$$ (2.24)

Azzopardi (1997) suggested that this concept of deposition by diffusion and by direct impaction might be linked with the increase of entrained fraction with decreasing gas velocity found in the churn flow pattern.

2.3.4 Entrainment mechanism

The break-up of disturbance waves at the surface of the liquid film will result in entrainment. Two mechanisms by which the droplets in motion relative to the gas
phase in annular flows may break-up are bag break-up and ligament break-up. The details of these processes can be found in Owen (1986) and Azzopardi (1997). ‘Bag break-up’ process is initiated by ‘under-cutting’, which occurs at lower gas and liquid flowrates. At high flowrates, ‘ligament break-up’ is initiated by ‘rolling’ of the wave. These mechanisms of droplets entrainment are shown in figure 2.3.1.

Figure 2.3.1: Mechanism of droplet entrainment. Figure taken from Azzopardi (1997)
2.3.5 Critical film flowrate

It is now known that entrainment occurs if the liquid film flowrate exceeds what is known as the critical film flowrate, \( m_{LFC} \). According to Owen (1986), \( m_{LFC} \) can be applied in two ways:

- \( m_{LFC} \) represents the minimum liquid film flow for the onset entrainment at low flows;
- At high flows, \( m_{LFC} \) is the minimum achievable film flowrate irrespective of gas velocity, often called "the fully-entrained limit".

Azzopardi et al. (1983) who employed dimensional analysis produced a graphical form for inception of entrainment based on the dimensionless groups, \( \text{Re}_i \sqrt{\text{On}} \) (liquid Reynolds number and the Onhenzoge number, \( \text{On} = \frac{\mu_i}{\sqrt{\sigma \rho_i D}} \)), and a dimensionless gas velocity, the ratio of the Weber number and the gas Reynolds number \( \frac{\text{We}/\text{Re}_g} = \frac{\mu_g U_g}{\sigma} \). Based on available experimental data, Abolfadl (1984) specified the start of entrainment as \( \text{Re} = 368 \). He ascribed the phenomenon to the onset of turbulence in the film.

Some of the recent correlations developed for \( m_{LFC} \) are by Ishii & Groimes (1975), Asali et al. (1985), Owen (1987), Schadel (1990) and Hills (1997):

Ishii & Groimes (1975):

\[
\text{Re}_{LFC} = \left( \frac{y^+}{0.347} \right)^{1.5} \left( \frac{\rho_i}{\rho_g} \right)^{0.75} \left( \frac{\mu_g}{\mu_i} \right)^{1.5} 
\]

(2.25)

\( y^+ \) is the non-dimensional distance from the wall = 10.
Asali \textit{et al.} (1985):
\[
\text{Re}_{\text{LFC}} = \exp(5.3050 + 0.6570(\mu_g / \mu_l)(\rho_l / \rho_g)^{0.5})
\]  
(2.26)

Owen (1986):
\[
\text{Re}_{\text{LFC}} = \exp(5.8405 + 0.4249(\mu_g / \mu_l)(\rho_l / \rho_g)^{0.5})
\]  
(2.27)

The method of Hills (1997) is in an adaptation of that of Schadel:
\[
m_l = m_{\text{LFC}} + k'm_{\text{LE}}
\]  
(2.28)
\[
k' = aU_g^\alpha \rho_g^\beta
\]  
(2.29)

Ishii & Grolmes (1975) ascribed the critical film flow limit as the penetration of the boundary layer of the gas. Asali \textit{et al.} (1985) analysed the stability of the disturbance waves on the interface to develop a graphical correlation relating the critical liquid Reynolds number with the group \((\mu_l / \mu_g)(\rho_l / \rho_g)^{0.5}\). Owen modified this relation to account for evaporation of the film due to the humidity. Schadel \textit{et al.} (1990) varied the liquid flow at constant gas rates and plotted \(R_A\) against the total liquid flowrate. By extrapolating back to zero \(R_A\), they were able to estimate \(m_{\text{LFC}}\) as a function of gas rate for air-water systems for tube diameters of 25.4, 42 and 57.2 mm. The method of Hills (1997) is an adaptation of that of Schadel. The \(k'\) values in the equations by Hills (1997) are the gradients of graphs of \(m_l\) against \(m_{\text{LE}}\). By performing a multiple regression on Equation (2.29), the constants \(a\), \(\alpha\) and \(\beta\) can be determined. A plot of \(m_l\) against \(k'm_{\text{LE}}\) will give a general \(m_{\text{LFC}}\) (y-intercept). The assumptions made by Hills (1997) are that \(m_{\text{LFC}}\) are independent from \(U_{sg}\) and \(\rho_g\) and that \(m_{\text{LE}} / U_{sg} \leq 0.62\) kg/m\(^3\).
The method by Schadel et al. (1990) will only be applied well if there are enough experimental points near the critical flow limit to justify the extrapolation to zero film flowrate. The method by Hills (1997) on the other hand, considers many empirical assumptions and it is too implicit. An explicit analytical equation would be preferred for ease of computation.

2.3.6 Entrainment and deposition in Venturi

The geometry of the Venturi and the liquid introduction arrangements (Behie & Beeckmans, 1974, Mayinger & Lehner, 1995) and (Rudnick et al., 1986) can have a strong influence on the performance of Venturis. This is probably due to the effect of hydrodynamics, which results in different pressure drops and liquid film distribution.

Many studies have observed the presence of a wavy film flowing on the walls of Venturis. Boll (1973), Azzopardi & Govan (1984), Koehler et al. (1987), Leith et al. (1985) and Viswanathan et al. (1997) are some of the most significant examples. The disadvantages of the film are evident: for gas cleaning purposes, the film is relatively inefficient in terms of particle collection and acts as a rough surface on the walls, thus increasing the shear stress when compared to a smooth wall. On the other hand, it increases heat transfer through the walls and it protects the equipment from corrosion, abrasion and the deposition of sticky dust.

Although the existence and influence of the liquid film flowing on the walls of Venturi has long been recognised (Azzopardi, 1993) only a few of the models proposed thus far include this parameter (Azzopardi & Govan, 1984, Viswanathan et al., 1985, Leith et al., 1985 and Muir & Kuye, 1986). Unfortunately, the tools for the estimation of the fraction flowing as a film are more limited.
After the liquid is introduced in the pipe, the film can be formed in one of these two ways. When the liquid is introduced as a jet, the water would initially be flowing in the gas core, but a fraction is deposited on the walls of the equipment forming a film. If the liquid is introduced as a film deposition is not necessary for the presence of the film. Once the film is formed, a part of it can be re-entrained into the gas core by a mechanism similar to the entrainment found for straight pipes in annular two-phase flow, figure 2.3.2.

Additionally, in the case of Venturis, the film on the walls has to deal with the corners of the equipment. Due to the sudden change in direction, the film is disturbed. Consequently, a fraction of the film is entrained into the gas core. This type of entrainment is called “extra-entrainment” to differentiate it from the other mechanism. Azzopardi & Govan (1984) proposed a simple equation for the estimation of the extra-entrainment. Their relationship was based on the limited available data. They assumed that the liquid arriving as a film at the corner would be split between film and drops in proportion to the half angle of the convergence. This was corrected in a later work (Azzopardi & Govan, 1985), which considered that no
liquid would be entrained below a certain film flow. The occurrence of “extra-entrainment” at the corner between the throat and the divergence has been suggested by Koehler et al. (1987) in order to explain results of drop distribution measurements in experiments where the liquid was introduced through multiple axial jets upstream of the Venturi. It must be noted that there are some large errors in the results of the experiments of Koehler et al. (1987). Fractions of entrained water significantly higher than 1 were reported.

Most of the equations and models proposed for Venturis assume complete atomisation of the liquid. Calvert (1970) and Boll (1973) are two of the most significant examples. A general estimation of the film fraction can be made using the model of Azzopardi & Govan (1984), and its later improvements. They based their model on the similarities to a two-phase annular flow. Their model includes the features of continuous deposition, entrainment and the so called “extra-entrainment”. In the rest of the proposed models (Viswanathan et al., 1985, Leith et al., 1985 and Muir and Kuye, 1986) the film fraction is found empirically, and introduced into the model. Only very recently, Viswanathan et al. (1997) have proposed a more general semi-empirical correlation based on the equation of Adelberg (1967) for the penetration of a liquid jet.

Following on from above, it can be concluded that a more detailed experimental study of the liquid fraction flowing as a film in Venturi is necessary. In Fernandez (2000), several experiments were carried on varying four main parameters: liquid introduction arrangement, gas velocity, liquid to gas ratio and length of throat. His study gave a more precise insight into the phenomena influencing the entrained fraction in Venturi.
2.4 Pressure gradient

One of the major requirements of a two-phase flow model is the prediction of pressure drop. The pressure loss in a system is an essential variable for the determination of the pumping energy for a given flow. The following sections provide details of calculations of pressure gradient.

2.4.1 Basic equations

A momentum balance on a section of a two-phase flow (figure 2.4.1) will produce a basic pressure gradient equation as shown below, details of which can be found in Owen (1986). The following equation shows the three major components of the pressure gradient.

\[
\frac{dP}{dx} = \frac{dP_{fric}}{dx} - \frac{dP_{acc}}{dx} - \frac{dP_{grav}}{dx}
\]  

(2.30)

The resulting two-phase flow integral momentum equation of (2.30) is shown below:

\[
\int \frac{dP}{dx} dxdA + \int \tau_g dxdp + \int \rho_g dxdA = \int \frac{d}{dx}(m_i U_i + m_g U_g) dxdA
\]

(2.31)

Addition of a void fraction term, \(\varepsilon_g\), will simplify the above equation:

\[
\bar{\rho} = \varepsilon_g \rho_g + (1 - \varepsilon_g) \rho_l
\]

(2.32)
2.4.2 Homogeneous and separated models

The homogeneous model is the simplest but most inaccurate of the models. This is based on the assumptions that the flow behaves as a single-phase homogeneous mixture and that the velocity and density of this mixture are constant across the channel.

With the assumption of the homogenous model, equation (2.31) simplifies to:

\[
-\frac{dP}{dx} = \frac{P}{A} \tau_0 + m_H \frac{dU_H}{dx} + \rho_H g
\]  

(2.33)

where \( P \) is the channel perimeter, \( A \) is the channel cross-sectional area and \( U_H \) is the velocity of the homogeneous mixture.
The separated flow model assumes that there is a negligible interaction between the two phases and that they flow separately in the channel as shown in Appendix B.1.

The resulting equation is shown below and the relative calculations are shown in Appendix B.1.

\[
- \frac{dP}{dx} = \frac{4\tau}{D} + \left( \rho_g \varepsilon_g + \rho_l (1 - \varepsilon_g) \right) g \sin \alpha + m^2 \frac{d}{dx} \left( \frac{x_g^2}{\varepsilon_g \rho_g} + \frac{(1 - x_g)^2}{(1 - \varepsilon_g) \rho_l} \right) \quad (2.34)
\]

If liquid entrainment is considered in the determination of pressure gradient, then the only term affected by this variable is the acceleration term. The resulting equation for \( - \frac{dP_{acc}}{dx} \) is shown below:

\[
- \frac{dP_{acc}}{dx} = m^2 \frac{d}{dx} \left( \frac{x_g}{\rho_g} \left[ x_g + E(1 + x_g) \right] \right) \quad (2.35)
\]

2.4.3 Frictional pressure gradient

For homogeneous flow, the frictional component is as follows:

\[
- \frac{dP_{fric}}{dx} = \frac{4 f}{A} = \frac{4 f}{D} \frac{\rho \bar{U}^2}{2} = \frac{4 f m^2}{D} \frac{2 \rho}{2 \rho} \quad (2.36)
\]

where the friction factor \( f \) depends on the Reynolds number \( \text{Re} = \frac{\rho \cdot U \cdot D}{\mu} \) of the flow and the relative roughness \( e/D \) of the pipe wall:
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\[ f = \frac{64}{\text{Re}} \quad \text{for Re} \leq 2100 \quad (2.37) \]

\[ f = 0.079 \text{Re}^{-0.25} \quad \text{for } 3000 \leq \text{Re} \leq 10^4 \text{ and } 10^{-6} \leq \frac{e}{D} \leq 10^{-2} \quad (2.38) \]

In separated two-phase flow the following expression is used:

\[ \tau \frac{p}{A} = \frac{4 f_{TP} \rho_{TP} \bar{U}^2}{D} = \frac{2 f_{TP} m^2}{D \rho_{TP}} \quad (2.39) \]

It can also be expressed in the form:

\[ \tau \frac{p}{A} = \frac{4 f_{SP} \rho_{SP} \bar{U}^2}{D} = \frac{2 f_{SP} m^2}{D \rho_{SP}} \phi^2 \quad (2.40) \]

where \( \phi \) is named two-phase multiplier.

Thus the equation (2.40) leads to the following conclusion:

\[ \left( \frac{dP_{\text{fric}}}{dx} \right)_{TP} = \left( \frac{dP_{\text{fric}}}{dx} \right)_{SP} \cdot \phi^2 \quad (2.41) \]

Hewitt (1983) suggested the following guidelines in calculating the frictional pressure drop:

If \( \mu_i/\mu_g < 1000 \), use Friedel (1979)

If \( \mu_i/\mu_g > 1000 \), use Chisholm (1973)
If $\mu_l/\mu_g > 1000$ and $m_{TP} < 100 \text{ kg/m}^2\text{s}$, use Lockhart and Martinelli (1949).

These three methods are shown in Appendix B.2. Other correlations had been given by Baroczy (1966), Premoli et al. (1970), Lombardi and Ceresa (1978) (see Holt (1996)) and Muller-Steinhagen and Heck (1986).

2.4.4 Gravitational pressure gradient

The gravitational component depends on the mean void fraction, $\varepsilon_g$. For the case of vertical upward flow, this term will result in a pressure loss.

$$-\frac{dP_{grav}}{dx} = [\varepsilon_g \rho_g + (1 - \varepsilon_g) \rho_i] g \sin \alpha$$  \hspace{1cm} (2.42)

2.4.5 Acceleration pressure gradient

This component deals with the loss of momentum flux through the section of a duct. Usually for adiabatic flows, where changes of momentum flux will increase the pressure gradient, this term can be calculated using the homogeneous model\(^2\) ie:

$$-\frac{dP_{acc}}{dx} = \frac{d}{dx} \left[ \frac{1}{m^2} \left( \frac{x_k^2}{\varepsilon_g \rho_g} + \frac{(1 - x_k)^2}{(1 - \varepsilon_g) \rho_i} \right) \right]^{q_1}$$  \hspace{1cm} (2.43)

\(^2\) $\varepsilon_g = \varepsilon_{gh}$ is recommended for non condensing flows
2.4.6 Pressure drop in Venturi

Pressure drop is a key parameter in the performance of Venturis. It is directly linked to the energy cost in terms of pumping gas and liquid. Consequently, its prediction is a very important step in the design process.

The study on pressure drop in Venturi has been carried on for several reasons. The two most important are:

- Metering
- Gas cleaning by using Venturi scrubbers, Appendix A

The metering interest is on the pressure drop $\Delta p_1$ across the start of the convergence and the throat, figure 2.4.2. On the other hand, the gas cleaning interest is on the pressure drop $\Delta p_2$ across the start of the convergence and the end of the divergence, figure 2.4.2.

In applications of Venturi as flow meter, the following relation has to be taken into account:

$$\frac{\Delta p_{\text{in}}}{P_i} \leq 0.02 \quad (2.44)$$

In Equation (2.44) $\Delta p_{\text{in}}$ is the pressure difference between the Venturi inlet and the throat and $P_i$ is the pressure at the Venturi inlet. The reason behind equation (2.44) is that high pressure losses along a pipeline mean high amount of energy needed to pump the mixture of fluids. The velocity of this mixture is also related to the pressure along the pipeline. In the oil & gas industrial applications a multi-phase flow is constituted by gas, liquid and particles of sand. The presence of sand is one of the main causes of erosion of the pipe walls. Therefore, a high velocity of these
particles can contribute to the deterioration of the pipe and must be avoided. Therefore, the gas velocity in oil and gas applications has to be lower than:

\[ U_{sg\text{Max}} = 30 \text{ m/s} \]

For these two reasons, flow conditions and fluid properties must be always taken into account for the design and building of pipelines and flow meters.

![Diagram](image)

**Figure 2.4.2**: Interests in pressure drop in Venturi

Two kinds of pressure drop model exist in literature: theoretical ones and empirical ones. The theoretical models which are considered having relative significant influence in history are the models of Boll (1973), Yung *et al.* (1977) and Azzopardi & Govan (1984). The third model is used for a comparison with the present experimental data in Chapter 6. Although purely based on experimental data, empirical models can also provide predictions of pressure drop but they are normally
limited to the database from which they were obtained, e.g., Hesketh (1974). Therefore, they are not included in this thesis. Furthermore, there is a tremendous amount of experimental measurements on total pressure drop or pressure drop profile (Baker, 1962; Yung et al., 1981; Yung et al., 1984; Rudnick et al., 1986; Haller et al., 1989; Allen and Van Santen, 1996; Fernandez, 2000; Sun, 2003) available in the research history on Venturi used for gas cleaning or metering purposes.

Early workers considered only acceleration and deceleration of gas and droplets (Calvert, 1970) as the cause of pressure drop in Venturi. Once the liquid is injected and atomised, it is accelerated because of the high relative velocity between the gas and the droplets. In this process, the momentum of the gas is transferred to the liquid, causing an inevitable exchange of energy. Authors such as Calvert (1970) or Yung et al. (1977) have considered this mechanism, which influences pressure drop, as the most important, while ignoring other mechanisms that will be described later in this Chapter.

Calvert (1970) proposed a simple description for the prediction of the total pressure drop in Venturi. His relationship is one of the most popular among engineers, probably because of its simplicity. Calvert (1970) assumed that all the liquid is atomised into droplets, and these droplets are accelerated to the velocity of the gas at the end of the throat. He also assumed that there is no pressure recovery in the diffuser due to drop deceleration. He suggested that this would compensate pressure drop due to shear stress between the film or wall and the gas. As a result, he proposed this:

$$\Delta P = \frac{\rho_l}{1000} \frac{L}{G} U_{sg}^2$$

(2.45)

Calvert (1977) observed that in practical cases equation (2.45) predicted values of pressure drop 15% higher than those experimentally found, except at low values of
liquid to gas ratio. It can be observed in equation (2.45) that Calvert (1970) did not provide for any effect derived from the geometry of the Venturi. For example, his equation cannot predict different pressure drops for Venturi with different throat lengths.

Yung et al. (1977) also considered that pressure drop in Venturis is simply the result of the acceleration of drops in the throat. Friction and other aspects were ignored in this model, and there was no pressure recovery due to drop deceleration in the diffuser. In contrast to the work of Calvert (1970), drops do not necessarily reach the velocity of the gas at the end of the throat. The model of Yung et al. (1977) assumes that all liquid is atomised into uniform drops whose diameter is given by the correlation of Nukiyama & Tanasawa (1938). Yung et al. (1977) determined the drop acceleration using the drag coefficient proposed by Hollands & Goel (1975). Their prediction for drop velocity at the end of the throat is given by:

\[
U_{\text{drop,f}} = U_{sg} \left(1 - Y^2 + \sqrt{Y^4 - Y^2}\right)
\]  

(2.46)

\(Y\) is a dimensionless parameter defined as:

\[
Y = \frac{3 l_c C_D \rho_g}{16 D_{\text{drop}} \rho_l} + 1
\]  

(2.47)

The total pressure drop is then given by:

\[-\Delta P = \rho_l \frac{L}{G} \beta U_{sg}^2\]

(2.48)

Parameter \(\beta\) is given by:

\[
\beta = 2 \left(1 - Y^2 + \sqrt{Y^4 - Y^2}\right)
\]

(2.49)
Boll (1973) proposed a model including more features than that of Yung et al. (1977). In the model of Boll (1973), pressure drop is integrated along the Venturi using equation (2.50). Boll (1973) also assumed that all liquid was atomised to form drops whose diameter was given by the Nukiyama & Tanasawa (1938). In contrast, his model provides details for pressure drop due to friction between the wall and the gas. Boll (1973) proposed that the shear stress produced in the case of Venturi should be higher than that of a smooth pipe due to the presence of a film of liquid on the walls of the equipment. This film has a rough surface, thus increasing friction. Boll (1973) estimated the pressure drop due to this mechanism from his empirical data, and proposed a Moody friction factor in order to calculate the wall-gas stress. Equation (2.50) reproduces the momentum equation of the model of Boll (1973).

\[ \frac{dP}{\rho_g} = U_g \, dU_g + \frac{L \, \rho_l}{G \, \rho_g} \, U_g \, dU_{\text{drop}} + \frac{\left( \frac{L \, \rho_l}{G \, \rho_g} + 1 \right) f U_g^2}{D_{eq}} \, dx \]  

The model of Azzopardi & Govan (1984) was based on their knowledge in the field of gas/liquid annular flow. Gas/liquid annular flow is characterised by the existence of a film flowing on the walls of the equipment and a gas with droplets flowing in the core. Azzopardi & Govan (1984) observed that the nature of hydrodynamics in Venturi could be described in a similar manner. The main feature in the model of Azzopardi & Govan (1984) was the exchange of liquid between film and gas core. New droplets are continuously stripped off from the film, called entrainment, while other drops are deposited onto the film. Taking this into account they were able to develop mass balances for film and liquid in the core, being able to estimate the liquid split between the film and the gas core at each position along the Venturi. Their mass balance on the film leads to:

\[ \frac{dM_{LF}}{dx} = \pi D (m_{\text{dep}} - m_{\text{enl}}) \]  

(2.51)
The initial film flow is introduced as a parameter into the model, and it will depend on the liquid injection arrangement. From this point the model is able to calculate the fluxes of entrainment and deposition by equations of this kind:

\[ m = k_{\text{mass}} C \]  

(2.52)

Where \( k_{\text{mass}} \) is a constant of mass transfer obtained from empirical data in two-phase annular flow. After the calculation of the fluxes of entrainment and deposition, it is possible to evaluate the liquid film flow using equation (2.51). A numerical integration of these equations leads to the estimation of film flow at any point along the Venturi.

Following the ideas of Azzopardi & Govan (1984), Viswanathan et al. (1985) tried to describe the flow in a Venturi scrubber in a very similar manner to that of two-phase annular flow. This model also includes the feature of liquid flow, with part of the liquid flowing as droplets in the gas core and the rest as a film on the walls of the equipment. Unfortunately, Viswanathan et al. (1985) did not provide any tool for the estimation of the fraction of liquid flowing as a film. In fact, they introduced this parameter in their model using their own empirical data. Consequently, unless the film flow is measured experimentally, or the fraction of water is estimated somehow [e.g. using model of Azzopardi & Govan (1984)] there is a parameter missing in order to implement this model. In any event, it appears quite clearly that the estimation of the fraction of water flowing as a film is necessary if accurate estimations of pressure drop are required.

The velocity of the gas along a Venturi changes due to the effect of geometry. This variation of kinetic energy in the gas is compensated by an equivalent variation in pressure. Boll (1973) showed that pressure drop due to changes of kinetic energy of the gas could be approximately described using the continuity equation of the gas and the equation of Bernoulli. If the density of the gas is approximately constant and the
diameter of the tube at the inlet and outlet are the same, the entire pressure drop caused, as a result of this mechanism, would be recovered in the divergence of the Venturi. In reality, the recovery is not perfect, and some energy is lost. This effect is caused by the negative gradient of pressure in the diffuser, which creates a growth of the boundary layer (Teixeira, 1989). Teixeira (1989) and Azzopardi et al. (1991) extended the model of Azzopardi & Govan (1984) in order to include this feature. This model represents the flow in a Venturi quite realistically. On the other hand, it requires many equations and needs more complicated algorithms. A detailed description of this model can be found in the work of Pulley (1997).

The fraction of liquid flowing as a film on the walls of a Venturi could be quite significant. The film can also be accelerated due to the relative velocity between the film and the gas. Azzopardi & Govan (1984) included the acceleration of the film in their model, so the pressure drop due to this acceleration could be calculated, figure 2.4.3. However, they also showed that the pressure drop created by this mechanism is relatively low. Recently, Sun & Azzopardi (2003) showed that the improved model of Azzopardi et al. (1991) correctly predicts pressure drop in Venturi scrubbers for high pressure.

The atomisation of the liquid in a Venturi creates a great amount of new surface. Some energy is spent creating the new interface. This energy can be estimated once the drop size is known. In the case of Venturi this energy is only a very small fraction of the total amount of energy spent in other forms. Pressure drop due to the mechanism of surface creation is of the order of 10Pa. This is very small compared to the total pressure drop, which usually is of the order of various kPa. As a consequence, this feature has not been included in any model so far. It can also be concluded that Venturi are very inefficient as atomisers.
Figure 2.4.3: Example of the three main mechanisms of pressure drops in Venturi. Simulation with model of Azzopardi and co-workers, for a Venturi as used by Allen & van Santen (1996), $D_{\text{throat}} = 0.16$ m, $U_{\text{GS}} = 89$ m/s, $L/G = 1.01$ l/m$^3$. Figure taken from Fernandez (2000)

The relative importance of each of the mechanisms of pressure drop depends on the operating conditions and also on the scale and geometry of the Venturi. It is important to note that the energy spent accelerating the drops is, as a simple rule of thumb, proportional to the section of the Venturi. In contrast, the energy lost as shear stress between the wall or film and the gas is proportional to the perimeter of the tube. In consequence, the relative importance of these mechanisms is quite different depending on the scale of the Venturi. It can be observed in figure 2.4.3 how the film or wall-gas stress can be as significant as drop acceleration for small scale Venturis at low liquid to gas ratios, even if complete atomisation of the liquid ($E_f=1$) is assumed.

To summarise, numerous models have been proposed for the calculation of pressure drop in Venturi. Some of them are based on simple assumptions (Calvert, 1970 or Yung et al., 1977) and are easy to implement. Others (Azzopardi & Govan, 1984 and its improved versions, or Boll, 1973, among others) include more complicated
algorithms, requiring a more important effort for their implementation. More models for the prediction of pressure drop in Venturi, apart from those described in this section, are available in the literature. Hollands & Goel (1975) can be cited as an illustrative example. The models addressed in this section were chosen because they have been considered the most significant, or they have been compared to the present experimental data. Correlations based on purely empirical data are also available in the literature for the estimation of total pressure drop in Venturi. An illustrative example of this is the correlation proposed by Hesketh (1974).

There is a significant amount of data on pressure drop in Venturi available in the literature. Johnstone et al. (1954), Lapple & Kamack (1955) or Brink & Contant (1958) are examples of total pressure drop in a Venturi. Semrau et al. (1958), Mayinger & Neumann (1978) and Allen & Van Santen (1996), Van Werwen et al (2001) among others, measured the profiles of pressure drop along their Venturis. All found that pressure drop increased with gas velocity and liquid to gas ratio.

Given the importance of pressure drop in Venturi, the great amount of work dedicated to this subject is well justified. It can be concluded that any improvement or any information that could lead to operations at a lower pressure drop would be very beneficial.

2.5 Liquid film thickness

In the annular flow the liquid flows as a film around the pipe wall, surrounding a high velocity core, which contains entrained liquid droplets. The interface between the gas core and the liquid film is very wavy, and atomization and deposition of liquid droplets occur through this interface. Few experimental and theoretical studies on annular flow have been carried out for inclinations from vertical to horizontal. Changes in the physical phenomena occur as the inclination angle varies from vertical
through off-vertical to horizontal conditions. The effect of the inclination is relevant on liquid hold-up and pressure and must be accounted to enable proper design of pipelines, wellbores and separation facilities. Results on film thickness are presented in Chapter 5.

2.5.1 Vertical upward flow


The physical mechanisms associated with annular flow have also been studied extensively. Turner et al. (1969) and Ilobi & Ikoku (1981) studied the minimum gas velocity required for liquid removal from vertical gas wells. Wallis (1969), Henstock & Hanratty (1976), Whalley & Hewitt (1978), and Asali et al. (1985) developed interfacial shear stress correlations. The entrainment process was studied by Hanratty & Asali (1983), Shadel et al (1990) and Whalley & Hewitt (1978).

2.5.2 Horizontal flow

Fukano & Ousaka (1989) and Hurlburt & Newell (2000) developed a model for film thickness distribution. Jepson (1988) evaluated a model for large diameter. Recently, Williams (1990) conducted comprehensive studies on the effect of pipe diameter on annular flow in horizontal pipes. Horizontal annular flow in small diameter pipes was studied by Luninski et al. (1983). In addition to the acquisition of experimental data for film thickness variation, an analytical model to predict the film thickness at the top and the bottom of the pipe was presented.

Butterworth (1969) presented a model for climbing film flow in an eccentric annular flow. The author has found that the circumferential variations in the liquid film flowrate tend to even out with distance along the channel. This process appears not to be affected by variations in the liquid film thickness or surface shear stress. It was suggested that the process of achieving a uniform liquid film could be described quantitatively by the following equation:

\[
\Gamma_\theta = -\frac{k \cdot \partial \Gamma_r}{r \cdot \partial \theta}
\]  

(2.53)

where, \( \Gamma_\theta \) and \( \Gamma_r \) are the peripheral mass flowrates (flowrates per unit width of surface) in the circumferential and axial directions respectively, \( r \) is the radius of the surface on which the film is flowing, \( \theta \) is the circumferential coordinate angle and \( k \) is the circumferential transport coefficient.

For horizontal annular flow, however, gravitational effects – which tend to stratify the liquid – must be imposed on the effects described by equation (2.53). The correct method of combining these effects is not yet clear since the mechanisms involved in equation (2.53) are unknown. However, Butterworth (1969) assumed that the flow down the walls due to gravity may be given by the equation for laminar flow down an inclined flat plate:
\[ \Gamma_\theta = \frac{(\rho_l - \rho_g) \cdot \rho_l \cdot g}{3 \cdot \mu_i} s^3 \sin \theta \]  \hspace{1cm} (2.54) 

where \( \rho_l \) and \( \rho_g \) are the liquid and gas densities respectively, \( \mu_i \) is the liquid viscosity, \( g \) the acceleration due to gravity, \( s \) the film thickness and \( \theta \) the angle of the plane from the horizontal.

Relating equation (2.54) to the flow down the walls of a tube, \( \theta \) becomes the angle which defines the circumferential location around the section of the tube. Also, the effects described by equations (2.53) and (2.54) must be combined. It is assumed here that these effects combine additively although there is a little justification for this assumption. Hence:

\[ \Gamma_\theta = \frac{(\rho_l - \rho_g) \cdot \rho_l g}{3 \mu_i} s^3 \sin \theta - \frac{k \cdot \partial \Gamma_x}{r \cdot \partial \theta} \]  \hspace{1cm} (2.55)

Now, for fully developed flow, the film flowrate and film thickness change only with \( \theta \). The partial derivative in equation (2.55) is therefore replaced by an ordinary derivate. Also, continuity requires that \( \Gamma_\theta = 0 \) provided that there is not net mass transfer at the interface. Equation (2.55), therefore, becomes:

\[ \frac{d\Gamma_x}{d\theta} = \frac{r(\rho_l - \rho_g) \rho_l g}{3 \mu_i k} s^3 \sin \theta \]  \hspace{1cm} (2.56)

In order to solve equation (2.56), it is necessary to express \( \Gamma_x \) in terms of the film thickness. For thin films, the shear stress in the film may be taken as a constant equal to the interfacial shear stress \( \tau_i \). Integrating Newton's law of viscosity for constant shear, and integrating the resultant velocity profile over the liquid film gives finally:
Substituting this relationship into equation (2.56) and assuming that $r_i$ is independent of $\theta$ gives:

$$\frac{ds^2}{d\theta} = 2 \cdot a \cdot s^3 \sin \theta$$  \hspace{1cm} (2.58)$$

where

$$a = \frac{r_i (\rho_i - \rho_x) g}{3 k r_i}$$  \hspace{1cm} (2.59)$$

Equation (2.58) may be integrated to give

$$\frac{1}{s} = a \cos \theta + c$$  \hspace{1cm} (2.60)$$

where $c$ is a constant of integration. The integration constant $c$ could be evaluated from the following continuity equation for the liquid film:

$$M_{LF} = 2 \int \Gamma_s d\theta$$  \hspace{1cm} (2.61)$$

where $M_{LF}$ is the liquid film flowrate.

In Chapter 5, experimental data on film thickness will be used to evaluate the constants $a$ and $c$. Once known these two coefficients, the circumferential transport coefficient will be calculated by the following equation:
\[ k = \frac{2 \cdot (\rho_l - \rho_g) g}{3 \alpha r_i} \]  \hspace{1cm} (2.62)

### 2.5.3 Inclined flow

Measurements of the circumferential film thickness distribution for inclined flow were reported by Paz & Shoham (1994). Experimental data acquired for different inclinations, show that the inclination strongly affects the liquid film distribution, figure 2.5.3. Paz & Shoham (1994) also developed a model which has been extended to the entire range of inclination angles, from horizontal to vertical.

![Figure 2.5.1: Variation of film thickness with inclination angle. Figure taken from Paz & Shoham (1984)](image-url)
2.5.4 Experimental techniques for liquid film thickness measurements

The most widely used technique for liquid film thickness measurements is based on the different impedance of two media. In particular if the condensed phase is conductive (e.g.: water with dissolved salts), conductance measurements are employed. Capacitance measurements are used in other cases (e.g.: oils). As the conductivity of tap water is several orders of magnitude larger than that of air (virtually 0), the former is employed in the present study. Because the circuit works on alternating current, the total impedance $Z$ should be considered. Since the water as a resistance and as a capacitor is under the same potential, we should consider it as a capacitor in parallel with a resistance and, therefore, the total impedance is:

$$Z = \sqrt{\frac{1}{R^2} + \frac{1}{X_R^2}}$$

(2.63)

where for a frequency $F$ and capacitance $C$, the capacitive reactance is given by $X_R = -1/(2\pi FC)$. For the systems we are dealing with, where $C \sim 10^{-12}$ F, $1/X_R$ becomes negligible compared to the resistive component, even when using conventional frequency of the order of 50Hz.

Capacitance probes are used with non-conductive media. In that case, the resistive component is suppressed by the characteristic of the medium.

2.5.4.1 Conductance probe techniques and their design

As evident from the above, by conductance probes we mean the arrangement of two electrodes, extremities of a circuit, which is closed by the liquid film bridging between them. There are several ways to arrange the probes and these result in a large range of response characteristics and hence measured voltage relative to film
thickness. The basic criteria to determine the optimal arrangement of electrodes are listed below:

1. A monotonically growing voltage response with film thickness, with a slope that ensures a good degree of confidence in the measurements.
2. The characteristic dimensions of the probe should be small enough compared with those of the system to ensure locality of measurement.
3. Non-intrusive geometry, probes should not disturb the flow.
4. Probes must work in the expected range of film thickness.

There are three probe configurations, which have been used in the past for film thickness measurement in pipes. These are needle probes, wire probes and flush mounted probes. Barnea et al. (1980) used electrical conductance probes to define flow pattern characterization in two-phase flows.

2.5.3.2 Needle probes

This method relies on the contact made between an electrode mounted flush with the pipe surface and the tip of a needle moving across the pipe diameter passing through the fixed electrode. When the tip of the needle is at the gas-liquid interface, the liquid will conduct the signal to the fixed electrode. Because the interface is wavy, it is assumed that the distance between the flush mounted probe and the tip of the needle is equal to the film thickness, when the time of contact with liquid is 50% of the total time of measurement.

The advantage of this method is that it is very precise, it does not require calibration and it is applicable to a wide range of film thickness. Furthermore, the local character of measurement is very good. On the other hand, it can be quite intrusive for thin films and it is particularly laborious to operate.
2.5.3.3 Wire probes

In this methodology, the electrodes are constituted of two parallel thin wires stretched along chords of the pipe. As the liquid height varies, the surface of active electrode increases and so the resistance decreases because of the larger area of passage for the electric current. The method relies on calibration depending on geometrical dimensions and conductivity of the medium. The response of this system is fairly linear and can be used for thick films. In fact, the same principle is used in some tank level measurement systems. For thin films it is usually less precise because of its intrusive nature (i.e.: the formation of a meniscus due to surface tension effects). Also, the local character of measurement depends on the distance between the wires.

Hence, this method has been used widely for the measurement of film height in stratified and slug flow.

2.5.3.4 Flush mounted probes

This arrangement falls in the general category of flush mounted probes and refers to a particular geometry of the electrodes. The method is used for very thin films, typically up to 2 mm. In this case, each electrode is a pin mounted flush with the pipe surface and coupled to another electrode close to it. If care is taken in the mounting of probes, the method is virtually non-intrusive, but because the active surface of the electrodes does not vary with film thickness, the response is not linear when the thickness exceeds a value depending on diameter and separation between the probes. The electric field is very weak away from the pipe surface and has a negligible contribution to the passage of current. The response is initially linear close to the pipe wall (typically up to 2 mm) and then asymptotically flattens to a uniform value. To enlarge the range of measurements, the diameter and separation of pins can be increased. An optimum balance must be struck between range of operability and
local character of the measurement. Other common flush mounted probes have concentric electrodes or parallel strips.

2.6 Recommendations for data processing and analysis

The computer has proven to be a very powerful tool for control and measurement purposes in experiments and, therefore, has become an essential tool in research. It offers the opportunity for advanced data processing that is superior to analogue counterparts. However, other devices are necessary to collect, analyse and interpret the information gained from experiments, e.g., transducer and data acquisition card. Using transducers the experiments properties are converted into (analogue) electrical signals. The conversion of analogue signals to a digital format plays a crucial role in the process of data acquisition and data processing. The rate of data and the volume of data that must be stored depend on the digitizing system. This conversion is, however, less straightforward than is often thought. As a consequence, the errors introduced in the digitizing process are often neglected or underestimated. The quantization, both in amplitude and time, changes the properties of the signal both in spectral and temporal terms. The latter is very often overlooked.

Bessem & van Maanen (1994) have tried to optimize the digitizing process and to quantify the errors introduced. The data flowrate and the volume of data are reduced as much as possible without sacrificing the accuracy by making use of the properties of the signal itself. These signals are of a stochastic nature, and therefore require long averaging times and a wide spectral bandwidth. But the temporal properties of the signal also contain important information that must be preserved, e.g., if causal relations are to be recognized in the evolution of the signals.
2.6.1 Sampling frequency

In order to process the analogue output of a measuring system with a digital computer the signal must be transformed to the digital domain, figure 2.6.1.

\[ F_s = \frac{1}{\Delta t}, \]

in which \( \Delta t \) is the time between two successive samples. If the sampling frequency is chosen too low, information is lost and the digital version of the signal will be a distorted copy of the analogue signal. On the other hand, the amount of data increases proportional to \( F_s \), thus increasing the data processing requirements. Moreover, if the measurement time \( \Delta t \) is reduced, the statistical reliability of the results at low frequencies is reduced.

The anti-aliasing filter is required in any periodically sampling system if the input signal should be reconstructed from the samples uniquely; the sampling frequency has to be at least twice the highest frequency in the spectrum of the signal (Shannon sampling theorem, see Bessem & van Maanen (1994)). The Nyquist frequency or folding frequency \( F_n = \frac{F_s}{2} \) (see Bessem & van Maanen (1994)) is the highest recoverable frequency in the spectrum of the signal. In general, an anti-aliasing filter is required because a guarantee can hardly ever be given that the signal will not contain frequencies above the Nyquist frequency. These components will be aliased into the spectrum of the sampled signal between 0 and \( F_n \). This can cause a serious reduction in the signal-to-noise ratio in the digital system if the bandwidth is...
significantly larger than \( F_n \), as it will be in the presence of wide band noise. The experimenter must choose the type of filter and the cut-off frequency of the filter.

### 2.6.2 Fourier transform and power spectrum density

In this section some important powerful and straightforward instruments for signal analysis will be introduced. These are important tools that can lead an experimenter to worthless results.

The first important instrument is the Fast Fourier Transform (FFT). According to the main theorem of Fourier, any signal of finite length that contains only a finite number of discontinuities and which can be integrated in its absolute value, can be written as an infinite sum of sine and cosine functions, Appendix D. A plot of the Fourier coefficients as a function of the frequency index, display the signal’s spectrum.

Histograms are often used with the analysis of data. They give very useful information about the signal to be analysed. Histograms give the probability \( P(x) \) that an independent variable \( x \) will occur and can therefore be regarded as a projection of the signal on the y-axis. Figure 2.6.2 illustrates the probability distribution of a film thickness time series.

A property of a probability distribution is:

\[
\int_{-\infty}^{\infty} P(x) \cdot dx = 1 \quad (2.64)
\]

The average value of the signal is defined as:

\[
\int_{-\infty}^{\infty} P(x) \cdot x \cdot dx = \bar{x} \quad (2.65)
\]
The Mean Square Value is defined as:

$$\int_{-\infty}^{\infty} P(x) \cdot (x - \bar{x})^2 \cdot dx = \sigma^2 = \text{variance}$$

(2.66)

The standard deviation is defined as:

$$\text{rms} = \sqrt{\sigma^2}$$

(2.67)

Figure 2.6.2: Film thickness trace with average value and probability distribution

Another important feature of a signal is its average power. A signal's instantaneous power is defined as the square of the signal. The average power is the average of instantaneous powers over their time interval. For a periodic signal, the natural time
interval is clearly its period. For a periodic signal, the average power is the mean square value of the signal.

The average power in the frequency domain (power spectrum) is obtained applying the Fourier transform to the average power of the signal. For a given signal, the power spectrum gives a plot of the portion of a signal's power (energy per unit time) falling within given frequency bins. The power spectrum density (PSD) is defined as the power spectrum divided by the sampling frequency.

When a periodic signal with a cycle time is not exactly equal to an integer multiple of the time interval over which the signal is defined, the periodic continuation will create a step at the interval boundaries. In case the signal consists of a pure sinusoidal wave, the spectrum should have only one single peak for a single frequency. However, if the signal does not fit precisely in the time interval, the periodic continuation leads to all kinds of additional components in the spectrum. This phenomenon is called "leakage" because energy leaks from the original input frequency to other frequencies and it is a big nuisance for the interpretation of spectra. As this phenomenon appears in virtually all situations, some improvements can be done by application of so-called "windowing" functions, Appendix D.

Power spectrum density of liquid film thickness traces is essential to analyse the characteristics of the film such as energy distributions among waves and wave frequency.

**2.6.3. Methods for correlating wave frequencies**

There have not been many methods suggested for correlating frequencies. For disturbance waves Nedderman and Shearer (1963) suggested the use of dimensionless groups, namely, the Strouhal number (frequency times diameter divided by the gas
velocity) and liquid Reynolds number. They defined the diameter as that of the gas between disturbance waves. The gas velocity was that corresponding to the same position. Azzopardi (1997) followed the same approach but proposed that the pipe diameter and the superficial gas velocity should be used in the Strouhal number.

\[ St = \frac{F \cdot D}{U_{sg}} \]  

(2.68)

This simplification was justified by the film thickness being small compared to the pipe diameter. Azzopardi also suggested that the liquid Reynolds number should be based to the liquid film flowrate in excess of that for wave inception. Data from the sources for disturbance waves presented in literature have been correlated in this manner. Such a plot shows that many of the data lie on a straight line and, therefore, are well correlated by the two dimensionless group employed. However, it is only the air/water data that lie on one line. Data for other fluid systems lie above or below the main curve. The deviation is systematic and depends on the liquid/gas density ratio. In an attempt to reconcile that data an alternative correlation method was tried. The original Strouhal number was replaced by one using the superficial liquid velocity instead of that for the gas and this was plotted against the Lockhart-Martinelli parameter. The Lockhart-Martinelli parameter is defined as the square root of the pressure drops for the liquid part of the flow flowing alone in the pipe divided by that for the gas and it is approximately equal to the ratio of liquid and gas superficial velocities times the square root of the liquid to gas density ratio.

\[ St = \frac{F \cdot D}{U_{sl}} \]  

(2.69)

\[ X = \frac{\rho_l}{\rho_g} \frac{U_{sl}}{U_{sg}} \]  

(2.70)
The Strouhal number/Lockhart-Martinelli parameter combination is independent of the excess liquid film Reynolds number. Figure 5.1.49 of Chapter 5 illustrates the correlation between a liquid based Strouhal number and the Lockhart-Martinelli parameter, $X$.

The product of the Strouhal number and the Lockhart-Martinelli parameter is approximately the original Strouhal number times the square root of the liquid to gas density ratio.

$$St \cdot X = \frac{F \cdot D}{U_{sl}} \cdot \sqrt{\frac{\rho_l}{\rho_g}} \cdot \frac{U_{sl}}{U_{sg}} = \frac{F \cdot D}{U_{sg}} \sqrt{\frac{\rho_l}{\rho_g}} = K \quad (2.71)$$

where $K = \text{constant}$.

Where there is a good correlation, the Strouhal number is approximately inversely proportional to $X$. From equation 2.71, the frequency can be obtained:

$$F = K \cdot \sqrt{\frac{\rho_g}{\rho_l}} \cdot U_{sg} \quad (2.72)$$

This implies that the frequency depends to the first order on the gas velocity and that the effect of the liquid flowrate is second order.
The annular two-phase flow experiments were carried out on an inclinable rig in the Chemical Engineering laboratory of the School of Chemical, Environmental and Mining Engineering (SChEME). The Venturi was connected to a 5-meter long pipe to ensure sufficient distance for the flow to fully develop. The distance between the injection point of the liquid and the first test section of the Venturi was 131.58 times the inlet pipe diameter (figure 3.1.1). The film was introduced through a porous wall since the film injection reproduced the annular flow pattern more closely than the jet injection. The work concentrated on a small range of gas mass flowrates, which is of particular interest to the wet-gas metering problem. The gas and liquid mass flowrates ranged respectively from 0.03 to 0.04 kg/s and 0.0079 to 0.0899 kg/s. The inlet pressure of the gas ranged from 1.3 to 1.5 bar absolute.

The first section of this chapter gives a full description of the inclinable rig and the characteristics of the Venturi. Section 3.2, 3.3 and 3.4 give the descriptions of the measurement techniques used for the pressure drop, the liquid film thickness and the liquid film flowrate experiments.
3.1 Description of the inclinable rig

All experiments were carried out with air and water in an inclinable rig shown in figures 3.1.2 to 3.1.4. It consists of a 5 m long stainless steel pipe of 0.038 m internal diameter. The pipe was mounted on an inclinable beam so that it could be positioned at any angle between vertical and horizontal in intervals of 5 degrees. The Venturi, made in Unplasticised Polyvinyl Chloride (UPVC), was connected to the main pipe at 4.5 m from the water inlet section to guarantee a well developed two-phase flow. The geometrical characteristics of the Venturi are given in figure 3.1.1.

![Figure 3.1.1: Geometrical characteristic of Venturi. Units in mm](image)

The air was supplied from the laboratory compressed air mains. Its flow was measured by an orifice plate and controlled by valve V1, figure 3.1.4. A pressure gauge indicated the inlet air pressure.

Water was pumped from a 300 l supply tank situated below the rig. Its flow was metered by one of the three calibrated rotameters. After passing down the length of the inclinable beam, the water entered into the main pipe through a porous wall located 0.5 m from the start of it.

A valve on the two-phase exit line upstream of a disengagement tank allowed a constant pressure at the inlet of the Venturi. The mixed air and water were separated in a large vessel. The air was released to the atmosphere and the water was returned to the supply tank.
Figure 3.1.2: Inclined flow facility
Figure 3.1.3: Inclinable flow facility
Figure 3.1.4: Schematic arrangement of the inclinable flow facility
3.2 Pressure drop arrangement

As discussed in Chapter 1, differential pressure meters (Δp meters) such as the orifice plates and Venturis can be used in wet conditions, provided corrections are applied. However, further experimental data are necessary in order to study the influence of liquid on the readings of the pressure drop.

In the inclinable flow facility the pressure gradient in the Venturi has been determined by using an experimental equipment applied previously by Azzopardi et al. (1989) and Altunbas (2001), figure 3.2.1. Two differential pressure cells were used to measure simultaneously the differential pressure along the Venturi. The first D.P. cell had a pressure working range of 0-6 kPa while the second one had a range of 6-60 kPa. The pressure profile along the Venturis was determined by connecting ten pressure tappings in turn to a calibrated differential pressure cell. Each tapping was linked to a separator pot by a horizontal tube. The differential pressure cell was connected to the top of the separator pot via a Scanivalve, which was driven by a computer. This switched automatically from one tapping to another after a certain time, which was long enough to ensure that each subsequent pressure reading was not affected by the previous one. Liquid from the separator pot was drained away through a valve from the bottom. This arrangement was employed for each tapping to ensure that the measurement lines to the pressure cell were always full of gas. The reference pressure was measured just before the start of the convergence.

The complete arrangement for the pressure drop measurements is shown in figure 3.2.1:
3.3 Film thickness arrangement

The types of probe employed in this study were chosen on the basis of their range of operability and previous visual observations of flow patterns in pipes. The liquid film in annular flow was observed to be asymmetrical with a thick film at the pipe bottom, which became abruptly much thinner towards the top. For this reason, the techniques selected for the film thickness measurements were flush mounted probes and wire probes. The first technique was used for the pipe upstream of the Venturi and the throat. The second one, suitable only for higher film thickness, was used only for the main pipe.

3.3.1 Flush-mounted probe test sections and their calibrations

The main advantage of flush mounted probes is their non-intrusivity and accuracy for measurement of small thickness. The range of operability extends typically up to 2 mm but using bigger diameter pins and increasing their separation can widen
the range. However, a limit is imposed as the electrodes have to be sufficiently close to give a good quality local measurement. The measured thickness is assumed to be the value at the mid-point between the centres of the two electrodes.

Two different flush-mounted probes test sections were used for the liquid film thickness measurements, one for the main pipe and another for the throat of the Venturi. The one for the main pipe was a 17 mm long section and it was located just before the convergence of the Venturi. The pins were positioned at one extremity of this pipe, 3 mm from the flange. The linear distance between the pins was 5 mm around the circumference. In the case of the throat, the pins were located in the middle of the throat section. The linear distance between the pins was 5 mm around the circumference. In both sections the pins (1.5 mm diameter welding rods) were made of stainless steel to avoid problems of corrosion. They were glued in precision machined holes and mounted flush to the internal surface of the pipe. However, accuracy of the mounting did not allow the electrodes to be perfectly flush and so machining was needed.

The pairs 3(2) & 5(1) in the test section for the main pipe and the pairs 1(1) & 1(2) and 3(1) & 3(2) in that one for the throat were used by switching the connections so that the intermediate pin could be coupled with two different probes. The sequences of pairs of the two test sections are shown in figures 3.3.1 and 3.3.2. Section 3.3.3 describes the experimental procedure applied.
Figure 3.3.1: Main test section with flush-mounted probes

Figure 3.3.2: Throat test section with flush-mounted probes
A schematic diagram of the arrangement used for the data collection is shown in figure 3.3.3. The arrangement was an AC circuit and, therefore, this excluded the formation of ionic “double layers” during the static calibration. The voltage was applied and filtered by a multiplexed unit designed at the Imperial College of London and used also by Conte (2000). The signal from 5 pairs of probes could be obtained simultaneously and, after filtering by the unit, this was fed to a PC equipped with a multi-channel DAQ card. The signal was driven to this DAQ card by a terminal block. Before calibration, the gains were adjusted to obtain optimal operation in the expected range of heights. Data acquisition was carried on using a program assembled in LABVIEW. Microsoft Excel and programs in QuickBasic were used to process and analyse the data.

![Figure 3.3.3: Sketch of the arrangement for data collection](image)

Calibration of these test sections required the use of two calibration cylinders. These were machined out of a 0.3 m long solid cylinder with the same diameter as the test sections. Starting from one extremity, the diameters of the two cylinders were reduced progressively 4, 3, 2, 1, 0.5 and 0.1 mm. These diameters were 50 mm long, figure 3.3.4 and 3.3.5.

For the calibration each probe test section was located between two 0.3 m long pipes, the three pieces were flanged together and the pipe obtained was closed by a lid on one extremity. The cylinder was inserted in the open cavity and flanged
to it. The gap was filled with water of known conductivity and an external rod, screwed to the cylinder, caused the cylinder to move along the length so that a varying gap of water could be created in front of the probe.

![Figure 3.3.4: Main test section cylinder. Unit in mm](image1)

![Figure 3.3.5: Throat test section cylinder. Unit in mm](image2)

The liquid film thicknesses obtained with the two different solid pipes located into the throat and main test sections are shown in table 3.3.1:

**Table 3.3.1: Film thickness obtained with the cylinders into the two test sections**

<table>
<thead>
<tr>
<th>Liquid film thickness between test section and cylinder</th>
<th>Main test section</th>
<th>Throat test section</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D=38.44 mm</td>
<td>D=19.5 mm</td>
</tr>
<tr>
<td>0.22</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>0.42</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>1.18</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1.7</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td>2.2</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>
Calibrations as well as measurements were taken in groups of 5 probe pairs as the electronic unit allowed 5 signals to be measured simultaneously. The gains were regulated so that in the main section a signal of 5.7 V was recorded for the maximal liquid thickness of 2.2 mm and in the throat section a signal of 4.3 V was recorded for the maximal liquid thickness of 2 mm. The water conductivity was 612 μS/cm.

It is known (Williams, 1990) that cross talk among probes can strongly influence the response of such systems. In other words, if measurements from one probe pair are taken simultaneously to adjacent pairs, the response can be affected. For this reason, in the experimental measurements the probes were coupled and connected to the channels with the same configuration considered for the calibration. A calibration curve was built for each pair of probes in the main and throat test sections, figure 3.3.7 and 3.3.8. The calibration curves were fitted with exponential equations. For film thicknesses less than approximately 0.1 mm, the calibration curves should have linear trend to zero. Thus, the present calibration curves were extrapolated up to 0.1 mm and linear calibrations down to 0 were used for lower film thicknesses.

![Calibration Curve](image)

**Figure 3.3.7:** Calibration curve for flush mounted probes in the main test section showing signal plateau. Conductivity = 612 μS/cm
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Figure 3.3.8: Calibration curve for flush mounted probes in the throat test section showing signal plateau. Conductivity = 612 \( \mu \)S/cm

3.3.2 Wire probe test section and its calibration

The wire probes test section used for the measurement of film thickness at the bottom of the main pipe was a modification of the facility employed by Rea (1998), figure 3.3.9. Use of the wire probe test section was not necessary for the throat of the Venturi since the range of liquid film thickness was much smaller, see results in Chapter 5. Three pairs of stainless steel wires of 0.5 mm diameter were fixed along chords of the main pipe cross-section. The spacing between two wires of a pair was 3 mm and the distance between two analogous wires of two consecutive pairs was 10 mm, with the central pair symmetrical to the vertical diameter. Because the flow pattern was annular, precaution had to be taken to eliminate the route for current at the top of the main pipe, across the thin film. For this reason, each wire was insulated 5 mm from the upper wall with a synthetic and waterproof coating.
The same arrangement for data collection described in the previous section was used for the measurements with the wire probe test section, figure 3.3.3. A different unit was used. Before calibration, the gains were adjusted to obtain optimal operation in the expected range of heights. The maximum nominal signal processed by the system was 7.5 V.

The system was calibrated by flanging the test section with fitted probes between two short pieces of acrylic resin. The extremities were closed with transparent lids to form a cylinder and a graded scale in millimetres was placed from the bottom of the pipe (0 mm) up to 7 mm on both lids. Water was added and removed via a small hole. The cylinder so obtained was held horizontally by two V-Blocks and the level of water was checked by using a spirit level. The reading was taken when the level was the same on both lids. The signals of the 3 pairs of wires were recorded simultaneously for steps of 1 mm.
Calibration of the probes at the periphery of the pipe proved to be more difficult. The curvature of the pipe caused a difference in height of ~2 mm between the bottoms of the two external pairs of wires (A & C), figures 3.3.9. Furthermore, the shape of the film during calibration was flat as opposed to the annular flow conditions. Therefore, it was assumed that the electrode less wetted by the liquid would give the realistic height of the annular film at those locations of the cross-section. Hence, calibration was made for the liquid height at the external electrode.

For the same reason discussed in section 3.3.1 (Williams, 1990), for the experimental measurements, the wires were coupled and connected to the channels with the same configuration considered for the calibration.

Figure 3.3.10 shows the calibration of the three pairs of probes for a conductivity of 612 μS/cm. The trendlines indicate that the relationships between liquid depth and voltage are linear.

![Graph showing calibration lines for the three pairs of probes for a conductivity of 612 μS/cm](image)

**Figure 3.3.10:** Calibration lines for the three pairs of probes for a conductivity of 612 μS/cm
3.3.3 Data acquisition procedure

Particular attention had to be taken in assembling the loop when film thickness measurements were to be made. As the test sections were flanged at some location of the loop, there was concern that irregularities such as gaps and steps could significantly disturb the flow, especially when the film was very thin. Hence, flanges were carefully machined to ensure smooth transition from one section to another one and tightened up to avoid leaks. Moreover, all the electrical connections were checked to make sure of the continuity of the signal from the probes to the terminal block connected to the PC. For every set of flow condition the data acquisition was carried on with a sampling time of 2ms and a recording time of 100s, i.e. samples of 50000 data points.

The measurements of the film thickness in the two sections were carried on separately. For both sections the data acquisition was carried on in two stages: the bottom of the section was measured in the first stage and the top in the second one.

For the main section, the data acquisition was carried on by using both conductance techniques simultaneously. In the first stage, the probes connections used were: 1(1), 2(1), 3(1), 4(1) and 5(1) of the flush mounted test section (figure 3.3.1) and A, B and C of the wire test section, figure 3.3.9. In the second stage, the probes connections used were: 1(2), 2(2), 3(2), 4(2) and 5(2) of the flush mounted test section and A, B and C of the wire test section.

For the throat section, the flush mounted probe test section was use only. The probes connections used in the first stage were 1(1), 2(1), 3(1), 4(1) and 1(2), 2(1), 3(2), 4(1) in the second stage, figure 3.3.2.

Once the data acquisition was carried out, the film thicknesses related to the sample readings were calculated by using the appropriate calibration curves. For every connection, the characteristics of the film thickness were analysed and shown as function of the position around the circumference, see Chapter 5.
3.4 Liquid film flowrate arrangement

The film extraction technique using porous sintered wall unit was employed to determine the film flowrates. The facility used for the measurement was the same employed by Butterworth (1972) and Butterworth & Pulling (1973). The idea was to allow a partial section of the liquid film and an amount of gas to be drawn off from the pipe into a cyclone separator. The liquid rate was determined by timing the flow. Two different partial liquid take off devices were built in brass and equipped with a porous sintered wall over a limited sector of the pipe wall. The pipe unit is shown in figures 3.4.1 and 3.4.2 and the throat unit in figures 3.4.3 and 3.4.4. The units were made of two components. The first one was an external cylinder with an exit for the liquid extracted and the second one was an internal cylinder equipped with the porous wall for the liquid film take off. The latter had two fins glued along the two sides of the porous wall to drive the liquid film and to prevent liquid being sucked in from the sides of the porous section. The height of the fins was 9.5 mm in the main unit and 6.5 mm in the throat unit. The internal cylinder of the main pipe unit had a 38 mm internal diameter and that one of the throat unit had a 19 mm internal diameter. The internal cylinder containing the fins was arranged so that it could be rotated without rotating the rest of the tube. Rotation was facilitated by holes made around a small flange of the internal cylinders. A suitable small rod could be inserted into these holes to effect the rotation. A thin smear of silicone grease spread under the small flange guaranteed a better rotation. Leakages were prevented by O-ring seals located above and under the flange. The liquid flow taken off was led by flexible tubing via a control valve to a small cyclone separator.
Figure 3.4.1: Partial take-off device for the main pipe

Figure 3.4.2: Internal cylinder used for the pipe. Unit in mm
Figure 3.4.3: Partial take-off device for the throat

Figure 3.4.4: Internal cylinder used for the throat. Unit in mm
The unit was operated at eight different positions of the porous wall around the circumference. For the required flow conditions and position of the window, the devices were operated as follow: for different settings of the take-off control valve, the air and water taken off through the window were separated and their flowrates metered. The metering of gas flow was carried out using a rotameter while the liquid flow metering was done by timing the discharge of known volumes of liquid. It was assumed that the intercept of the air/water take-off characteristic with the ordinate gave the film flow over the perimeter between the fins. The argument for this conclusion is that, at this intercept, there is not air removed and hence the droplet flow or the film flow elsewhere cannot be dragged off by the air. Liquid mass flowrates $M_l > 0.0131 \text{ kg/s}$ were not considered since the height of the disturbance waves was greater than the fin height, especially at the bottom of the pipe.

With the above assumption, the local film flowrate per unit width of surface, or peripheral film flowrate, is given by:

$$\Gamma'_x = \omega_l / b$$  \hspace{1cm} (3.1)

where $\omega_l$ is the rate of the liquid film taken off at the intercept and $b$ is the perimeter between the fins. Entrained droplets are also deposited and atomized continuously between the fins. If this is taken into account equation (3.1) becomes:

$$\Gamma_x = \omega_l / b + (R_A - R_D) \cdot a$$  \hspace{1cm} (3.2)

where $R_D$ and $R_A$ are the droplet deposition and atomization per unit of surface between the two fins and $a$ is the length of the window.

According to the theory on atomisation and deposition (see Chapter 2), the rates of deposition and entrainment can be described in terms of the coefficients of deposition and entrainment and the droplet concentration $C$:
\[ R_D = k_D C \quad (3.3) \]
\[ R_A = k_A C \quad (3.4) \]

The droplet concentration can be approximately written as:

\[ C \approx \frac{M_{LE}}{U_{sg}} \quad (3.5) \]

where \( M_{LE} \) is the entrained liquid mass flowrate and \( U_{sg} \) is the superficial gas velocity.

Considering that entrained fraction as:

\[ E = \frac{M_I - M_{LE}}{M_I} = \frac{M_{LE}}{M_I} \quad (3.6) \]

the equation (3.5) can be written as:

\[ C \approx \frac{E \cdot M_I}{U_{sg}} \quad (3.7) \]

Considering this last expression of \( C \) the equation (3.2) can be written as:

\[ \Gamma_x = \omega / b + (k_A - k_D) \cdot \frac{E \cdot M_I}{U_{sg}} \cdot \alpha \quad (3.8) \]

It is easy to realize that in equation (3.8) the term considering the deposition and the entrainment is negligible compared to the peripheral film flowrate and, therefore, it can be neglected. Thus, equation (3.8) becomes:
\[ \Gamma_x = \frac{\omega}{b} \quad (3.9) \]

The value of \( \Gamma_x \) was calculated for eight positions of the window. As the circumferential width of the window was equal to \( 1/8 \)th of the pipe perimeter, the total liquid take-off rate through the cylinder was obtained by summing the eight measurements:

\[ \sum_{x=1}^{8} \Gamma_x \cdot b \quad (3.10) \]

Once known the total liquid take off, the entrained fraction was calculated from equation (3.6) and compared with other analogue values obtained in previous researches.
CHAPTER 4

Liquid Film Flowrate

and

Entrainment

In this Chapter, results of measurements of the liquid film flowrate in the pipe upstream of the Venturi and in the throat of the Venturi are reported. The film extraction technique using a porous sintered wall unit was employed. This technique was previously used by Butterworth (1972). In the experiments described, the effects of liquid flowrate and of pipe inclination were studied. The pipe upstream of the Venturi was positioned with its axis horizontal and at the inclinations of 20°, 45°, 70°, 85° upwards from the horizontal. However, experiments in the throat were carried out only at horizontal and at the inclinations of 45° and 85°. The gas mass flowrates of 0.03 and 0.04 kg/s were examined. These correspond to a gas superficial velocity of 15 and 21.5 m/s in the pipe upstream of the Venturi and to a gas superficial velocity of 61.8 and 86.3 m/s in the throat. The liquid flowrates of 0.0079 and 0.0131 kg/s were examined. These correspond to a liquid superficial velocity of 0.007 and 0.011 m/s in the pipe upstream of the Venturi and to a liquid superficial velocity of 0.028 and 0.046 in the Venturi throat. For these experiments liquid mass flowrates \( M_l > 0.0131 \) kg/s were not taken into consideration since the height of the disturbance...
waves was greater than the fin height, especially at the bottom of the pipe. Gas and liquid velocities were reproduced to an uncertainty of 8.62 and 4.1 %. These high values are due to oscillations of the gas pressure gauge and the liquid rotameters. The error analysis conducted with the method of Taylor (1997) is shown in Appendix C.

To check the symmetry about the vertical plane, both sides of the section were studied and one side was distinguished from the other by positive and negative angle, 0. Table 4.1 shows the eight circumferential positions of the window examined in the experiments. The zero is assumed at the bottom of the pipe. Tables of results are presented in a DVD enclosed with this thesis.

<table>
<thead>
<tr>
<th>Window n°</th>
<th>Angular position 0 (Deg)</th>
<th>Linear position (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-77</td>
<td>-0.0127</td>
</tr>
<tr>
<td>2</td>
<td>-122</td>
<td>-0.0202</td>
</tr>
<tr>
<td>3</td>
<td>-167</td>
<td>-0.0276</td>
</tr>
<tr>
<td>4</td>
<td>148</td>
<td>0.0245</td>
</tr>
<tr>
<td>5</td>
<td>103</td>
<td>0.0170</td>
</tr>
<tr>
<td>6</td>
<td>58</td>
<td>0.0096</td>
</tr>
<tr>
<td>7</td>
<td>13</td>
<td>0.0021</td>
</tr>
<tr>
<td>8</td>
<td>-32</td>
<td>-0.0053</td>
</tr>
</tbody>
</table>

During the measurements, it was essential to ensure that the total liquid was taken out through the porous wall. Thus, the height of the fins had to be higher than the highest waves at the bottom side of the pipe. In order not to have to use excessively high fins, the range of flowrates that could be used was restricted.
A typical take-off result is shown in figure 4.1. In this figure the angle $\theta$ refers to the circumferential position of the centre of the window, see section 3.4 of Chapter 3. The three points in figure 4.1 are obtained for different settings of the off-take control valve. It is assumed that the intercept of the air/water take-off characteristic with the ordinate gives the film flow over the perimeter between the fins.

\[ y = 2.94 \times 10^{-5} x + 8.04 \times 10^{-4} \]

\textbf{Figure 4.1:} Take-off characteristic of the porous sinter wall. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s, angle of inclination=85°, circumferential position of the window $\theta$=148°.

Considering the effect of deposition and atomization of the entrained droplets on the fins to be negligible, the local film flowrate per unit width of surface, or peripheral film flowrate, is given by:

\[ \Gamma_{x} = \frac{\omega_{l}}{b} \]

(4.1)

where $\omega_{l}$ is the liquid film flowrate between the two fins at the intercept with the ordinate, $b$ is the perimeter between the fins. The value of $\Gamma_{x}$ was calculated for eight positions of the window. As the circumferential width of the window was equal
to $1/8^{th}$ of the pipe perimeter, the total flowrate of the liquid film was obtained by summing the eight measurements.

$$\sum_{x=1}^{8} \Gamma_x \cdot b$$

(4.2)

4.1 Results in the pipe upstream of the Venturi

Figures 4.1.1 and 4.1.2 show the variation of the peripheral film flowrate $\Gamma_x$ with the inclination from horizontal, $\alpha$. The abscissa refers to the linear position of the centre of the window while the ordinate refers to the difference between the partial liquid film mass flowrate divided by the width of the window and the droplet deposition per unit width of surface (eq. 4.1). The peripheral film flowrate $\Gamma_x$ is not the true local value but it is an average over perimeter $b$. Figures 4.1.1 and 4.1.2 show that, for the five inclinations analysed, the peripheral liquid film flowrate has the same trend of the film thickness studied and described in chapter 5. A first analysis indicates that, it is higher around the bottom of the pipe, it is decreasing on the sides and it is lower around the top. Profiles are symmetric about the vertical plane for zero. It is also shown that the inclination of the pipe influences the film flowrate around the section. When the pipe is horizontal, the liquid is entirely distributed around the bottom. Thus, the peripheral film flowrate is above zero only at the lower part of the pipe. For higher inclinations the liquid spreads out and the peripheral film flowrate is above zero also along the sides. When the inclination approaches inclination close to vertical the peripheral film flowrate is above zero also along the top.
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Figure 4.1.1: Liquid flow rate variation with the angle of inclination from horizontal. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0079 kg/s

Figure 4.1.2: Liquid flow rate variation with the angle of inclination from horizontal. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s
These results show coherency with the results found for the film thickness distribution presented in Chapter 5. In fact, the profile of the peripheral film flowrate follows the trend of the film thickness profile. This is a logical consequence as the liquid film flowrate between the two fins is given by:

\[ \omega_{l} = \rho_{L} \cdot A_{LFF} \cdot U_{LFF} = \rho_{L} \cdot (b \cdot s) \cdot U_{LFF} \]  

(4.3)

where \( U_{LFF} \) is the peripheral liquid film velocity, \( A_{LFF} \) is the peripheral film area, \( b \) is the width of the window and \( s \) is the film thickness. \( A_{LFF} \) is given by:

\[ A_{LFF} = (A_{LF})/8 \]  

(4.4)

where \( A_{LF} \) is the total liquid film area.

Dividing equation 4.3 by the perimeter \( b \), the peripheral film flowrate is obtained:

\[ \Gamma_{x} = \omega_{l} / b = \rho_{L} \cdot s \cdot U_{LFF} \]  

(4.5)

The availability of both film thickness and film flowrate data would also enable an interesting comparison of results. Once \( \omega_{l} \) and \( s \) are determined experimentally, the variation of \( U_{LFF} \) can be analysed by equation 4.3. This study was not carried on because the measurements of the partial film flowrates were taken at circumferential locations different from those considered for the film thickness.
The study of film thickness on Chapter 5 shows that the liquid film thickness decreases with increasing gas mass flowrate, especially at the bottom. Therefore, for a fixed liquid mass flowrate and a fixed inclination, the peripheral film flowrate would be expected to decrease with increasing $M_g$, see equation 4.5. In fact, in annular two-phase flow, a higher gas flow results in more liquid entrained and less liquid film. However, figures 4.1.3 and 4.1.7 show that, for the range of total liquid flowrates considered, the peripheral film flow rate $\Gamma_x$ does not vary considerably with the gas mass flowrate, $M_g$. Variations would be more remarkable with higher ranges of liquid mass flowrate.

![Figure 4.1.3: Liquid flow rate variation with gas mass flowrate in the main section.](image)

Liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=0°
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Figure 4.1.4: Liquid flow rate variation with gas mass flowrate in the main section. Liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=20°

Figure 4.1.5: Liquid flow rate variation with gas mass flowrate in the main section. Liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=45°
Figure 4.1.6: Liquid flow rate variation with gas mass flowrate in the main section. Liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=70°

Figure 4.1.7: Liquid flow rate variation with gas mass flowrate in the main section. Liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=85°
Figures 4.1.8 to 4.1.12 show that an increasing liquid mass flowrate results in a higher peripheral flowrate, $\Gamma_x$. However, at the five inclinations considered, this variation is not uniform around the section. Figures 4.1.8 illustrates that, in horizontal flow, there is a variation of $\Gamma_x$ only at the bottom of the pipe. Figures 4.1.9 to 4.1.11 show that $\Gamma_x$ increases with $M_l$ also along the two sides at higher inclinations. In figure 4.1.12 is illustrated that in $85^\circ$ inclined flow $\Gamma_x$ increases around the entire section but the variation is still bigger at the bottom. Moreover, at this inclination the circumferential distribution of $\Gamma_x$ becomes more uniform.

**Figure 4.1.8:** Liquid flow rate variation with liquid mass flowrate in the main section. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=$0^\circ$
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Figure 4.1.9: Liquid flow rate variation with liquid mass flowrate in the main section. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=20°
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Figure 4.1.10: Liquid flow rate variation with liquid mass flowrate in the main section. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=45°
Figure 4.1.11: Liquid flow rate variation with liquid mass flowrate in the main section. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=70°

Figure 4.1.12: Liquid flow rate variation with liquid mass flowrate in the main section. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=85°
Figure 4.1.13 and 4.1.14 show the variation of the entrained fraction with the angle of inclination. It is evident that the orientation of the pipe has a very small effect on the liquid entrainment. To understand the reasons of this, it is essential to examine the process of drop creation. In annular flow, the majority of drops are created from the wall film by the action of gas flowing over it. However, drops are not created from the entire film interface, but very specifically they arise from disturbance waves. The most conclusive proof that waves are the source of drops was provided by Azzopardi & Whalley (1980). They noticed that no drops were created without presence of waves. In Chapter 5, the effect of inclination on the disturbance wave characteristics is investigated. It is noticed that in horizontal flow the film is wetted by large disturbance waves only at the lower half of the pipe and it is flat at the top. When the inclination is increased, the amplitude of waves decreases at the lower side of the pipe and, at the periphery, it is observed the formation of new waves. When the pipe approaches inclination close to vertical, the potential energy of the liquid rises\(^1\) and big waves are present around the entire section. Thus, the interaction between these waves and the gas at the upper half of the pipe balances the lower interface at the bottom. Therefore, although the shear between liquid and gas is higher in 85° inclined pipe, the total friction between waves and gas can be considered the same as in the other inclinations. Also the wave frequency plays an important role in the formation of liquid droplets. In fact, the higher it is the number of the waves passing through the channel in a certain time, the bigger it is the atomization. In Chapter 5, power spectra density of film thickness show that the wave frequency is not influenced by inclination at low liquid mass flowrate (\(M_l < 0.0317 \text{ kg/s}\)). The fact that both friction between waves and gas and wave frequency are not varying considerably with inclination is the reason of the trend of the entrained fraction shown in figure 4.1.13 and 4.1.14. Liquid entrained is not influenced by pipe orientation and shows a horizontal linear profile at the gas and liquid mass flowrates

\(^1\) As a result, larger forces are required to move the liquid compared to horizontal flow.
considered. Higher values of liquid velocity could give more significant variations of liquid entrainment. However, the characteristics of the porous sintered wall unit were not suitable for higher liquid mass flowrates.

**Figure 4.1.13:** Entrained fraction variation with angle of inclination from horizontal and gas mass flowrate in the main section. Liquid mass flowrate=0.0079 kg/s

**Figure 4.1.14:** Entrained fraction variation with angle of inclination from horizontal and gas mass flowrate in the main section. Liquid mass flowrate=0.0131 kg/s
Govan (1990) showed that the entrained fraction is proportional to the liquid film flowrate $M_{LF}$ by the following equation:

$$R_A = K \cdot (M_{LF} - M_{LFC})^{0.74}$$

where $R_A$ is the rate of atomization, $K$ is a coefficient, $M_{LF}$ is the liquid film flowrate and $M_{LFC}$ the is the critical film flowrate. Moreover, in inclined pipes the portion of the pipe where the liquid entrainment takes place varies with inclination. In 85° inclined pipe, there is liquid entrainment from the entire pipe circumference. In horizontal flow the liquid entrainment occurs only at the lower half of the pipe. This is a consequence of the film distribution. A more detail analysis can be done considering the local film flowrate, $M_{LF}(\theta)$ and comparing it with the critical film flowrate, $M_{LFC}$. This study gives the portion of pipe where the liquid entrainment occurs, $R_A > 0$. The experimental study gives evidence of presence of liquid until $\theta = 45^\circ$ in horizontal flow. However, more accurate information on the exact portion of pipe cannot be given because of the "spot" measurements of the liquid film flowrate.

Other researchers such as, Paras & Karabelas (1991), Ousaka & Kariyasaki (1992), Ribeiro et al. (1995) and Azzopardi et al. (1997) studied the entrainment in horizontal and inclined annular flow. Azzopardi et al. (1997) have been used light scattering measurements to determine entrained liquid flowrates in annular gas-liquid flow. Data have been obtained for vertical upwards flow and horizontal as well as inclined flow at 10° intervals in between. Their data showed that the entrained liquid flux increases with increasing liquid mass flux. Figure 4.2.19 illustrates a comparison between the present data and those of Azzopardi et al. (1991). Both results show that the entrained liquid flux has a remarkably little variation with the inclination.
In chapter 5, the study on the film thickness shows that the area $A_{LF}$ of the liquid film does not vary considerably with inclination. In horizontal flow, a higher annular area $A_{LF}$ would be expected since the liquid is more easily moved than in other inclinations. On the other hand, a higher area $A_{LF}$ means a higher liquid entrained. This two opposing effects result in a non-remarkable variation of $A_{LF}$ with the inclination, $\alpha$. The fact that both entrained fraction and liquid film area do not change with the pipe orientation leads to the conclusion that the effect of inclination on the film mass flowrate and consequently on the film velocity\(^2\) is not significant. However, further studies on the liquid film velocity are required. The variation of $M_{LF}$ with $\alpha$ can also be indicated by superimposing graphics which show $\Gamma_z$ for different inclinations and analysing them using light.

In gas-liquid phase flow, an increment of gas mass flowrate results in a stronger action of the gas on the liquid film. In fact, a higher value of $M_g$ has the effect to increase the number of droplets stripped off the film. Figures 4.1.15 and 4.1.16 show that the entrained fraction $E$ increases with the gas mass flowrate, $M_g$. It is also shown that, at the five inclinations analysed, $E$ increases with $M_g$ with the same trend. This means that the variation of $E$ with the gas flowrate does not change considerably with the angle of inclination. In figure 4.1.15 the points lie on the same line. This is because the liquid entrainment does not vary with the inclination.

\(^2\) The liquid film velocity is related to the liquid mass flowrate and to the liquid film area by the mass flowrate equation of the liquid film: $M_{LF} = \rho_l \cdot A_{LF} \cdot U_{LF}$
Figure 4.1.15: Entrained fraction variation with gas mass flowrate and pipe inclination in the main section. Liquid mass flowrate=0.0079 kg/s

Figure 4.1.16: Entrained fraction variation with gas mass flowrate and pipe inclination in the main section. Liquid mass flowrate=0.0131 kg/s
Azzopardi et al. (1997) found that, at gas mass flowrates higher than those considered in this work, the liquid entrained increases with $M_g$. It was also found that, for higher liquid mass flowrates, the liquid entrained increases also at lower gas mass flowrates.

Figure 4.2.17 shows the comparison between the present data in horizontal flow and the data of Ribeiro et al. (1995). The results show that the entrained fraction $E$ increases with the gas mass flux. It is also evident that, at higher liquid mass flux, the entrained fraction increases more rapidly with the mass gas flux. This trend is less marked in the throat.

Figures 4.1.17 and 4.1.18 show that the entrained fraction increases with the liquid mass flowrate, $M_l$. This means that when the value of $M_l$ is increased the liquid entrained into the gas core increases consequently. A higher value of $M_l$ results in more liquid moved along the channel and this has the effect to produce a higher annular area $A_{LF}$ and a higher liquid entrainment. Figures 4.1.17 and 4.1.18 show that the trend of $E$ with $M_l$ does not change considerably with the inclination, $\alpha$. Moreover, the entrained fraction $E$ does not vary considerably with $\alpha$, figure 4.1.13 and 4.1.14.

Figure 4.2.18 show the comparison between the present data in the horizontal flow and the data of Ribeiro et al. (1995). The results show that the entrained fraction $E$ initially increases with the liquid gas flux and after tends to remain constant with increasing liquid mass flux.
Figure 4.1.17: Entrained fraction variation with liquid mass flowrate in the main section. Gas mass flowrate=0.03 kg/s

Figure 4.1.18: Entrained fraction variation with liquid mass flowrate in the main section. Gas mass flowrate=0.04 kg/s
4.2 Results in the throat of the Venturi

Figures 4.2.1 and 4.2.2 show how the peripheral liquid mass flow rate $\Gamma_x$ varies with the inclination in the throat of the Venturi. The abscissa refers to the linear position of the centre of the window while the ordinate refers to the liquid film flowrate measured by the window divided by the width of the window. The peripheral film flowrate $\Gamma_x$ is not the true local value but it is an average over perimeter b. To check the symmetry about the vertical plane, both sides of the channel are studied and one side is distinguished from the other by positive and negative angle $\theta$, table 4.1. Figures 4.2.1 and 4.2.2 show that the profiles are symmetric about zero. The peripheral film flowrate has the same trend of the film thickness studied and described in Chapter 5. For the three inclinations analysed, the peripheral liquid film flowrate is higher around the bottom side of the throat, it is decreasing on the sides and it is lower around the top. These results show coherency with the results found for the main pipe. However, the variations of the peripheral flow rate in the throat are less marked than those found in the main pipe. This is due to the different diameters of the two sections. In fact, the liquid is more easily moved at the top when the area of the channel is smaller. In a smaller channel the gravitation forces that keep the liquid at the bottom are lower and, therefore, the peripheral film flowrate $\Gamma_x$ is more uniform around the section. Once known the eight peripheral liquid flowrates around the circumference, the liquid film mass flowrate $M_{LF}$ is calculated by the equation 4.2. The variation of $M_{LF}$ with the inclination $\alpha$ can also be indicated by superimposing the graphics which show the variation of $\Gamma_x$ around the throat cross-section for different inclinations and analysing them using light.
Figure 4.2.1: Liquid flow rate variation with the angle of inclination from horizontal. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0079 kg/s

Figure 4.2.2: Liquid flow rate variation with the angle of inclination from horizontal. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s
Figures 4.2.3 and 4.2.4 show that, for a total liquid flowrate, $M_l$, the peripheral film flow rate $\Gamma_x$ slightly increases with $M_g$ around the bottom. Around the rest of the section there are not evident changes. The increments at the bottom of the throat are slightly more significant than those found in the main pipe. This is due to the different cross section area of the two pipes. It can be said that the variations of $\Gamma_x$ with $M_g$ are more significant in a smaller channel. However, these variations would be more remarkable with higher ranges of total liquid flowrate.

![Graph showing liquid flow rate variation with gas mass flowrate in the throat section.](Image)

**Figure 4.2.3**: Liquid flow rate variation with gas mass flowrate in the throat section. Liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=0°
Figure 4.2.4: Liquid flow rate variation with gas mass flowrate in the throat section. Liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=45°

Figure 4.2.5: Liquid flow rate variation with gas mass flowrate in the throat section. Liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=85°
Figures 4.2.6 to 4.2.8 show how the peripheral liquid mass flowrate $\Gamma_x$ increases with the liquid flowrate $M_l$, especially at the bottom of the pipe. An increment of $M_l$ results in a higher liquid entrainment and also in a bigger film annular area $A_{LF}$ as shown in Chapter 5. Figures 4.2.6 and 4.2.7 illustrate that the variation of $\Gamma_x$ with $M_l$ is remarkable only at the bottom side of the pipe. Figure 4.2.8 illustrates that in 85° inclined flow the increment of $\Gamma_x$ with $M_l$ is equal around the entire section. Moreover, at this inclination the peripheral film flowrate becomes more uniform. These results agree with those found for the main pipe.

Figure 4.2.6: Liquid flow rate variation with liquid mass flowrate in the throat section. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=0°
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Figure 4.2.7: Liquid flow rate variation with liquid mass flowrate in the throat section. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=45°

Figure 4.2.8: Liquid flow rate variation with liquid mass flowrate in the throat section. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=85°
Figures 4.2.9 and 4.2.10 show the variation of the entrained fraction $E$ with the pipe orientation. It is evident that the effect of the inclination is more remarkable in the throat than in the pipe upstream the Venturi. The highest entrained fraction would be expected in $85^\circ$ inclined flow. In fact, this is the condition with highest shear between gas and liquid. This study shows that the horizontal flow is the condition with the lowest liquid entrained. Moreover, figures 4.2.9 and 4.2.10 show that the entrained fraction in the throat has the highest value in $45^\circ$ inclined pipe. This result is a consequence of the chaotic and unstable two-phase flow in the throat. The annular flow is not fully developed in this section and the presence of the convergence upstream contributes to disturb significantly the flow.

![Diagram](image.png)

Figure 4.2.9: Entrained fraction variation with inclination from horizontal in the throat section. Liquid mass flowrate=$0.0079$ kg/s
Figures 4.2.11 and 4.2.12 show that, in the throat, the entrained fraction $E$ increases with the gas flowrate, $M_g$. This is an obvious effect as the increment of $M_g$ results in a stronger interaction between gas and liquid with consequent more liquid entrainment. It is also shown that, for the three inclinations analysed, the variation of $E$ with $M_g$ has the same trend. In other words, the variation of $E$ with the gas mass flowrate does not change considerably with the angle of inclination. This shows coherency with the results of the main pipe. Figures 4.2.11 and 4.2.12 also show that, the points do not lie on the same curve. The reason is that, in the throat, the entrained fraction $E$ varies with inclination, figure 4.2.8 and 4.2.9.
Figure 4.2.11: Entrained fraction variation with gas mass flowrate in the throat section. Liquid mass flowrate=0.0079 kg/s

Figure 4.2.12: Entrained fraction variation with gas mass flowrate in the throat section. Liquid mass flowrate=0.0131 kg/s
Figures 4.2.13 and 4.2.14 show that the entrained fraction, E increases with liquid mass flowrate, $M_l$. This means that when the value of $M_l$ is increased the liquid entrained into the main gas core increases consequently. A higher value of $M_l$ results in more liquid moved along the channel and this has the effect to produce a higher film area $A_{LF}$ and a higher liquid entrainment. Figures 4.2.13 and 4.2.14 also show that the increment of the entrained fraction with the variation of $M_l$ does not change considerably with inclination. Figures 4.2.15 and 4.2.16 show the effect of the gas and liquid mass flux on the entrained fraction both in the pipe and in the Venturi throat. It is evident how the effect of the flow conditions on the liquid entrainment is larger in the throat.

Figure 4.2.13: Entrained fraction variation with liquid mass flowrate in the throat section. Gas mass flowrate=0.03 kg/s
Figure 4.2.14: Entrained fraction variation with liquid mass flowrate in the throat section. Gas mass flowrate=0.04 kg/s

Figure 4.2.15: Entrained fraction variation with the gas mass flux. Angle of inclination=0°.
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**Figure 4.2.16:** Entrained fraction variation with the liquid mass flux. Angle of inclination=0°.

**Figure 4.2.17:** Entrained fraction variation with the gas mass flux. Angle of inclination=0°. Open symbols are the present data. Coloured symbols are data of Ribeiro et al. (1995) [i.d.=32mm]
Figure 4.2.18: Entrained fraction variation with the liquid mass flux. Angle of inclination=0°. Open symbols are the present data. Coloured symbols are data of Ribeiro et al. (1995) [i.d.=32mm]

Figure 4.2.19: Entrained fraction variation with inclination. Gas velocity=21.5 m/s. Open symbols are the present data. Coloured symbols are data of Azzopardi et al. (1997)
CHAPTER 5

Liquid Film Thickness Results

As noted in Chapter 2, in contrast to the numerous investigations of film thickness in horizontal or near horizontal flow where circumferential variations have been reported, only one paper provides such data for steeply inclined pipes, Paz & Shoham (1994). This chapter goes some way to rectifying this lack of data and reports information of film thickness in a 38 mm i.d pipe at inclinations of 0°, 30°, 45°, 60° and 85° from horizontal. The circumferential variation that occurs when the same flows pass through the throat of a Venturi is also reported. In this latter case the measurements were made at inclinations of -2°, 0°, 2°, 30°, 45°, 60° and 85° from the horizontal. For the pipe upstream of the Venturi, both the parallel wire and the flush-mounted pin electrode arrangements were employed. For the throat of the Venturi, only the second technique was used.

The gas mass flowrates employed and the corresponding superficial velocities in the pipe and in the Venturi throat are given in table 5.1. The same liquid flowrates were used at all gas flowrates. These, together with the corresponding superficial velocities are given in table 5.2.
Table 5.1: Gas mass flowrates and gas velocities

<table>
<thead>
<tr>
<th>Gas mass flowrate (kg/s)</th>
<th>Gas velocity in the pipe (m/s)</th>
<th>Gas velocity in the throat (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.03</td>
<td>15</td>
<td>61.8</td>
</tr>
<tr>
<td>0.04</td>
<td>21.5</td>
<td>86.3</td>
</tr>
</tbody>
</table>

Table 5.2: Liquid mass flowrates and liquid velocities

<table>
<thead>
<tr>
<th>Liquid mass flowrate (kg/s)</th>
<th>Liquid velocity in the pipe (m/s)</th>
<th>Liquid velocity in the throat (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0079</td>
<td>0.007</td>
<td>0.028</td>
</tr>
<tr>
<td>0.0131</td>
<td>0.011</td>
<td>0.046</td>
</tr>
<tr>
<td>0.0317</td>
<td>0.028</td>
<td>0.111</td>
</tr>
<tr>
<td>0.0527</td>
<td>0.046</td>
<td>0.185</td>
</tr>
<tr>
<td>0.0899</td>
<td>0.079</td>
<td>0.317</td>
</tr>
</tbody>
</table>

5.1 Results in the pipe upstream of the Venturi

For each experimental run, the liquid film thickness in the main section was measured at thirteen locations by using ten pairs of flush-mounted probes and three pairs of wire probes. Chapter 3 shows the details of the two test sections and the exact positions of the probes.

A typical time series of film thickness is shown in figure 5.1.1. As can be seen, due to the utilization of a high speed data acquisition system, the data clearly depict the complex wavy structure of the annular flow interface. In the present study, several characteristics of the film thickness are studied. One of these, the time average, is given by a horizontal line, figure 5.1.1. The raw data of film thickness are enclosed in the DVD.
Figure 5.1.1: Film thickness signal in the main section. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=45°, wires B

Figure 5.1.2: PDF of film thickness in the main section. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=45°, wires B
Figure 5.1.2 shows the probability density function (PDF) of the film thickness trace in figure 5.1.1. The PDF shows the probability of occurrence of a liquid film of height $h$. The most probable value represents the base film thickness of the trace. In figure 5.1.2 the average film thickness (2.41mm) is bigger than the base film thickness (1.45mm). Figure 5.1.2 also shows that the average film thickness is closer to the base film thickness than to the thicker values at the wave peaks. From this it can be deduced that wave amplitude is several times the mean and base film thickness as reported by Hewitt & Nicholls (1964) for vertical flow and by Pearce (1979) for horizontal flow.

The data presented in figure 5.1.1 clearly suggested that, at the bottom, the wave structure is dominated by large disturbance waves. The present study shows that, at relatively small gas flowrates, where gravity is important, these waves are very pronounced, especially along the lower half of the pipe. Moreover, their amplitude and frequency depend on liquid mass flowrate and pipe inclination. In the present study, the wave height $h_w$ is measured from the base film thickness. In Nencini & Andreussi (1983) and in Paras & Karabelas (1991) the wave height is measured from the pipe surface and the amplitude of the waves is defined as one-half the height difference $\Delta h$ between a minimum in the film trace and the subsequent maximum.

In figures 5.1.3 to 5.1.5 the average film thickness is plotted in polar coordinates in a cross-section of the pipe. These figures present the film distribution around the circumference and show the changes with the pipe inclination. The cross-section of the pipe is also done in polar coordinates. A linear interpolation is applied between the measured points\(^1\).

\(^1\) By using polar coordinates the linear interpolation of the liquid film thickness leads to arcs.
Figure 5.1.3: Average liquid film thickness distribution in the main section. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0079 kg/s

Figure 5.1.4: Average liquid film thickness distribution in the main section. Gas mass flowrate=0.04 kg/s, liquid gas mass flowrate=0.0131 kg/s

Figure 5.1.5: Average liquid film thickness distribution in the main section. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0317 kg/s
Figures 5.1.3 to 5.1.5 illustrate the effect of the inclination angle on the liquid film thickness around the pipe periphery. The variation of the liquid film thickness with the two highest liquid mass flowrates (table 5.2) is not shown because the liquid film was higher than 2 mm and this caused the saturation of the probes. The film distribution is not symmetrical for the three inclinations shown. Clearly, as the inclination angle deviates from horizontal, the film thickness distribution becomes less pronounced at the bottom. Due to gravity the film thickness decreases at the bottom and increases at the top. Figures 5.1.3 to 5.1.5 show that the profile of the film thickness does not change significantly when the inclination is increased from $0^\circ$ to $45^\circ$. At both inclinations, the liquid film is mainly located at the bottom. In $85^\circ$ inclined flow, the liquid film is less thick at the bottom and thicker at the top but it is still not uniform. Although this presentation is useful for giving an idea of how, in a mean sense, the liquid film varies into the pipe cross section, it is not easy to quantify the information. For this reason, Fukano & Ousaka (1989) presented their data on film circumferential distribution in logarithmic scale.

Because of the lack of quantitative information of figures 5.1.3 to 5.1.5, subsequent results will be illustrated in Cartesian coordinates, e.g., figure 5.1.6. Here, the abscissa is the angular position of the middle point between the probes and the zero is assumed at the bottom of the pipe. The profile has the shape of a “bell” and it is symmetric at zero.

Figures 5.1.7 to 5.1.11 show, in Cartesian coordinates, the variation of the time average film thickness that occurs when the inclination angle varies from horizontal to $85^\circ$. It is evident that the film thickness is not uniform. Due to gravity the liquid film tends to flow around the upper part of the pipe. This results in a thicker film at the bottom and a thinner film at the top. Also the $85^\circ$ inclined flow shows this trend.
Figure 5.1.6: Liquid film thickness distribution. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=45°

Figure 5.1.7: Liquid film thickness variation with angle of inclination from horizontal. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0079 kg/s
Figure 5.1.8: Liquid film thickness variation with angle of inclination from horizontal. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s

Figure 5.1.9: Liquid film thickness variation with angle of inclination from horizontal. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0317 kg/s
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Figure 5.1.10: Liquid film thickness variation with angle of inclination from horizontal. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0527 kg/s

Figure 5.1.11: Liquid film thickness variation with angle of inclination from horizontal. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0899 kg/s
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The void fraction can be obtained from the film thickness data:

\[
\varepsilon_s = 1 - \frac{A_{LF}}{A_i} = 1 - \frac{4}{\pi \cdot D_i^2} \int_0^{2\pi} s \cdot d\theta
\]  

(5.1)

where \( A_{LF} \) is given by:

\[
A_{LF} = \int_0^{2\pi} s \cdot d\theta
\]  

(5.2)

These calculations show that there is not remarkable variation of \( A_{LF} \) with the pipe inclination, \( \alpha \). In horizontal flow, a higher annular area \( A_{LF} \) would be expected since the liquid is more easily moved than in other inclinations. On the other hand, a higher area \( A_{LF} \) means a higher liquid entrained. This two opposing effects result in an insignificant variation of \( A_{LF} \) with inclination. This very small variation of \( A_{LF} \) with \( \alpha \) can be clearly seen by superimposing figure 5.1.3 to 5.1.5 and analysing them using light. The fact that the liquid film area and, therefore, the void fraction do not vary with inclination is related to the very small change of entrained fraction with the pipe orientation. However, in order to give quantitative information, it is fundamental the analysis of the liquid film velocity with varying inclination. This analysis was not carried on in the present study but it can be conducted with a second test section located downstream. Once known the effect of the pipe orientation on the film velocity, \( U_{LF} \), an unambiguous relation between \( A_{LF} \) and the entrained fraction can be given at varying inclination. However, with regards to the entrained fraction it can be asserted that the insignificant effect of the inclination on \( E \) is due to the small variation with inclination of the friction at the gas-liquid interface and of wave frequency, see Chapter 4.

---

Liquid film mass flowrate, liquid film area and liquid film velocity are all related together:

\[ M_{LF} = \rho_{LF} A_{LF} U_{LF} \]
Figures 5.1.12 to 5.1.16 show the variation of the average film thickness with liquid mass flowrate, $M_l$. As $M_l$ increases, the film thickness distribution changes around the pipe and the annular film becomes higher. The film thickness increases particularly along the bottom of the pipe because the gravity forces tend to keep the liquid along this side.

**Figure 5.1.12:** Liquid film thickness variation with liquid mass flowrate. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=0°
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| Liquid Mass Flow rate (kg/s) | ○ 0.0079  □ 0.0131  △ 0.0317  ○ 0.0527  ● 0.0899 |

**Figure 5.1.13:** Liquid film thickness variation with liquid mass flowrate. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=30°

**Figure 5.1.14:** Liquid film thickness variation with liquid mass flowrate. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=45°
Figure 5.1.15: Liquid film thickness variation with liquid mass flowrate. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=60°

Figure 5.1.16: Liquid film thickness variation with liquid mass flowrate. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=85°
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Figure 5.1.17 shows a comparison between the present data and the data of Paz & Shoham (1994). The data show the variations of the liquid film thickness at the bottom with the liquid superficial velocity. The pipe inclination considered is 60°. The comparison shows a good agreement of the three sets of results.

Figure 5.1.17: Variation of film thickness at the bottom with liquid superficial velocity. Angle of inclination from horizontal=60°. Open symbols are the present data. Filled symbols are data of Paz & Shoham (1994)

Figures 5.1.18 to 5.1.22 show that the height of the liquid film decreases when the gas mass flowrate is increased. This is due to the action of the gas on the liquid film which increases the atomization at the gas-liquid interface. The gas strips liquid off the waves and the droplets, so formed, are dragged into the main gas core, see figure 2.3.1. This results in a less thick film around the section and in a higher liquid entrained. The annular area $A_{LF}$ occupied by the liquid film is obtained by integrating the liquid film thickness around the section perimeter, see equation 5.2. These calculations show that $A_{LF}$ decreases with the gas mass flowrate, $M_g$. 
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**Figure 5.1.18:** Liquid film thickness variation with gas mass flowrate. Liquid mass flowrate=0.0079 kg/s, angle of inclination from horizontal=0°

**Figure 5.1.19:** Liquid film thickness variation with gas mass flowrate. Liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=0°
Figure 5.1.20: Liquid film thickness variation with gas mass flowrate. Liquid mass flowrate=0.0317 kg/s, angle of inclination from horizontal=0°

Figure 5.1.21: Liquid film thickness variation with gas mass flowrate. Liquid mass flowrate=0.0527 kg/s, angle of inclination from horizontal=0°
Figure 5.1.22: Liquid film thickness variation with gas mass flowrate. Liquid mass flowrate=0.0899 kg/s, angle of inclination from horizontal=0°

With the range of gas mass flowrates considered in this study, the film thickness distribution is very asymmetric; it changes little in the upper half of the tube; and reduces drastically between the bottom and the side of the tube. The study of liquid film thickness at higher gas velocity ($U_{sg} > 20$ m/s) would be of particular interest. However, the limitations of the main air supply did not allow higher ranges of gas flowrates. Paras & Karabellas (1991) showed the reduction of liquid film thickness with increasing gas velocity ($31 \text{ m/s} \leq U_{sg} \leq 66 \text{ m/s}$) in a 50.8 mm i.d. horizontal pipe. They also found that the amplitude of waves is greater at lower gas mass flowrate. Their data pointed out the large influence of gravity on liquid distribution at relatively low gas velocity. For low gas velocity ($U_{sg} < 40$ m/s) and liquid velocity between 0.019 and 0.2 m/s, the liquid film was highly asymmetric due to gravity. As the mass flowrate was increased, the liquid film height, as well as the rest of the film properties, tended to be distributed more uniformly around the circumference, implying that the role of gravity was almost negligible under those conditions. For instance, at $U_{sg} > 50$ m/s the film thickness at the top of the pipe was almost 80% of
the value at the bottom. In the present study, for the low range of gas rates considered, the influence of gravity is very high. A small deviation from vertical (85° from horizontal) has the effect to give a non-uniform circumferential distribution of the liquid film thickness.

Many researchers have pointed out that local film thickness at a specific circumferential location is, for practical purposes, equal to the average film thickness. For Paras & Karabelas (1991) this location is approximately 60° from the pipe bottom. The same result was obtained by Andritsos (1986) in 25 mm i.d pipe. Sekoguchi et al. (1982) also reported a similar characteristic value (θ=60) obtained in a 26 mm i.d. pipe. In this study, although no measurements were taken at 60°, the film thickness at 48.24° from the bottom shows a satisfactory approximation. The characteristic value for large diameter (i.d > 60 mm) pipe appears to be smaller.

In order to give a more detailed examination of the liquid film characteristics as well as of the disturbance waves two selected cases of data are presented. The first is shown in figures 5.1.23 to 5.1.27. Here, different time series of film thickness are shown. However, figure 5.1.27 shows the liquid film trace only at the locations measured by wires B and C. In this figure, the characteristics of the film at the other locations are not presented because the liquid film was higher than 2 mm and this caused the saturation of the probes. Gas and liquid mass flowrates are respectively \( M_g = 0.04 \text{ kg/s} \) and \( M_l = 0.0131 \text{ kg/s} \). Five film thickness traces measured at locations between 0° and 180° are presented. The first two are measured by wires B and C, the other three by probes 3(2), 4(2) and 5(2). Figures 3.3.1 and 3.3.9 of Chapter 3 show the angular positions of the probes.
Figure 5.1.23: On the right variation of film thickness with time and on the left probability density function of film thickness. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s and angle of inclination from horizontal=0°
Figure 5.1.24: On the right variation of film thickness with time and on the left probability density function of film thickness. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s and angle of inclination from horizontal=30°
Figure 5.1.25: On the right variation of film thickness with time and on the left probability density function of film thickness. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s and angle of inclination from horizontal=45°
Figure 5.1.26: On the right variation of film thickness with time and on the left probability density function of film thickness. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s and angle of inclination from horizontal=60°
Figure 5.1.23 shows that in horizontal flow the film at the bottom (wires B and C) is very agitated and is characterized by rather regular disturbance waves with high peaks, see table 5.1.1. In contrast, at the other locations around the pipe, the film measured by probes 3(2), 4(2) and 5(2) is very thin, waves are not present and the wall is wetted by liquid droplets. The transition from disturbed liquid film (along the lower half of the pipe) to flat one (along the upper part) is shown clearly with the probability density functions (PDF) of the film thickness traces. Moving from the bottom to the top of the pipe, the peak of the PDF becomes more dominant and the base film thickness have a higher probability of occurrence. The PDF has its peak at a film thickness of 1.51 mm at the bottom and at a film thickness of 0.06 mm at the top. Those two values are the base film thicknesses. Once the base film thickness is known, the wave height is calculated by the difference between local film thickness and base film thickness. The average wave height is maximum at the bottom where the waves are 10 times higher than the base film thickness. Base film thickness and
average wave height are shown respectively with a black and a red line. The characteristics of the film thickness are shown in table 5.1.1. Figure 5.1.5 shows that the characteristics of the film in 30° inclined flow are slightly different from those of horizontal flow. In 30° inclined flow the film is still characterized by disturbance wave pattern at the lower part of the pipe (wires B and C). Table 5.1.1 shows that the base and average thickness of the film measured by wires B are lower at this inclination compared to horizontal flow while those of the film measured by wires C are higher. Also the characteristics of the waves (highest peak and average) follow the same trend. This is in accord with the effect of the pipe orientation on the liquid film. At the location measured by probes 3(2) the film is wetted periodically by small waves (or surges) of much lower frequency (of the order of 1Hz), with film draining down between these surges, Jayanti (1990). At the top, the liquid film measured by probes 5(2) is very thin and flat. Figure 5.1.6 shows the characteristics of the film thickness for a pipe inclination of 45°. The liquid film at the lower part of the pipe (wires B and C) is still characterized by disturbance wave pattern. At the side of the pipe the film measured by probes 3(2) is wetted periodically by big waves with film draining down between these waves. At the top, the film is thin and flat. Figure 5.1.7 shows that, for a pipe inclination of 60°, the film is wetted by regular disturbance waves along the lower half of the pipe. At the location measured by probes 3(2), the average liquid film thickness is increased and the film is regularly disturbed by big waves. However, the characteristics of the film measured at this location are not shown in figure 5.1.7 because of the saturation of the probes. At the location measured by probes 4(2), the film is wetted periodically by surges with film draining down between these small waves. At the top the liquid film measured by probes 5(2) is thin with a small presence of surges. At the inclination of 85°, a wavy liquid film is present around the entire section of the pipe. Figure 5.1.8 shows the liquid film trace only at the locations measured by wires B and C. The characteristics of the film at

---

3 The average wave height was not calculated for the other locations measured by probes 3(2), 4(2) and 5(2).
the other locations are not presented in table 5.1.1 because the liquid film was higher than 2 mm and this caused the saturation of the probes.

**Table 5.1.1:** Characteristics of the liquid film at different inclinations, gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s

<table>
<thead>
<tr>
<th></th>
<th>α</th>
<th>Wires B</th>
<th>Wires C</th>
<th>3(2)</th>
<th>4(2)</th>
<th>5(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Base</strong></td>
<td>0</td>
<td>1.51</td>
<td>0.91</td>
<td>0.1</td>
<td>0.1</td>
<td>0.06</td>
</tr>
<tr>
<td><strong>Film Thickness (mm)</strong></td>
<td>30</td>
<td>1.42</td>
<td>1.11</td>
<td>0.11</td>
<td>0.11</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>1.4</td>
<td>1.16</td>
<td>0.16</td>
<td>0.11</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>1.25</td>
<td>1.25</td>
<td>0.27</td>
<td>0.11</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>85</td>
<td>1.18</td>
<td>1.09</td>
<td>Saturated</td>
<td>Saturated</td>
<td>Saturated</td>
</tr>
<tr>
<td><strong>Occurrence based on the first decimal %</strong></td>
<td>0</td>
<td>6.8</td>
<td>13.3</td>
<td>54.8</td>
<td>80.8</td>
<td>99.7</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>6.6</td>
<td>9.7</td>
<td>85.7</td>
<td>99.8</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>7.8</td>
<td>9.2</td>
<td>80</td>
<td>96.7</td>
<td>93.1</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>10.5</td>
<td>9.5</td>
<td>34.2</td>
<td>92.4</td>
<td>87.6</td>
</tr>
<tr>
<td></td>
<td>85</td>
<td>16.7</td>
<td>13.5</td>
<td>Saturated</td>
<td>Saturated</td>
<td>Saturated</td>
</tr>
<tr>
<td><strong>Average Film Thickness (mm)</strong></td>
<td>0</td>
<td>2.75</td>
<td>1.45</td>
<td>0.1</td>
<td>0.1</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>2.54</td>
<td>1.66</td>
<td>0.11</td>
<td>0.11</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>2.41</td>
<td>1.81</td>
<td>0.18</td>
<td>0.11</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>2</td>
<td>1.84</td>
<td>0.45</td>
<td>0.11</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>85</td>
<td>1.41</td>
<td>1.42</td>
<td>Saturated</td>
<td>Saturated</td>
<td>Saturated</td>
</tr>
<tr>
<td><strong>Highest Peaks (mm)</strong></td>
<td>0</td>
<td>16</td>
<td>7.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>15.5</td>
<td>9</td>
<td>0.65</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>18</td>
<td>11</td>
<td>2</td>
<td>0.15</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>13</td>
<td>12.5</td>
<td>(7)</td>
<td>0.3</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>85</td>
<td>8.5</td>
<td>11.8</td>
<td>Saturated</td>
<td>Saturated</td>
<td>Saturated</td>
</tr>
<tr>
<td><strong>Average Wave Height (mm)</strong></td>
<td>0</td>
<td>1.24</td>
<td>0.54</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>1.13</td>
<td>0.55</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>1.01</td>
<td>0.66</td>
<td>0.02</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>0.78</td>
<td>0.59</td>
<td>0.18</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>85</td>
<td>0.23</td>
<td>0.33</td>
<td>Saturated</td>
<td>Saturated</td>
<td>Saturated</td>
</tr>
</tbody>
</table>
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The same results shown in figure 5.1.23 to 55.1.27 are presented in a different way in figures 5.1.28 to 5.1.32. Here, it is shown the effect of the inclination on the liquid film thickness at the same pipe circumferential location. It can be seen that the film along the bottom (wires B and C) is characterized by the presence of disturbance waves. At the location measured by wires B, the average film thickness, the base film thickness and the wave height average decrease with increasing inclination. At the location measured by wires C, the average film thickness, the base film thickness and the average wave height increase moving from horizontal to 60° and after decrease moving towards higher inclinations. The characteristics of the liquid film at the other locations of the section are shown in table 5.1.1. The probability density functions of the film thickness show that the peak becomes more dominant where the liquid film is less disturbed by the presence of waves. Therefore, at the top side of the pipe, the film thickness corresponding to the peak is a very accurate indication of the base film thickness and its value is close to the average film thickness.
Figure 5.1.28: On the right, variation with time of film thickness measured by wires. On the left, probability density function of film thickness. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s
Figure 5.1.29: On the right, variation with time of film thickness measured by wires. On the left, probability density function of film thickness. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s
Figure 5.1.30: On the right, variation with time of film thickness measured by probes 3(2). On the left, probability density function of film thickness. Gas mass flowrate=0.04 Kg/s, liquid mass flowrate=0.0131 kg/s.

Figure 5.1.31: On the right, variation with time of film thickness measured by probes 4(2). On the left, probability density function of film thickness. Gas mass flowrate=0.04 Kg/s, liquid mass flowrate=0.0131 kg/s.
Figure 5.1.32: On the right, variation with time of film thickness measured by probes 5(2). On the left, probability density function of film thickness. Gas mass flowrate=0.04 Kg/s, liquid mass flowrate of 0.0131 kg/s
In figures 5.1.28 to 5.1.32, it is evident that the variation of inclination has the effect to change the film distribution around the circumference. By increasing the inclination, the liquid moves towards the side. Chapter 4 shows that the effect of inclination is relevant also on wave frequency.

If the data at the same liquid flowrate but at lower gas flowrate ($M_g=0.03 \, \text{kg/s}$) are examined, figures 5.1.33 to 5.1.37, it is seen that at horizontal inclination, the disturbance of waves is increased. Paras & Karabelas (1994) showed that, at gas velocity of the order of $10 \, \text{m/s}$ and relatively small liquid flowrates, wavy stratified flow prevails in a 50.8 mm i.d. horizontal pipe and it is characterised by large amplitude roll waves otherwise known as Kelvin-Helmholtz waves (Andritsos & Hanratty, 1987). For this two-phase flow pattern, they defined the "atomization" region which represents a transition from stratified to annular flow.
Figure 5.1.33: On the right variation of film thickness with time and on the left probability density function of film thickness. Gas mass flowrate=0.03 kg/s, liquid mass flowrate=0.0131 kg/s and angle of inclination from horizontal=0°
Figure 5.1.34: On the right variation of film thickness with time and on the left probability density function of film thickness. Gas mass flowrate=0.03 kg/s, liquid mass flowrate=0.0131 kg/s and angle of inclination from horizontal=30°
Figure 5.1.35: On the right variation of film thickness with time and on the left probability density function of film thickness. Gas mass flowrate=0.03 kg/s, liquid mass flowrate=0.0131 kg/s and angle of inclination from horizontal=45°
Figure 5.1.36: On the right variation of film thickness with time and on the left probability density function of film thickness. Gas mass flowrate=0.03 kg/s, liquid mass flowrate=0.0131 kg/s and angle of inclination from horizontal=60°

Figure 5.1.37: On the right variation of film thickness with time and on the left probability density function of film thickness. Gas mass flowrate=0.03 kg/s, liquid mass flowrate=0.0131 kg/s and angle of inclination from horizontal=85°
With lower mass flowrate the base and the average film thickness are higher around the entire section of the pipe. Also, the peaks and the average heights of the waves are higher. With decreasing $M_g$ the interaction between air and water becomes less strong and, therefore, the liquid-gas interface is less disturbed with consequent less entrainment as shown in Chapter 4. This results in a higher liquid film thickness around the entire section. Figures 5.1.33 to 5.1.34 show that the film at the bottom side is characterised by very high peaks (10 times the base film thickness). Differently from the first case at $M_g = 0.04 \text{ kg/s}$, the presence of disturbance waves is detected also in 45° inclined flow (figure 5.1.35) at the location measured by probes 4(2) and at the top in 60° inclined flow (figure 5.1.36). This means that, at these locations of the pipe, a gas velocity of 15 m/s has the effect to develop high waves which disappear as soon as the velocity is increased up to 21.5 m/s. At the inclination of 85°, the liquid film is wavy around the entire section. However, the amplitude of the waves at the bottom side is lower at this inclination. Figure 5.1.37 shows only the film thickness measured by wires B and C because the film thickness was higher than 2mm at the other locations and this caused the saturation of the probes. The characteristics of the circumferential liquid film thickness are shown in table 5.1.2.
Table 5.1.2: Characteristics of liquid film at different inclinations, gas mass flowrate=0.03 kg/s, liquid mass flowrate=0.0131 kg/s

<table>
<thead>
<tr>
<th>α</th>
<th>Wires B</th>
<th>Wires C</th>
<th>(mm)</th>
<th>3(2)</th>
<th>4(2)</th>
<th>5(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base Film Thickness</td>
<td>0</td>
<td>2.11</td>
<td>1.13</td>
<td>0.09</td>
<td>0.1</td>
<td>0.07</td>
</tr>
<tr>
<td>30</td>
<td>2.08</td>
<td>1.46</td>
<td>0.12</td>
<td>0.11</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>1.95</td>
<td>1.73</td>
<td>Saturated</td>
<td>0.12</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>1.77</td>
<td>1.53</td>
<td>Saturated</td>
<td>Saturated</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td>85</td>
<td>1.64</td>
<td>1.74</td>
<td>Saturated</td>
<td>Saturated</td>
<td>Saturated</td>
<td></td>
</tr>
<tr>
<td>Occurrence based on the first decimal %</td>
<td>0</td>
<td>4.5</td>
<td>17.2</td>
<td>74.8</td>
<td>83</td>
<td>100</td>
</tr>
<tr>
<td>30</td>
<td>4.5</td>
<td>7.7</td>
<td>91.2</td>
<td>99.8</td>
<td>99.9</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>5</td>
<td>6.4</td>
<td>Saturated</td>
<td>96.6</td>
<td>99.9</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>6</td>
<td>5.9</td>
<td>Saturated</td>
<td>Saturated</td>
<td>95.7</td>
<td></td>
</tr>
<tr>
<td>85</td>
<td>8.3</td>
<td>5.9</td>
<td>Saturated</td>
<td>Saturated</td>
<td>Saturated</td>
<td></td>
</tr>
<tr>
<td>Average Film Thickness</td>
<td>0</td>
<td>3.98</td>
<td>2</td>
<td>0.09</td>
<td>0.1</td>
<td>0.07</td>
</tr>
<tr>
<td>30</td>
<td>3.81</td>
<td>2.35</td>
<td>0.12</td>
<td>0.11</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>3.48</td>
<td>2.58</td>
<td>Saturated</td>
<td>0.13</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>2.96</td>
<td>2.59</td>
<td>Saturated</td>
<td>Saturated</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td>85</td>
<td>2.27</td>
<td>2.80</td>
<td>Saturated</td>
<td>Saturated</td>
<td>Saturated</td>
<td></td>
</tr>
<tr>
<td>Highest Peaks (mm)</td>
<td>0</td>
<td>18</td>
<td>12.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>30</td>
<td>18</td>
<td>12.5</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>18</td>
<td>12.5</td>
<td>Saturated</td>
<td>2.75</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>18</td>
<td>12.5</td>
<td>Saturated</td>
<td>Saturated</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td>85</td>
<td>18</td>
<td>12.5</td>
<td>Saturated</td>
<td>Saturated</td>
<td>Saturated</td>
<td></td>
</tr>
<tr>
<td>Average Wave Height (mm)</td>
<td>0</td>
<td>1.87</td>
<td>0.87</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>30</td>
<td>1.74</td>
<td>0.89</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>1.53</td>
<td>0.85</td>
<td>Saturated</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>1.24</td>
<td>1.07</td>
<td>Saturated</td>
<td>Saturated</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>85</td>
<td>0.64</td>
<td>1.06</td>
<td>Saturated</td>
<td>Saturated</td>
<td>Saturated</td>
<td></td>
</tr>
</tbody>
</table>

Figures 5.1.38 to 5.1.42 show the same results of figure 5.1.33 to 5.1.37 but they illustrate the variation of the film thickness at the same circumferential location. It can be seen that the film at the bottom is characterized by the presence of disturbance...
waves. At the location measured by wires B, the average film thickness, the base film thickness and the average wave height decrease with increasing inclination. At the location measured by wires C, the average film thickness, the base film thickness and the average wave height increase with increasing inclination. The characteristics of the liquid film at the other locations are shown in table 5.1.2. The probability density functions of the film thickness show that the peak becomes more dominant at the top, where the film is less disturbed by waves.

Figure 5.1.38: On the right, variation with time of film thickness measured by wires B. On the left, probability density function of film thickness. Gas mass flowrate=0.03 kg/s, liquid mass flowrate=0.0131 kg/s
Figure 5.1.39: On the right, variation with time of film thickness measured by wires. On the left, probability density function of film thickness. Gas mass flowrate=0.03 kg/s, liquid mass flowrate=0.0131 kg/s
Figure 5.1.40: On the right, variation with time of film thickness measured by probes 3(2). On the left, probability density function of film thickness. Gas mass flowrate=0.03 kg/s, liquid mass flowrate=0.0131 kg/s

Figure 5.1.41: On the right, variation with time of film thickness measured by probes 4(2). On the left, probability density function of film thickness. Gas mass flowrate=0.03 kg/s, liquid mass flowrate=0.0131 kg/s
Figure 5.1.42: On the right, variation with time of film thickness measured by probes S(2). On the left, probability density function of film thickness. Gas mass flowrate=0.03 kg/s, liquid mass flowrate=0.0131 kg/s.

Figure 5.1.43 shows power spectra of film thickness at the three locations measured by wires A, B and C. Gas and liquid flowrates considered are $M_g = 0.04$ kg/s and $M_l = 0.0131$ kg/s. The study of the power spectrum density at the upper part was not carried on. The reason is the absence of waves along this side in the majority of the cases studied. The amplitude of the spectrum attains its maximum at the bottom (wires B) and decreases moving towards the side of the pipe. This trend is in accord with the circumferential distribution of the liquid film thickness. Figure 5.1.43 also shows that there is not appreciable change of dominant frequency in these spectra. To reduce the sidelobes in the power spectrum, the correlation function was multiplied with a cosine windowing function, see Appendix D. Although the presence of leakages is not completely eliminated, it can be clearly seen that the
highest signal power in the frequency domain, for the specified flow conditions and inclination of figure 5.1.43, occurs at 7.3 Hz. This frequency represents the wave frequency at the bottom side.

![Graph of power spectrum density at the bottom. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=45°](image)

**Figure 5.1.43:** Power spectrum density at the bottom. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=45°

Also the variation of the wave frequency with the flow inlet conditions and pipe inclination was studied. Figure 5.1.44 shows power spectra of film thickness measured at the bottom at increasing liquid mass flowrate, $M_l$. 
Figure 5.1.44 shows that a large portion of wave energy at the bottom is carried by waves of frequency $\leq 12$ Hz. There is not a big influence of liquid velocity on the form of the spectra. However, with increasing liquid mass flowrate the dominant frequency appears to decrease and there is a less distribution of energy among waves of higher frequency. The same result was obtained by Paras & Karabelas (1991).
They also showed that, for a fixed liquid rate, an increasing gas velocity \((U_{sg} = 31 \text{ to } 66 \text{ m/s})\) tends to distribute the energy to waves of higher frequency. Moreover, in their results, it is noticed that the spectra tend to flatten out with increasing \(U_{sg}\), due to the more uniform distribution of energy among waves of a broad frequency range.

Jayanti (1990) investigated the liquid film thickness in a 32 mm i.d. horizontal pipe with a liquid velocity ranged from 0.080 to 0.159 m/s and a gas velocity ranged from 20.5 to 35.8 m/s. He found that, at high liquid velocity \((U_l = 0.119 \text{ m/s})\) and low gas velocity \((U_{gs} = 22 \text{ m/s})\), all the waves are not circumferentially coherent and at the top only low frequency waves are present. Increasing the gas rate, the disturbance wave frequency appears in the power spectrum at 135°, showing that waves have spread up to this height of the tube. At still higher air flowrates, all power spectra show the presence of disturbance waves, indicating that these have spread to the top of the tube. On the other hand, at the bottom of the pipe, an increasing gas rate tends to give power spectra with a broad range of dominant frequency. Therefore, it is evident that the results of Jayanti (1990) with regards to the effect of gas velocity on wave frequency are in accord with the present results. Jayanti (1990) also investigated the effect of the liquid flowrate. It was shown that an increasing liquid velocity does not influence the form of the spectra at the bottom. However, the frequency appears to decrease with increasing liquid flowrate. This is in accord with Paras & Karabelas (1991) and the present work.

The effect of inclination on the wave frequency at the bottom side is illustrated in figure 5.1.45. The amplitude of power spectra decreases with increasing inclination. Moreover, the spectra tend to flatten out with increasing inclination, due to a more uniform film distribution which results in a reduced amount of wave energy at the bottom. Figure 5.1.46 shows the effect of the liquid flowrate on the wave frequency at the bottom while 5.1.47 shows the effect of the pipe inclination. Figure 5.1.48 shows the Strouhal number/Lockhart-Martinelli parameter correlation (described in section 2.6.3) applied to the wave frequency.
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Figure 5.1.45: Effect of inclination on power spectrum density along the lower part of the pipe. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s

Figure 5.1.46: Frequency variation with liquid mass flowrate. Gas mass flowrate=0.04 kg/s
Chapter 5: Liquid film thickness results

---

**Figure 5.1.47:** Frequency variation with angle of inclination from horizontal. Gas mass flowrate=0.04 kg/s

---

**Figure 5.1.48:** Liquid based Strouhal number plotted against Lockhart-Martinelli parameter
Figure 5.1.49: Liquid based Strouhal number plotted against Lockhart-Martinelli parameter
Figure 5.1.46 shows that the frequency decreases with $M_i$ for the five inclinations studied. This means that the more it is the liquid flowing in the pipe, the lower it is the frequency of waves. In horizontal flow the frequency reaches a plateau with $M_i$, figure 5.1.46. At the inclinations of $30^\circ$, $45^\circ$ and $60^\circ$, the frequency decreases monotonically with $M_i$. Waves become slower with increasing inclination due to the effect of gravity on the liquid. In $85^\circ$ inclined flow the frequency reaches a plateau with $M_i$ because the more uniform distribution of liquid around the channel facilitates the formation of new waves and counteracts the action of gravity. Therefore, wave frequency is higher in horizontal and $85^\circ$ inclined flow as shown in figure 5.1.47. As discussed in Chapter 2, Strouhal number/Lockhart-Martinelli parameter correlation leads to linear profiles of data. The present experimental data shown in figure 5.1.48 are in accord with this correlation. Moreover, as many other air/water data presented in literature, they lie on one line, figure 5.1.49. However, it is evident a slight deviation from straight line of the three profiles obtained at the pipe inclinations of $30^\circ$, $45^\circ$ and $60^\circ$. This is a consequence of the effect of liquid mass flowrate on wave frequency shown in figure 5.1.46. In fact, at the inclinations of $30^\circ$, $45^\circ$ and $60^\circ$, wave frequency decreases with increasing liquid mass flowrate also at higher liquid rates while at the other two inclinations (horizontal and $85^\circ$ inclined) wave frequency reaches a plateaux.

The standard deviation RMS of the film thickness changes with the circumferential position. It is higher at the bottom where the liquid height fluctuations are higher and it is lower at the top where the film is less disturbed. It is also influenced by the conductance technique used. In fact, the characteristics of measurement of flush-mounted pins and parallel wires are different, e.g. input and output ranges, sensitivity, repeatability, saturation, non-linearity. The standard deviation of the film thickness measured by pins tends to be higher due to the non-linear characteristic of the output. Therefore, particular attention was given to the range of applications of these probes.

---

4 Accuracy and resolution mainly depend on the data acquisition card. The same DAQ card was used for both techniques.
The effect of the liquid flowrate is also relevant. Figure 5.1.50 shows that RMS increases with liquid mass flowrate, especially at the bottom. Therefore, the standard deviation displays the same trends of the film thickness.

\[ \text{Liquid Mass Flowrate (kg/s)} = 0.0079 \approx 0.0317 \approx 0.0899 \]

![Graph showing RMS variation with liquid mass flowrate](image)

**Figure 5.1.50:** Variation of RMS with liquid mass flowrate. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=0°

This implies that the large waves are mainly responsible for the magnitude of the RMS of the fluctuating liquid layer. Moreover, RMS along the circumference tends to become uniform with increasing inclination, figure 5.1.51. This is in accord with the variation of the film thickness and with the propagation of the disturbance waves along the two sides of the pipe. The fluctuations of liquid height, and therefore the standard deviation, increase as soon as the film is disturbed by the presence of the disturbance waves. Along the upper part of the pipe, the fluctuations are insignificant in accord with the liquid film thickness traces. The effect of gas velocity on RMS results to be insignificant at low gas velocity \( U_{\text{sg}} < 20 \text{ m/s} \). Paras & Karabelas (1991) showed that the effect of gas velocity is relevant only for \( U_{\text{sg}} > 30 \text{ m/s} \).
Typical circumferential profiles of RMS (standard deviation) of the film thickness fluctuations are presented by Paras & Karabelas (1991). In their results, there is a strong affect of liquid flowrate on the RMS values, especially at the lower half of the pipe. Otherwise, the RMS profiles exhibit the same trends as the film thickness s, with regards to gas velocity and gravity effects. Paras & Karabelas (1991) also defined the intensity RMS/s where s and RMS are the local values of the time-averaged film thickness and its standard deviation. They found that the highest values of intensity are observed at low gas and high liquid flowrates. At high gas flowrates ($U_{sg} > 50$ m/s) the intensity of liquid height fluctuations is almost symmetric around the pipe circumference, whereas at low gas rates it is very asymmetric with the highest values at the lower half of the pipe. Moreover, for low gas velocity ($U_{sg} = 30$ m/s) and relatively high liquid velocities ($U_{sl} > 0.06$ m/s), RMS/s attains its maximum value at $\theta \approx 45^\circ$ rather than at $\theta \approx 0^\circ$, where the maximum for all other cases is observed. In this study RMS/s attains its maximum value at $\theta \approx 0^\circ$. This value is independent from liquid and gas mass flowrates and from inclination.
In figure 5.1.52 to 5.1.53, the inverse of the film thickness $1/s$ is plotted against $\cos \theta$ for two sets of flow conditions. It can be seen that there is a good agreement between the model of Butterworth (1969) presented in Chapter 2 and the experimental data. The above model predicts that the plot of $1/s$ against $\cos \theta$ is a straight line (equation 2.60 in Chapter 2). The experimental results approximately obey this relationship. The values of ‘a’ are approximately 6.9 (mm)$^{-1}$ for the flow condition in figure 5.1.52 and 7.2 (mm)$^{-1}$ for those in figure 5.1.53. A comparison of this model with the experimental data gives the values of the circumferential transport coefficients, which are $k = 30.37$ mm for the first set of flow condition and $k = 31.59$ for the second one.

**Figure 5.1.52**: Profile of $1/s$ plotted against $\cos \theta$. Gas mass flowrate = 0.04 kg/s, liquid mass flowrate = 0.0131 kg/s, angle of inclination from horizontal = 0°
5.2 Results in the throat of the Venturi

In contrast to numerous investigations of liquid film thickness in straight pipe where circumferential variation have been reported, only this work provides such data in horizontal and inclined throat of a Venturi.

The study of the properties of the liquid film in the throat of the Venturi was conducted in the same way as in the main pipe. However, the data analysis in the throat has resulted more difficult for different reasons. Firstly, the annular flow in this section cannot be considered fully developed. This means that the characteristics of the liquid film are not constant with time. This has implicated a very low repeatability of results. For this reason, a large number of experimental runs was necessary. Moreover, diverse published physical based models could not be applied to this case.
In section 5.1, it is pointed out the strong effect of gravity on the liquid film distribution in horizontal and inclined pipe. The maintenance of liquid film at the top is facilitated in a cross-section with small area. In fact, the smaller it is the pipe diameter, the smaller it is the action of gravity on liquid. Therefore, it is expected a more uniform circumferential distribution of film thickness in the throat than in the pipe.

In the throat section, the liquid film thickness was measured at six different locations by using flush-mounted probes. Figure 3.3.2 of Chapter 3 shows the angular positions of the probes. In figures 5.2.1 to 5.2.3 the average film thickness is plotted in polar coordinates in a cross-section of the throat. These figures illustrate the effect of inclination on the average liquid film thickness around the throat. In the three inclinations analysed, the film distribution is not symmetrical. Clearly, as the angle of inclination deviates from the horizontal, the film thickness becomes less pronounced at the bottom. Due to gravity the film thickness decreases at the bottom and increases at the top. Moreover, figures 5.2.1 to 5.2.3 show that, for the range of liquid velocities considered, the average liquid film thickness does not vary significantly when the inclination is changed from horizontal to 45°. Evident changes of average liquid film thickness are present only at orientations $\alpha > 45^\circ$.

Figure 5.2.4 shows a typical circumferential distribution of the average film thickness in Cartesian coordinates. The abscissa is the angular position of the middle point between the pairs of probes and the zero is assumed at the bottom. Figures 5.2.5 to 5.2.9 show the variation of average film thickness that occurs as the inclination varies from horizontal to 85°. It is also shown the increment of liquid height with increasing liquid mass flowrate. As well as in the pipe, in the throat the film annular area $A_{LF}$ is calculated by integrating the liquid film thickness around the entire section, see equation 5.2. These calculations show that there is not a remarkable variation of $A_{LF}$ with the inclination, $\alpha$. Chapter 4 shows that the angle of inclination has a small effect also in the entrained fraction.
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Figure 5.2.1: Effect of inclination on liquid film thickness distribution in the throat section. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0079 kg/s

Figure 5.2.2: Effect of inclination on liquid film thickness distribution in the throat section. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s

Figure 5.2.3: Effect of inclination on liquid film thickness distribution in the throat section. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0317 kg/s
Figure 5.2.4: Liquid film thickness distribution. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=45°

Figure 5.2.5: Liquid film thickness variation with angle of inclination from horizontal. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0079 kg/s
Figure 5.2.6: Liquid film thickness variation with angle of inclination from horizontal. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s

Figure 5.2.7: Liquid film thickness variation with angle of inclination from horizontal. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0317 kg/s
Figure 5.2.8: Liquid film thickness variation with angle of inclination from horizontal. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0527 kg/s

Figure 5.2.9: Liquid film thickness variation with angle of inclination from horizontal. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0899 kg/s
Figures 5.2.10 to 5.2.14 show the variation of average film thickness with liquid mass flowrate, $M_l$. As $M_l$ is increased, the film becomes higher, especially at the bottom of the pipe. Moreover, the film thickness distribution is more uniform at 85° inclined flow. Chapter 4 shows that an increasing liquid flowrate results also in a higher liquid entrained fraction. Therefore, it can be concluded that both average liquid film thickness and liquid entrainment increase with increasing liquid velocity. These results are in accord with those found for the main pipe.

![Liquid film thickness variation with liquid mass flowrate](image)

**Figure 5.2.10**: Liquid film thickness variation with liquid mass flowrate. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=0°
Figure 5.2.11: Liquid film thickness variation with liquid mass flowrate. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=30°

Figure 5.2.12: Liquid film thickness variation with liquid mass flowrate. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=45°
Figure 5.2.13: Liquid film thickness variation with liquid mass flowrate. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=60°

Figure 5.2.14: Liquid film thickness variation with liquid mass flowrate. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=85°
Figures 5.2.15 to 5.2.18 show the variation of average film thickness with gas mass flowrate, $M_g$. As the gas mass flowrate is increased the height of the liquid film decreases. This is due to the stronger action of the gas on the liquid film (especially on the disturbance waves) which tends to increase the atomization at the liquid-gas interface and, therefore, reduce the liquid film height. In Chapter 4, it is analysed the variation of the liquid entrained fraction with gas mass flowrate. It is shown that the liquid entrained fraction increases with gas mass flowrate. Therefore, the results on film thickness are in accord with those on liquid entrainment. As a rule of thumb, it can be said that an increasing gas velocity has the effect to increase the liquid entrainment and to reduce the average film thickness. This agrees with the results found for the main pipe upstream of the Venturi.

**Figure 5.2.15**: Liquid film thickness variation with gas mass flowrate. Liquid mass flowrate=0.0079 kg/s, angle of inclination from horizontal=0°
Figure 5.2.16: Liquid film thickness variation with gas mass flowrate. Liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=0°

Figure 5.2.17: Liquid film thickness variation with gas mass flowrate. Liquid mass flowrate=0.0317 kg/s, angle of inclination from horizontal=0°
Figure 5.2.18: Liquid film thickness variation with gas mass flowrate. Liquid mass flowrate = 0.0527 kg/s, angle of inclination from horizontal = 0°

As well as for the pipe upstream the Venturi, two selected cases of data are selected and presented in order to give a more detailed examination of the liquid film in the throat. The first case is shown in figures 5.2.19 to 5.2.23. Here, time series of film thickness measured between 0° to 180° by probes 1(2), 4(1), 3(2) and 3(1) and the probability density function (PDF) of the film traces are illustrated. The gas and liquid mass flowrates considered are respectively $M_\text{g} = 0.04$ kg/s and $M_\text{l} = 0.0131$ kg/s. The characteristics of the film are given in table 5.2.1.

In horizontal flow, figure 5.2.19, the film measured by probes 1(2) is very agitated and is characterised by rather regular disturbance waves with high peaks, see table 5.2.1. The liquid film measured by probes 4(1) is less agitated. Moreover, at this location the height and the frequency of the big waves are lower and the peak of the probability density function is more dominant. At the location measured by 3(2), the film is wetted periodically by small waves (or surges) of much lower frequency (of the order of 1 Hz), with film draining down between these surges. At the top of the
pipe, the film is very thin and waves are not present. In 30° inclined flow, the characteristics of the film are similar to those of the film in horizontal flow: big disturbance waves at the bottom, small surges along the side and flat film at the top of the pipe. In 45° and 60° inclined flow, the waves along the side have higher peaks and at the top, there is a presence of waves with small amplitude (surges). At the inclination of 85°, the film average film thickness is more uniform. Big waves are present around the entire section of the throat. However, these waves are higher at the bottom and lower at the top.

Figure 5.2.19: On the right, variation with time of film thickness. On the left, probability density function of film thickness. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=0°
Figure 5.2.20: On the right, variation with time of film thickness. On the left, probability density function of film thickness. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=30°.

Figure 5.2.21: On the right, variation with time of film thickness. On the left, probability density function of film thickness. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=45°.
Figure 5.2.22: On the right, variation with time of film thickness. On the left, probability density function of film thickness. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=60°.

Figure 5.2.23: On the right, variation with time of film thickness. On the left, probability density function of film thickness. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=85°.
Table 5.2.1: Characteristics of the liquid film at different inclinations, gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>1(2)</th>
<th>4(1)</th>
<th>3(2)</th>
<th>3(1)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Base</strong></td>
<td>0</td>
<td>0.32</td>
<td>0.24</td>
<td>0.13</td>
<td>0.11</td>
</tr>
<tr>
<td><strong>Film</strong></td>
<td>30</td>
<td>0.32</td>
<td>0.24</td>
<td>0.14</td>
<td>0.12</td>
</tr>
<tr>
<td><strong>Thickness</strong></td>
<td>45</td>
<td>0.3</td>
<td>0.23</td>
<td>0.14</td>
<td>0.12</td>
</tr>
<tr>
<td>(mm)</td>
<td>60</td>
<td>0.31</td>
<td>0.24</td>
<td>0.15</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>85</td>
<td>0.29</td>
<td>0.24</td>
<td>0.2</td>
<td>0.18</td>
</tr>
<tr>
<td><strong>Occurrence</strong></td>
<td>0</td>
<td>29.6</td>
<td>58.8</td>
<td>99.9</td>
<td>91.7</td>
</tr>
<tr>
<td>based on the first decimal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>%</strong></td>
<td>30</td>
<td>30</td>
<td>57.5</td>
<td>99.5</td>
<td>99.2</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>31.75</td>
<td>62.5</td>
<td>98.7</td>
<td>99.8</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>33.7</td>
<td>62</td>
<td>95.9</td>
<td>99.8</td>
</tr>
<tr>
<td></td>
<td>85</td>
<td>35.6</td>
<td>70.5</td>
<td>53.8</td>
<td>70.3</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>0</td>
<td>0.5</td>
<td>0.31</td>
<td>0.13</td>
<td>0.11</td>
</tr>
<tr>
<td><strong>Film</strong></td>
<td>30</td>
<td>0.52</td>
<td>0.31</td>
<td>0.14</td>
<td>0.12</td>
</tr>
<tr>
<td><strong>Thickness</strong></td>
<td>45</td>
<td>0.49</td>
<td>0.30</td>
<td>0.14</td>
<td>0.12</td>
</tr>
<tr>
<td>(mm)</td>
<td>60</td>
<td>0.48</td>
<td>0.30</td>
<td>0.15</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>85</td>
<td>0.37</td>
<td>0.29</td>
<td>0.23</td>
<td>0.20</td>
</tr>
<tr>
<td><strong>Highest</strong></td>
<td>0</td>
<td>3</td>
<td>1.7</td>
<td>0.32</td>
<td>0</td>
</tr>
<tr>
<td><strong>Peaks</strong></td>
<td>30</td>
<td>3</td>
<td>1.5</td>
<td>0.35</td>
<td>0</td>
</tr>
<tr>
<td>(mm)</td>
<td>45</td>
<td>3</td>
<td>1.5</td>
<td>0.65</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>3</td>
<td>1.3</td>
<td>0.48</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>85</td>
<td>3</td>
<td>1.7</td>
<td>1.8</td>
<td>1.5</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>0</td>
<td>0.18</td>
<td>0.7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Wave</strong></td>
<td>30</td>
<td>0.20</td>
<td>0.7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Height</strong></td>
<td>45</td>
<td>0.19</td>
<td>0.7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(mm)</td>
<td>60</td>
<td>0.19</td>
<td>0.6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>85</td>
<td>0.8</td>
<td>0.5</td>
<td>0.03</td>
<td>0.02</td>
</tr>
</tbody>
</table>
Figures 5.2.24 to 5.2.27 show the effect of the inclination on the liquid film thickness at the same circumferential location. The gas and liquid mass flowrates are still $M_g = 0.04 \text{ kg/s}$ and $M_l = 0.0131 \text{ kg/s}$. It can be seen that, for the five different inclinations, the film at the lower half of the throat is characterized by disturbance waves 10 times higher than the base film thickness. The same ratio was found in the pipe. At the location measured by probes 1(2) the base film thickness does not vary with inclination while the average film thickness and the average wave height are lower at the inclination of $85^\circ$. The base film thickness and the average wave height are shown respectively with a yellow and a red line. At the location measured by probes 4(1) the characteristics of the film does not change considerably with inclination. The characteristics of the liquid film at the other locations of the section are shown in table 5.2.1. The probability density functions of the film thickness traces show that the peak becomes more dominant when the liquid film is less disturbed by the presence of waves. Therefore, at the top side of the pipe, the base film thickness is closer to the average film thickness.

\footnote{The same calculation was not carried on for the other locations around the pipe as the height of the waves was not remarkable.}
Figure 5.2.24: On the right, variation with time of film thickness measured by wires 1(2). On the left, probability density function of film thickness. Air flowrate of 0.04 kg/s, water flowrate of 0.0131 kg/s
Figure 5.2.25: On the right, variation with time of film thickness measured by wires 4(1). On the left, probability density function of film thickness. Air flowrate of 0.04 kg/s, water flowrate of 0.0131 kg/s
Figure 5.2.26: On the right, variation with time of film thickness measured by wires 3(1). On the left, probability density function of film thickness. Air flowrate of 0.04 kg/s, water flowrate of 0.0131 kg/s
Figure 5.2.27: On the right, variation with time of film thickness measured by wires 3(2). On the left, probability density function of film thickness. Air flowrate of 0.04 kg/s, water flowrate of 0.0131 kg/s.
As well as in the main pipe, with lower mass flowrate ($M_g=0.03$ kg/s) and the same liquid mass flowrate ($M_l = 0.0131$ kg/s) the interaction between air and water becomes less strong and, therefore, the liquid-gas interface is less disturbed with consequent less entrainment, see Chapter 4. This results in higher base and average film thickness around the entire section of the pipe. Also the wave average height is higher, especially at the bottom. Figures 5.2.28 to 5.2.32 show that at the bottom side the film is characterised by very high peaks (10 times the base film thickness) with frequency slightly higher then in first case ($M_g = 0.04$ kg/s). It is also shown that big waves are present along the side in 60° inclined flow (figure 5.2.31) and at the topside in 85° inclined flow (figure 5.2.32). This means that the liquid tends to spread more around the periphery with lower gas mass flowrate. A complete view of the liquid film thickness characteristics is shown in table 5.2.2.

Figure 5.2.28: On the right, variation with time of film thickness. On the left, probability density function of film thickness. Gas mass flowrate=0.03 kg/s, liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=0°
Figure 5.2.29: On the right, variation with time of film thickness. On the left, probability density function of film thickness. Gas mass flowrate=0.03 kg/s, liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=30°

Figure 5.2.30: On the right, variation with time of film thickness. On the left, probability density function of film thickness. Gas mass flowrate=0.03 kg/s, liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=45°
Figure 5.2.31: On the right, variation with time of film thickness. On the left, probability density function of film thickness. Gas mass flowrate=0.03 kg/s, liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=60°

Figure 5.2.32: On the right, variation with time of film thickness. On the left, probability density function of film thickness. Gas mass flowrate=0.03 kg/s, liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=85°
Table 5.2.2: Characteristics of liquid film at different inclinations, gas mass flowrate=0.03 kg/s, liquid mass flowrate=0.0131 kg/s

<table>
<thead>
<tr>
<th></th>
<th>α</th>
<th>1(2)</th>
<th>4(1)</th>
<th>3(2)</th>
<th>3(1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base Film</td>
<td>0</td>
<td>0.39</td>
<td>0.27</td>
<td>0.12</td>
<td>0.1</td>
</tr>
<tr>
<td>Film Thickness (mm)</td>
<td>30</td>
<td>0.34</td>
<td>0.25</td>
<td>0.14</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>0.33</td>
<td>0.25</td>
<td>0.15</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>0.33</td>
<td>0.25</td>
<td>0.16</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>85</td>
<td>0.31</td>
<td>0.25</td>
<td>0.22</td>
<td>0.21</td>
</tr>
<tr>
<td>Occurrence based on the first decimal %</td>
<td>0</td>
<td>21</td>
<td>31.4</td>
<td>99.8</td>
<td>99</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>27.4</td>
<td>44.3</td>
<td>97.7</td>
<td>99</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>29.2</td>
<td>47.6</td>
<td>95.5</td>
<td>99.8</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>30.1</td>
<td>45.4</td>
<td>86.5</td>
<td>99.5</td>
</tr>
<tr>
<td></td>
<td>85</td>
<td>39.9</td>
<td>52.3</td>
<td>59</td>
<td>48.6</td>
</tr>
<tr>
<td>Average Film Thickness (mm)</td>
<td>0</td>
<td>0.65</td>
<td>0.37</td>
<td>0.12</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.56</td>
<td>0.35</td>
<td>0.14</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>0.57</td>
<td>0.35</td>
<td>0.15</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>0.57</td>
<td>0.36</td>
<td>0.17</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>85</td>
<td>0.45</td>
<td>0.34</td>
<td>0.26</td>
<td>0.23</td>
</tr>
<tr>
<td>Highest Peaks (mm)</td>
<td>0</td>
<td>3</td>
<td>2.8</td>
<td>0.31</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>3</td>
<td>2.4</td>
<td>0.38</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>3</td>
<td>2</td>
<td>0.62</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>3</td>
<td>2.2</td>
<td>0.9</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>85</td>
<td>3</td>
<td>2.2</td>
<td>2.2</td>
<td>2.2</td>
</tr>
<tr>
<td>Average Wave Height (mm)</td>
<td>0</td>
<td>0.26</td>
<td>0.17</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.22</td>
<td>0.15</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>0.24</td>
<td>0.15</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>0.24</td>
<td>0.11</td>
<td>0.01</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>85</td>
<td>0.14</td>
<td>0.09</td>
<td>0.01</td>
<td>0.02</td>
</tr>
</tbody>
</table>
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Figures 5.2.33 to 5.2.36 show the variation of the film thickness with increasing inclination at the same circumferential location. The gas and liquid flowrates are $M_g = 0.03$ kg/s and $M_l = 0.0131$ kg/s. At the four inclinations analysed the film measured by probes 1(2) and 4(1) is characterised by the presence of disturbance waves. At the location measured by probes 1(2) the base film thickness and the average wave height decrease with increasing inclination. In particular, they are lower at the inclination of 85°, table 5.2.2. At the location measured by probes 4(1) the characteristics of the film do not change considerably with inclination. The characteristics of the liquid film at the other locations of the section are shown in table 5.2.2.

**Figure 5.2.33**: On the right, variation with time of film thickness measured by probes 1(2). On the left, probability density function of film thickness. Gas mass flowrate=0.03 kg/s, liquid mass flowrate=0.0131 kg/s
Figure 5.2.34: On the right, variation with time of film thickness measured by probes 4(1). On the left, probability density function of film thickness. Gas mass flowrate=0.03 kg/s, liquid mass flowrate=0.0131 kg/s.
Figure 5.2.35: On the right, variation with time of film thickness measured by probes 3(2). On the left, probability density function of film thickness. Gas mass flowrate=0.03 kg/s, liquid mass flowrate=0.0131 kg/s
Figure 5.2.36: On the right, variation with time of film thickness measured by probes 3(1). On the left, probability density function of film thickness. Gas mass flowrate=0.03 kg/s, liquid mass flowrate=0.0131 kg/s

Figure 5.2.37 shows power spectra density of the film thickness at the lower half of the throat. The amplitude of the spectrum decreases moving from the bottom towards the side of the pipe. The reduction of film thickness in the circumferential direction is in accord with the above trend. Moreover, figure 5.2.37 shows that there is not appreciable change of the dominant frequency in these spectra. The study of the variation of the power spectrum density was not carried on at the upper half of the section. The reason was the absence of waves at the inclinations of 0°, 30° and 45°. To reduce the sidelobes of the power spectrum, the correlation function was multiplied by a cosine windowing function. Although the presence of leakages is not
completely eliminated, it can be clearly seen that the highest signal power, for the flow conditions and inclination of figure 5.2.37, occurs for 8.8 Hz in the throat. This represents the frequency of the disturbance waves. It can also be seen a relevant peak at zero as the frequency 0 has a certain spectral width.

Figure 5.2.37: Power spectrum density at the lower part of the throat section. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=45°
The variation of the wave frequency with flow inlet conditions and pipe inclination was also studied. Figure 5.2.38 shows power spectra of film thickness traces at the bottom at increasing liquid mass flowrate, $M_l$. Differently from the main pipe, in the throat it is evident a less distribution of energy among waves of higher frequency also at low liquid flowrates. In other words, in a smaller pipe such as the throat the presence of disturbance waves is highly dominant also at very low liquid velocities.

![Figure 5.2.38: Effect of liquid mass flowrate on power spectrum density of film thickness measured by probes 1(1). Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=0°](image)
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Figure 5.2.38 shows that a large portion of wave energy at the lower half of the throat is carried by waves of frequency $\leq 12$ Hz. There is not a significant influence of liquid velocity on the form of the spectra. However, the dominant frequency appears to decrease with increasing liquid flowrate. Moreover, in accord with the film thickness trend, the amplitude of the spectrum increases with increasing liquid velocity. This means that, at higher liquid velocity, there is a higher distribution of energy among waves. These results are in accord with those on wave frequency in the main section. Thus, in the pipe upstream of the Venturi and in the Venturi throat the wave frequency varies coherently with the liquid velocity.

The effect of the inclination on the wave frequency along the lower part of the throat is illustrated in figure 5.2.39. The amplitude of power spectra decrease with increasing inclination. Moreover, the spectrum tends to flatten out at inclination approaching the vertical position, due to the more uniform circumferential distribution of liquid film thickness which results in a reduced amount of wave energy at the bottom. These results are in accord with those on wave frequency in the main pipe. In $85^\circ$ inclined flow, it is evident the presence of a second peak at lower frequency (2 Hz). This means that, at this inclination, there is a high distribution of energy to waves of lower frequency and not only to the disturbance waves. These waves are called substrate waves and have lower amplitude.

Figures 5.2.40 and 5.2.41 show respectively the variation of frequency with the liquid mass flowrate and the angle of inclination. Figure 5.2.42 shows the correlation Strouhal number/Lockhart-Martinelli parameter correlation applied to the wave frequency.
Figure 5.2.39: Effect of inclination on power spectrum density along the lower part of the throat. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s

Figure 5.2.40: Frequency variation with liquid mass flowrate. Gas mass flowrate=0.04 kg/s
### Chapter 5: Liquid film thickness results

#### Liquid Mass Flow rate (kg/s)

<table>
<thead>
<tr>
<th>Mass Flow Rate (kg/s)</th>
<th>Data Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0079</td>
<td></td>
</tr>
<tr>
<td>0.0131</td>
<td></td>
</tr>
<tr>
<td>0.0317</td>
<td></td>
</tr>
<tr>
<td>0.0527</td>
<td></td>
</tr>
<tr>
<td>0.0899</td>
<td></td>
</tr>
</tbody>
</table>

#### Figure 5.2.41: Frequency variation with angle of inclination from horizontal. Gas mass flowrate=0.04 kg/s

#### Figure 5.2.42: Liquid based Strouhal number plotted against Lockhart-Martinelli parameter in the throat section
Figure 5.2.40 shows that the frequency decreases with liquid mass flowrate for the five inclinations studied. In horizontal and 85° inclined flow, the frequency reaches a plateau. For the inclinations of 30°, 45° and 60°, the frequency decreases monotonically with liquid mass flowrate. For the same reasons discussed with regard to the main pipe, wave frequency is higher in horizontal and 85° inclined flow at higher liquid rates, figure 5.2.41. Figure 5.2.42 shows that the experimental data obtained in the throat are in accord with Strouhal number/Lockhart-Martinelli parameter correlation: as well as the data of the main pipe, they lie on one line. However, it is evident a slight deviation from straight line of the three profiles obtained at the pipe inclinations of 30°, 45° and 60°. This is a consequence of the effect of the liquid mass flowrate on wave frequency shown in figure 5.2.40.

The standard deviation RMS of the film thickness in the throat changes with the circumferential position as well as in the main pipe. However, changes are more regular in the throat. The reason is that the film thickness was measured only by flush-mounted probe technique and, therefore, the characteristics of measurement were similar, e.g. input and output ranges, sensitivity, saturation and non-linearity.

As well as in the main pipe, RMS is higher at the bottom where the liquid height fluctuations are higher and it is lower at the top where the film is less disturbed, figure 5.2.43. The effect of the liquid flowrate is also relevant. RMS increases with liquid mass flowrate, especially at the bottom. Therefore, the standard deviation shows the same trends of the film thickness. This implies that the large disturbance waves are mainly responsible for the magnitude of RMS of the fluctuating liquid layer. Moreover, the standard deviation tends to become more uniform with increasing inclination, figure 5.2.44. However, the effect of the inclination is smaller than in the main pipe.
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Liquid mass flowrate (kg/s) 0.0079 □ 0.0317 △ 0.0899

Table 5.2.43: Summary of liquid mass flowrates

Figure 5.2.43: Variation of RMS with liquid mass flowrate. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=60°

Angle of inclination (deg) ○ 0 □ 30 △ 45 ○ 60 × 85

Figure 5.2.44: Variation of standard deviation RMS with angle of inclination from horizontal. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0079 kg/s
In figures 5.2.45 and 5.2.46 the inverse of the film thickness $1/s$ is plotted against $\cos \theta$ for two sets of flow conditions. It can be seen that there is a good agreement between the model of Butterworth (1969) and the experimental data. The above model predicts that the plot of $1/s$ against $\cos \theta$ is a straight line (equation 2.60 in Chapter 2). The experimental results approximately obey this relationship. In the throat section the slopes of these lines, which give the values of the coefficient $a$, are approximately $4 \text{ (mm)}^{-1}$ for the first set of flow condition and $4.64 \text{ (mm)}^{-1}$ for the second one. A comparison of this model with the experimental data gives the values of the circumferential transport coefficients, which are $k=9 \text{ mm}$ for the first set of flow condition and $k=10.47$ for the second one.

![Figure 5.2.45: Profile of $1/s$ plotted against $\cos \theta$ in the throat section. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=0°](image)

$y = -4.1522x + 5.5376$
5.2.1 Results in slightly inclined Venturi.

Small inclinations could have a noticeable effect on the inlet-throat differential pressure as well as on the total pressure loss. This effect has not been studied in the previous researches. Therefore, experimental data on film thickness and pressure drop in slightly inclined Venturi have been gathered. Inclinations smaller then half of the angle of the diffuser (2.3°) have been chosen, e.g., 2° upwards and 2° downwards. The results on film thickness are reported in this section.

The figures 5.2.47 and 5.2.48 show the liquid film thickness variation with $M_l$ in the throat respectively for 2° upwards and 2° downwards. Figures 5.2.49 shows the liquid film thickness variation with the inclination, $\alpha$. Figures 5.2.50 and 5.2.51 show the liquid film thickness variation with the liquid mass flowrate, $M_g$. 

Figure 5.2.46: Profile of $\frac{1}{s}$ plotted against $\cos \theta$ in the throat section. Gas mass flowrate=0.03 kg/s, liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=0

\[
y = -4.7934x + 5.5022
\]
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**Figure 5.2.47:** Effect of liquid mass flowrate on the liquid film thickness distribution in the throat. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=2° downwards

**Figure 5.2.48:** Effect of liquid mass flowrate on the liquid film thickness distribution in the throat. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=2° upwards
**Figure 5.2.49:** Liquid film thickness variation with angle of inclination from horizontal. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0131 kg/s

**Figure 5.2.50:** Liquid film thickness variation with gas mass flowrate. Liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=2 downwards
Figure 5.2.51: Liquid film thickness variation with gas mass flowrate. Liquid mass flowrate=0.0131 kg/s, angle of inclination from horizontal=2 upwards

Figures 5.2.47 and 5.2.48 show that the film thickness distribution changes with liquid mass flowrate, $M_l$. By increasing $M_l$ the annular film becomes higher especially at the bottom of the pipe. This agrees with the conclusions achieved for the other inclinations, figures 5.2.10 to 5.2.14.

Figure 5.2.49 does not show clearly the variation of the film distribution with the pipe inclination, $\alpha$. This is due to the small range of inclinations considered.

Figures 5.2.50 and 5.2.51 show that the uniformity of the liquid film circumferential distribution is slightly higher as the gas mass flowrate is increased. This agrees with the conclusions achieved for the other inclinations, figures 5.2.15 to 5.2.18.
5.3 Modelling of liquid film thickness

In this section, a comparison between the liquid film thickness results and the model developed by Fukano & Ousaka (1989) is discussed. This model was not applied to the throat because in this short section the flow is not considered as fully developed.

The model of Fukano & Ousaka (1989), developed to predict the circumferential film thickness distribution in horizontal and near horizontal annular two-phase flows, is based on the theory of disturbance wave flow which consists of disturbance waves and a base film. The liquid is transferred in the circumferential direction by the pumping action of disturbance waves, which counteracts the drainage due to gravity. Moreover, the model assumes that the effect of the secondary flow in the gas flow on the interfacial shear stress and the surface tension force have minor effect on the formation of the liquid film near the top of the tube cross section.

Fukano & Ousaka (1989) assumed that the disturbance waves are propagated in the axial direction by the pressure difference between the rear and the front of the disturbance waves. The height of the disturbance waves is greater near the bottom of the pipe and smaller near the top. The crest of the disturbance waves juts into the gas flow with a higher velocity at the bottom of the tube than at the top. On the other hand, the gas flow breaks up in the region of the disturbance waves. Therefore, the static pressure rise caused by the stagnation of the gas flow behind the disturbance wave is larger at the bottom and decreases towards the top. Hence, a negative pressure gradient is generated along the disturbance wave from the bottom to the top. Due to this pressure gradient the liquid included in the disturbance waves is pumped up towards the top. At the same time, part of the pumped up liquid is discharged continuously behind the disturbance waves and forms the base film. As a result, the disturbance wave gradually reduces in scale towards the top of the pipe. Liquid in the base film drains into the bottom and is reabsorbed into the next disturbance wave.
The model of Fukano and Ousaka (1989) is based on the numerical solution of a set of ordinary differential equations derived by integrating the mass and moment conservation equations from the wall to the interface. Constitutive equations, some of which are based on experimental data in horizontal annular flow while others are extensions of results in vertical annular flow, are used for the estimation of basic quantities such as rates of entrainment and deposition, internal shear stress. The equations are reduced to the form

\[ c_1 T_1 + c_2 T_2 + c_3 T_3 + c_4 T_4 = c_5 T_5 \]  

(5.3)

where \( T_{1-4} \) are terms modelling the contribution of each mechanism: surface tension, interfacial shear stress due to secondary flow in the gas, wave spreading and entrainment and deposition. The sum of these is balanced by the drainage term, \( T_5 \). In this model, the term of interfacial stress due to secondary flow in the gas is neglected and all but one constant are fixed.

The model requires the value of the film thickness at the bottom. However, the values of the constants are changed from one set of conditions to another to provide good agreement. Another limitation is that the model does not consider either frequency of the interfacial waves or the mean film thickness. A curious result of this is that, for a given set of flow conditions, the model predicts that the drainage is always nearly exactly balanced by the pumping action, whereas for the same conditions, the model of Laurinat et al. (1985) shows that it is the secondary flow mechanism which is dominant, Fukano & Ousaka (1989).

Figures 5.3.1 and 5.3.2 show comparisons between liquid circumferential distributions predicted by the model of Fukano & Ousaka (1989) and those obtained from the experimental data.
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--- Fukano & Ousaka

**Figure 5.3.1**: Comparison between experimental data and the model of Fukano and Ousaka (1989). Gas mass flowrate = 0.04 kg/s, angle of inclination from horizontal = 0°

--- Fukano & Ousaka

**Figure 5.3.2**: Comparison between experimental data and the model of Fukano and Ousaka (1989). Gas mass flowrate = 0.03 kg/s, angle of inclination from horizontal = 0°
Figures 5.3.1 and 5.3.2 show that the model under predicts the liquid film thickness around the main pipe, especially at the lower half of the pipe. In particular, the model predicts a film thickness at the bottom two times smaller than the experimental one. Also, the liquid film thickness variation from the bottom to the sides of the pipe is different. In fact, the predicted profiles present a dominant film height at the very bottom followed by a dramatic decrease from the bottom to the circumferential location of 30°. From 30° to the top the film is very thin with height of the order of 0.01 mm. Thus, the film thickness predicted by this model seems to define a stratified or semi-annular rather than annular flow. In this case, the very thin film at the upper part could indicate a wall wetted by ripples coming from the entrained liquid and not a permanent and moving liquid film. This is not surprising if it is considered that, in the flow pattern map of Taitel & Dukler (1976), the liquid and gas velocities considered result in a region of annular flow close to the region of stratified wavy flow.

In Fukano & Ousaka (1989), it is evident that their model works satisfactorily with gas velocities $U_{sg} \geq 30$ m/s. However, figures 5.3.1 and 5.3.2 show that, at lower gas velocity, the model predicts a lower film thickness than found experimentally. Moreover, this under-prediction increases with decreasing gas velocity.

From the computational work it is deduced that the model does not predict satisfactorily because is unable to obtain a balance between the liquid mass flowrate given as input and the liquid mass flowrate obtained from the liquid circumferential distribution predicted on the basis of the experimental film thickness at the bottom. In other words, the mass flowrate obtained from the value of the experimental film thickness at the bottom results bigger. Therefore, the input film thickness has to be reduced until the mass balance is achieved and this reduction results in a considerable under-prediction of the model. Thus, it can be concluded that the model tends to work better with thinner liquid film at the bottom. This is due to the theoretical limitation of this model which does not consider either frequency of the interfacial
waves or mean film thickness. On the other hand, the present experimental data are based on time average film thickness, which is sensibly high due to the significant presence of large disturbance waves.

Moreover, the model is based on experimental data in horizontal annular flow and on extensions of results obtained in vertical annular flow. Therefore, inlet flow conditions and geometric characteristics different from those considered by Fukano & Ousaka (1989) are other possible reasons of the unsatisfactory predictions of the model.
CHAPTER 6

Pressure Drop Results

6.1 Pressure drop in the Venturi

As with flow in straight pipes, the frictional pressure drop for gas-liquid flow in Venturi is larger than that for gas only flow due to the presence of disturbance waves and liquid entrained. This can be easily understood: as the average density of the fluid is higher than that of the gas alone, the $\Delta p$ should be higher as well. However, the amount by which it is higher cannot be explained by the increase in average density alone. Experimental data have been used to find correlations, which describe this so-called "overreading" of orifices and Venturis for practical applications, see Chapter 1.

In this Chapter, results of measurements of the pressure profile along a Venturi, through which a gas-liquid mixture is flowing, are reported. In the experiments described, the effects of liquid flowrate and orientation of the Venturi were studied. The Venturi was positioned with its axis horizontal, at $2^\circ$ upwards inclination, at $2^\circ$ downwards inclination and at $85^\circ$ upwards from the horizontal. The data were taken at a constant gas flowrate of 0.04 kg/s and at a gas pressure before the convergence...
between 0.3 and 0.5 barg. This corresponds to a gas superficial velocity of 21.5 m/s in the pipe upstream of the Venturi and to a gas superficial velocity of 86.2 m/s in the Venturi throat. The liquid flowrates of 0.0079, 0.0187, 0.0317 and 0.0527 kg/s were examined. However, only 0.0079 and 0.0317 kg/s as well as gas only were considered in 85° inclined flow. Gas and liquid velocities were reproduced to an uncertainty respectively of 8.62 and 4.1 %. The error analysis conducted with the method of Taylor (1997) is shown in Appendix C. Tables of results on pressure drop are presented in the DVD enclosed with the thesis.

Ten tappings were positioned along the Venturi: 1 in the upstream pipe located 40 mm before the start of the convergence, 1 in the convergence, 2 in the throat, 5 in the diffuser and 1 in the downstream pipe. The tapping located in the upstream pipe is the reference one. The exact locations of the tappings are shown in figure 6.1.1

![Figure 6.1.1: Positions of pressure tappings](image)

Figures 6.1.2 to 6.1.5 show the effect of liquid mass flowrate on pressure drop in the Venturi. Figures 6.1.6 to 6.1.9 illustrate the effect of the pipe orientation. From the earliest researches (Johnstone et al., 1954 or Lapple & Kamack, 1955) it has been recognised that the variations of pressure increase with liquid to gas ratio. The gas velocity has the effect of accelerating the liquid droplets, entrained in the gas, and it is
also responsible for the drag between the film and the gas. The transfer of momentum is generated by friction between the two phases and this friction is cause of energy dissipation. The deceleration of liquid is partially done in a similar way as the acceleration\(^1\), but it is largely generated by friction between the liquid and the wall. A higher liquid to gas ratio means more liquid to be accelerated and decelerated and this results in higher pressure variations and energy dissipations.

![Figure 6.1.2: Effect Pressure drop along Venturi. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=0°](image)

\(^{1}\) Mostly for the droplets.
Figure 6.1.3: Pressure drop along Venturi. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=2° upwards

Figure 6.1.4: Pressure drop along Venturi. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=2° downwards
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Figure 6.1.5: Pressure drop along Venturi. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=85°

Figure 6.1.6: Effect of angle of inclination on pressure drop. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0079 kg/s
**Figure 6.1.7:** Effect of angle of inclination on pressure drop. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0187 kg/s

**Figure 6.1.8:** Effect of angle of inclination on pressure drop. Gas mass flowrate=0.04 kg/s, liquid mass flowrate=0.0317 kg/s
Parameters of significant interest are the total pressure drop and the pressure recovery of the Venturi. These have been extracted from the above data and are shown in figures 6.1.10 and 6.1.11. The total pressure drop is obtained as the difference between the reference pressure and the Venturi outlet pressure (pressure tapping n° 9). The pressure recovery is defined as the difference between the highest pressure drop which is the pressure drop at the throat and the Venturi outlet pressure (pressure tapping n° 9). These variables define a Venturi in terms of energy dissipation.
Figure 6.1.10: Effect of liquid mass flowrate on total pressure drop in Venturi. Gas mass flowrate=0.04 kg/s

Figure 6.1.11: Effect of liquid mass flowrate on pressure recovery in the diffuser. Gas mass flowrate=0.04 kg/s
As shown in figures 6.1.2 to 6.1.5, the pressure variation in the Venturi is characterised by a sharp increase along the convergence, a small change along the throat and a slow decrease along the divergence. In the convergence, the gas is accelerated due the sudden restriction and this acceleration produces a big pressure change. Except for 85° inclined flow, at liquid flowrates lower than $M_l = 0.0187 \text{ kg/s}$ the pressure along the throat decreases initially and increases afterwards. The reasons of this pressure behaviour are the low range of liquid flowrates and the influence of the diffuser on the throat. In fact, a low liquid flowrate results in a small amount of liquid to be accelerated. In addition, the short length of the throat and the presence of the diffuser downwards influence significantly the variation of pressure. As shown in figure 6.1.6, the pressure increases as soon as the flow reaches the diffuser. The presence of the divergence influences also the pressure of the gas travelling along the throat. The throat behaves as a "pre-diffuser" and, therefore, the pressure tends to increase slightly. The pressure behaviour described above is not shown in 85° inclined flow and at the other inclinations at liquid mass flowrate higher than $M_l = 0.0187 \text{ kg/s}$. Figures 6.1.2 and 6.1.4 show that in these cases the pressure decreases monotonically along the entire throat section and the peak of the pressure drop profile shifts downstream. In vertical upward flow this is due to the positive contribution of the gravitational forces while at the other inclinations it is due to the higher liquid to gas ratio.

In the diffuser, the pressure recovery is expected due to the deceleration of gas and liquid droplets. Figures 6.1.2 to 6.1.5 show that the recovery is not complete and a consequently part of the energy is lost. It also shows that the recovery decreases with increasing liquid mass flowrate, figure 6.1.11. By increasing the liquid mass flowrate, the pressure recovery varies from the 70% to the 33% of the pressure drop at the throat. The gas acceleration in the convergent section is not a cause of permanent pressure loss. Also the pressure loss in the throat is negligible. The largest part of the permanent pressure loss is created in the divergent section of the Venturi due to the growth of boundary layer. This can result in the generation of
The turbulence levels in the divergent section of the Venturi can be so high that flow reversal occurs. This causes dissipation of energy. The largest part of the permanent pressure loss is caused by the loss of kinetic energy of the liquid. The kinetic energy that the liquid had gained in the convergent section and the throat of the Venturi is not converted into pressure, but dissipated due to the friction with the gas, but mostly with the wall.

Azzopardi et al. (1989) shows that the effect of the orientation on the pressure profile is smaller at lower liquid mass flowrate and it is bigger when the liquid flowrate is increased, figure 6.1.12. They also show that the geometric characteristics of the Venturi influence the pressure variation. The smaller it is the diameter of the throat, the bigger it is the effect of the liquid mass flowrate. Figure 6.1.13 shows the effect of the liquid mass flowrate on the pressure drop at the throats of two different Venturis. The internal diameters of the two Venturi throats were 0.010 and 0.019 m. The pipe upstream of the Venturis had internal diameter of 0.032 m. It can be observed that the effect of the liquid mass flowrate is insignificant in the Venturi with smaller throat diameter. The Venturi considered in the present study has a throat internal diameter only two times smaller than the internal diameter of the main pipe and this ratio does not have a big effect on the variation of pressure drop with liquid mass flowrate.

Figures 6.1.6 to 6.1.9 show that the pressure profile does not vary considerably when the inclination is moved from horizontal to 85° inclined. To understand the reason of this, it is important to illustrate the influence of disturbance waves and liquid entrained on pressure drop. Frequency and amplitude of waves influence the pressure behaviour. The higher these characteristics are, the higher it is the interaction between gas and liquid. In general, the frequency would be expected decreasing with increasing inclination. In fact, the liquid is less easily moved in inclined upwards pipe than in horizontal. However, the study in Chapter 5 shows that at low liquid mass flowrate ($M_i < 0.0317$ kg/s) the frequency is the same in horizontal and 85°
inclined flow, figure 5.1.26. The reason is that, in 85° inclined flow, the more uniform distribution of liquid around the channel facilitates the formation of new waves and counteracts the opposing action of gravity.

The liquid entrainment is another aspect that influences the pressure drop. A higher presence of liquid droplets in the gas core means, firstly, more friction between liquid and gas and secondly, more liquid to be accelerated. Chapter 4 shows that the liquid entrained has an insignificant variation with inclination. This is due to the phenomenon of wave spreading around the periphery. When the inclination is increased, the amplitude of waves decreases at the lower side of the pipe and, at the periphery, it is observed the formation of waves. Thus, the interaction between these new waves and the gas at the upper half of the pipe balances the lower interaction at the bottom. Therefore, although the shear between liquid and gas is higher in 85° inclined pipe, the total friction between waves and gas can be considered comparable. The fact that both wave frequency and liquid entrainment are not varying considerably with inclination is the reason of the pressure variations shown in figures 6.1.6 to 6.1.9. Pressure changes along Venturi are not remarkably influenced by pipe orientation at the gas mass flowrate of 0.04 kg/s and at the liquid mass flowrates included between 0.0079 and 0.0317 kg/s.

Figure 6.1.10 shows the variation of the total pressure drop with the liquid mass flowrate, $M_l$. The total pressure drop represents the total pressure loss across the Venturi. It can be seen that the pressure loss grows almost linearly. Figure 6.1.10 also shows the variation of the total pressure drop with inclination. The variation is zero at low liquid mass flowrates and small at higher values. As discussed previously, the reasons are the low range of liquid flowrates considered and the geometric characteristics of the Venturi.

Figure 6.1.11 shows the variation of the pressure recovery in the diffuser with the liquid mass flowrate. The pressure recovery decreases almost linearly. It is also
shown the variation of the pressure recovery with inclination. It is zero at low liquid mass flowrates and small at higher values.

Figure 6.1.12: Effect of liquid mass flowrate on pressure drop variations with inclination. Gas mass flowrate=0.0189 kg/s. Data taken from Azzopardi et al. (1989), Venturi A
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6.2 Modelling of pressure drop in Venturi

In this section, it is presented and discussed a comparison between the experimental pressure drop and the model developed by Azzopardi & Co-workers (Azzopardi & Govan, 1984 and Azzopardi & Govan, 1985), including growth of the boundary layer in the diffuser (Azzopardi et al., 1991).

Figures 6.2.1 and 6.2.2 show the agreement between the model of Azzopardi & Co-workers and the experimental data shown in Section 6.1. The model was not developed for the prediction of pressure drop at other inclinations. It can be observed that the model generally predicts higher pressure drops than found experimentally, especially at higher liquid mass flowrate. The model predicts well the pressure variation in the convergence. The pressure variation predicted across the throat is generally higher than the experimental values. Moreover, it predicts a pressure
decrease across this section also at low liquid mass flowrates. On the other hand, the experimental data show that the pressure increases at the same range of liquid velocities. The model does not perform satisfactorily also in the diffuser, predicting a higher pressure recovery. As the liquid velocity raises, the prediction of the model, in the throat and the diffuser, becomes less close to the experimental values. Thus, it appears that the model is capable of predicting the pressure variations for low liquid mass flowrate but it needs improvement for higher values, figure 6.2.3. Both experimental and predicted pressure profiles show that a higher liquid velocity has a higher effect on the pressure variations. As a rule of thumb, it can be said that a higher liquid mass flowrate results in higher pressure changes. Chapter 4 shows that a higher liquid mass flowrate has the effect to increase the entrained fraction. Therefore, the pressure variations increase with higher entrained fraction. This leads to the conclusion that the model of Azzopardi and Co-workers over-predicts the entrained fraction when the liquid mass flowrate is increased. This limitation is also discussed in Fernandez (2000).
Figure 6.2.1: Comparison between experimental data and model of Azzopardi & Co-workers. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=0°

Figure 6.2.2: Comparison between experimental data and model of Azzopardi & Co-workers. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=85°
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Liquid Mass Flowrate (kg/s)  0.0079  0.0187  0.0317  0.0527

Figure 6.2.3: Comparison between experimental and predicted pressure drop. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=0°

Figures 6.2.4 and 6.2.5 show the effect of liquid mass flowrate on predicted and experimental total pressure drop. It can be seen that both profiles grow linearly and that the model predicts a higher total pressure drop. Moreover, as the liquid velocity raises, the prediction of the model becomes less close to the experimental values.

Figures 6.2.6 and 6.2.7 show the effect of liquid mass flowrate on predicted and experimental pressure recovery. It can be seen that both profiles grow linearly and that the model predicts a lower pressure recovery. Moreover, as the liquid velocity is increased, the prediction of the model becomes closer to the experimental values.
Figure 6.2.4: Comparison between experimental and predicted variation of total pressure drop with liquid mass flowrate. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=0°

Figure 6.2.5: Comparison between experimental and predicted variation of total pressure drop with liquid mass flowrate. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=85°
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Figure 6.2.6: Comparison between experimental and predicted variation of pressure recovery with liquid mass flowrate. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=0°

Figure 6.2.7: Comparison between experimental and predicted variation of pressure recovery with liquid mass flowrate. Gas mass flowrate=0.04 kg/s, angle of inclination from horizontal=85°
CHAPTER 7

Final conclusions
and

Future Work

In this section the importance and the consequences of the work presented will be summarised. Further work related to the subject of the present study is also proposed.

7.1 Introduction

A comprehensive study of hydrodynamics in annular two-phase flow in Venturis has been presented in the previous Chapters. Experimental data on three different dependent variables (liquid film flowrate, film thickness and pressure drop) has given a good insight into the phenomena that occur in Venturis. This analysis was carried out by varying liquid and gas mass flowrates and inclination. Such a comprehensive study had not been carried out previous to the present work. The great amount of data collected gives an idea of the number of experimental tests carried out.

Literature on pressure drop, film thickness and entrained fraction in Venturis is available either for horizontal or vertical flows, but it is scarce for inclined flows. Special attention was paid to the effect of the inclination on the liquid film characteristics and the liquid entrainment. Therefore, it was necessary to conduct a comprehensive study considering different flow conditions and an extensive range of
inclinations. A wide range of experimental data was presented for this purpose. Additionally, data from other authors were introduced, discussed and compared to the present data. Results from other works concerning frequency of disturbance waves and entrained fraction were confirmed.

7.2 Conclusions for liquid film mass flowrate and entrainment determination

- In the pipe upstream of the Venturi and in the throat of the Venturi, the liquid flowrate profile is symmetric about the vertical plane for zero. In a horizontal pipe, the liquid flows prevalently along the bottom. The variation of inclination from horizontal has the effect to distribute the liquid more uniformly around the cross-section.

- In the main pipe and in the Venturi throat, the entrained fraction is not influenced by pipe orientation and shows a horizontal linear profile at low gas and liquid mass flowrates. This is due to the fact that friction at the gas-liquid interface and wave frequency do not vary considerably with inclination at low ranges of gas and liquid velocities.

- In the main pipe and in the Venturi throat, the entrained fraction increases with increasing gas mass flowrate. As the gas velocity is increased, the amount of liquid droplets stripped off from the high waves increases. Consequently, the amplitude of the waves and, therefore, the average liquid film thickness decreases.
7.3 Conclusions for film thickness measurements

- In the pipe upstream of the Venturi and in the throat of the Venturi, the distribution of the liquid film is symmetric about the vertical plane for zero. In horizontal pipe, the liquid film thickness is higher at the bottom, it is decreasing along the two sides and it is lower at the top. The liquid distribution becomes more uniform with increasing inclination. At inclinations $\alpha > 60^\circ$, it is observed the formation of disturbance waves also at the side and at the top of the sections. Moreover, due to gravity, a little deviation from vertical, e.g., $5^\circ$ results in an asymmetric film thickness profile.

- In the main pipe and in the throat, an increase in gas velocity has the effect to flatten out the liquid film thickness. This is due to the higher interaction at the liquid-gas interface. The effects of the higher interaction are lower amplitudes of the disturbance waves and higher entrained fraction.

- The ratio between average wave height and base film thickness is the same in the main pipe and in the throat. This means that the fluctuating waves and the base film thickness have the same proportion in the two sections. However, the amplitude of the disturbance waves is different.

- For the same flow conditions and inclination, the frequency of the disturbance waves is the same at the lower half of the main pipe and the throat. Furthermore, the variation of the frequency with the liquid mass flowrate has the same trend. In other words, the frequency of the disturbance waves decreases equally in the two sections with increasing liquid velocity.

- The present data agrees with the model of Butterworth (1969). The above model predicts that the plot of $1/s$ against $\cos \theta$ is a straight line. The experimental results in the main pipe and in the Venturi throat approximately obey this relationship.
• The effect of the inclination on the liquid film mass flowrate $M_{LF}$ is not significant. This is a consequence of the fact that the entrained fraction $E$ does not change with the tube orientation.

7.4 Conclusions for pressure profile and pressure drop studies

• The experimental data give further evidence that pressure drop in the Venturi increases with increasing liquid to gas ratio.

• At low liquid flowrates the pressure along the throat decreases initially and increases afterwards due to the influence of the diffuser on this section.

• The effect of the inclination is not remarkable on the pressure drop. This is a consequence of the very small influence of the pipe orientation on the wave frequency and liquid entrainment.

• The total pressure loss across the Venturi grows almost linearly with the liquid mass flowrate. Furthermore, the pressure recovery decreases almost linearly with the liquid mass flowrate.

• The model of Azzopardi & Co-workers generally predicts higher pressure changes than found experimentally, especially at higher liquid mass flowrate. The model predicts satisfactorily the pressure variations in the convergence. As the liquid velocity is increased, the predictions of the model, in the throat and the diffuser, digress from the experimental values. The reason is that the model of Azzopardi & Co-workers over-predicts the entrained fraction when the liquid mass flowrate is increased.
7.5 Recommendations for future experimental work

- The Venturi should be made in transparent material (plexiglas) to allow visual observations of the annular flow. These could help in order to gather information on the liquid film, e.g., liquid distribution, film thickness and wave height. A straight pipe, also in plexiglas, should be located before the Venturi.

- Further experiments on pressure drop in the Venturi should be carried out. A wider variety of angles from horizontal to vertical should be explored experimentally. A further investigation would confirm the results found on the effect of the inclination on pressure drop.

- The effect of liquid mass flowrate on pressure drop should be investigated. A wide range of $M_L$ would allow the analysis of the effect of gas velocity on total pressure loss and pressure recovery along the diffuser. Azzopardi et al. (1989) shows that an increasing gas flowrate results in an increasing pressure drop along the Venturi.

- The study of pressure drop in the Venturi with different liquids and gases would be of particular interest. This study would be particularly useful in the oil & gas industry applications of the Venturi as flow meter. In these applications liquids and gases have different properties from those involved in the present work.

- Measurements of liquid film thickness along the top of the main section by using the wire probe technique are required. This would allow a study of the characteristics of the film at higher liquid mass flowrates. Also, the same technique should be applied at the bottom of the throat section. This would allow a comparison with the results obtained at the two highest liquid mass flowrates by using the flush-mounted probe technique.

- Measurements of liquid film thickness at higher gas mass flowrates, $M_g$, are required. This would allow the study of the variation of the wave frequency
with $M_g$. Paras et al. (1994) shows that the dominant frequency of the waves displays a tendency to increase with gas mass flowrate. In their experimental data it is evident an almost linear dependence of the characteristic frequency on gas velocity, whereas the influence of liquid velocity appears to be of less significance. They also asserted that a class of frequency around 1 Hz persists, even at relatively high gas velocities. These waves may be associated with the Kelvin-Helmholtz instability.

- Future works could consider the use of another probe test section located upstream. This would allow the measurement of the liquid film velocity and of the wave celerity. Paras et al. (1994) shows that wave celerity increases markedly with the gas as well as with the liquid velocity. Also, it is evident a nearly linear dependence of wave celerity on gas velocity. This is observed also in the data of Andritsos (1992).

- Further study on liquid film mass flowrate considering a partial take-off unit with higher fins could be considered. A wider range of liquid mass flowrates would allow the analysis of the variation of the liquid entrainment with higher liquid film velocities. Butterworth and Pulling (1973) used inclined fins.

- The availability of data on film thickness and film flowrate would enable an interesting comparison of results. This study was not carried on because the measurements of the partial film flowrates were taken at circumferential locations different from those considered for the film thickness. Future work could consider more carefully this aspect.
7.6 Recommendations for future developments of models

• Further analysis of the process of atomisation at the corner between the convergence and the throat should be considered. This study would provide a closer insight into the phenomena that take place and, in particular, how exactly the liquid is entrained.

• The model of Azzopardi & co-workers needs improvements, especially at higher liquid mass flowrate, $M_l$. The model of Azzopardi & Co-workers reasonably predicts pressure drop in the Venturi for very different operating conditions. However, some recommendations can be made in order to improve this model. The part of the model concerning the growth of the boundary layer in the diffuser requires very complicated algorithms. In addition, some problems are encountered concerning the numerical solution of the equations of the boundary layer. Therefore, this aspect of the model would require further improvements. A semi-empirical approach to the growth of the boundary layer would significantly simplify the model and it would allow easier implementation of the model by the engineer.

• The model of Fukano & Ousaka (1989) tends to predict lower liquid film thickness than found experimentally, especially at lower gas flowrates. Inlet flow conditions and geometric characteristics different from those considered by Fukano & Ousaka (1989) result in unsatisfactory predictions of the model. This is due to the theoretical limitations of this model, which is not based on rigorous physical assumptions. The mechanism of the wave pumping action due to pressure forces does not consider either frequency of the interfacial waves or the mean film thickness. Furthermore, the model is based on experimental data in horizontal annular flows and on extensions of results obtained in vertical annular flows.
Venturi Scrubbers

Venturi scrubbers are usually classified as "wet scrubbers". Wet scrubbers transfer the pollutant from the gas to the liquid. Wet collection is advantageous when good efficiencies are required chiefly on coarser dust, for low loading where only moderate efficiencies are required, or in situations where there is a significant risk of explosion.

The advantages and disadvantages of wet scrubbers have been summarised by Muir (1992). His lists are reproduced in table 1.1. It must be noted that Venturi scrubbers are the most efficient cleaners among wet scrubbers. Venturi scrubbers in particular have one main disadvantage: high efficiencies can only be achieved at the cost of high pressure drop. The cost of pumping to overcome that pressure drop can be as high as 20% of the total energy running cost of a coal power station. Another important cost is that one relating to the consumption and treatment of the scrubbing liquid, water. In contrast to these disadvantages, the capital cost involved is very low (Vatavuk & Neveril, 1981).

A Venturi scrubber consists of a constriction in the duct carrying the dust-laden gas that raises its velocity to between 60-90 m/s, or higher (See Fig. 1.1). The geometry is that of a Venturi in order to obtain the lowest pressure drop. Scrubbing liquid can be introduced in a number of different ways. A "Pearce-Anthony" Venturi scrubber is characterised by the introduction of liquid through nozzles pointing downstream. If liquid is introduced as a film, the conventional name is "wetted approach" Venturi scrubber, or wetted approach operation. The high gas velocity atomises the liquid,
and the high relative velocity between the accelerating liquid droplets and the dust particles in the gas leads to a very efficient collection of even the fine particles.

Table A.1: Advantages and disadvantages of wet scrubbers (Muir, 1992)

<table>
<thead>
<tr>
<th>ADVANTAGES:</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Compactness and hence low capital cost</td>
</tr>
<tr>
<td>- Elimination of fire and explosion hazards</td>
</tr>
<tr>
<td>- Possible neutralisation of corrosive material by the selection of an appropriate scrubbing liquid</td>
</tr>
<tr>
<td>- Simultaneous removal of gaseous and particulate contaminants</td>
</tr>
<tr>
<td>- Simplicity of operation</td>
</tr>
<tr>
<td>- Lack of secondary dust problems in disposal</td>
</tr>
<tr>
<td>- Material is recovered in a form which can be pumped</td>
</tr>
<tr>
<td>- Efficiency is largely dependent of scale</td>
</tr>
<tr>
<td>- Continuously rated at a constant pressure drop</td>
</tr>
<tr>
<td>- Possibility of cooling and dedusting in same plant</td>
</tr>
<tr>
<td>- Can be used to collect sticky dust</td>
</tr>
<tr>
<td>- Insensitive to changes in gas temperature near the dew point</td>
</tr>
<tr>
<td>- Potential for low grade recovery systems</td>
</tr>
<tr>
<td>DISADVANTAGES:</td>
</tr>
<tr>
<td>- Requirement of a slurry treatment plant</td>
</tr>
<tr>
<td>- Extra cost of water usage</td>
</tr>
<tr>
<td>- Loss of thermal buoyancy in the stack plume</td>
</tr>
<tr>
<td>- Increased visibility of the stack due to water vapour condensation</td>
</tr>
<tr>
<td>- Efficiencies do not approach 100%, and therefore:</td>
</tr>
<tr>
<td>(i) Cleaned air cannot be re-circulated into working areas</td>
</tr>
<tr>
<td>(ii) Not necessarily suitable for high inlet burdens</td>
</tr>
<tr>
<td>(iii) The fine fraction, if not collected, can make the plume visible</td>
</tr>
<tr>
<td>(iv) High pressure drop, and hence high power consumption is necessary for operation at high efficiency or on sub-micron particles</td>
</tr>
<tr>
<td>- Frequent inspection and regular maintenance usually required</td>
</tr>
<tr>
<td>- Possibility of scrubbing liquid freezing, foaming, frothing, or gelling</td>
</tr>
<tr>
<td>- Possibility of retarded settling of the collected material</td>
</tr>
<tr>
<td>- Possibility of adverse chemical reactions with the scrubbing liquid, which might lead to corrosion or deposition problems</td>
</tr>
</tbody>
</table>
Figure A.1: Wetted approach Venturi scrubber
Theoretical details on separated flow

Momentum balance on an element of duct with separated flow

Figure B.1: Simple momentum balance on an element of duct with separated flow

Assumptions made:

- The static pressure is constant over any cross section;
In each region, the fluids density is $\rho_g$ over the fraction $\varepsilon_g$ of the cross section and $\rho_i$ over the reminder $(1-\varepsilon_g)$;

- In each region, the velocity is constant and equal to the mean averaged velocity of the respective phase;
- The wall shear stress, $\tau_0$, is constant around the periphery of the channel.

For a small element of a channel, a force balance can be obtained by equalizing the net applied force in the direction of the flow to the rate of the momentum increase in the direction of the flow.

$$\text{Net force} = \int P dA - \int (P + \frac{dP}{dx} \frac{\partial x}{dx}) dA - \int \rho_g \sin \theta \frac{\partial x}{dx} dA - \int \rho \frac{\partial x}{dx} dP$$

$$\text{Net force} = - \frac{dP}{dx} \frac{\partial x}{dx} dA - \left[ \varepsilon_g \rho_g + (1 - \varepsilon_g) \rho_i \right] g \sin \beta \frac{\partial x}{dx} dA - \tau_0 \frac{\partial x}{dx}$$  \hspace{1cm} (B.1)

The rate of increase of momentum across the element is:

$$\frac{d}{dx} \frac{\partial x}{dx} \left[ \gamma + \frac{d\gamma}{dx} \frac{\partial x}{dx} \right] - \gamma = \left[ \frac{d}{dx} \int \gamma \rho dA \right] \frac{\partial x}{dx}$$

$$\frac{dy}{dx} \frac{\partial x}{dx} = \frac{d}{dx} \left[ \left( \frac{\gamma}{\rho \varepsilon} + \frac{1}{\rho_i \varepsilon} \right) \frac{\partial x}{dx} \right] \frac{\partial x}{dx} = \frac{d}{dx} \left[ m \left( \frac{x_s}{\varepsilon \rho_s} + \frac{(1-x_s)^2}{(1-\varepsilon)\rho_i} \right) A \right] \frac{\partial x}{dx}$$  \hspace{1cm} (B.2)

where $\frac{m x_s}{\rho_s \varepsilon}$ and $\frac{m(1-x_s)}{\rho_i (1-\varepsilon)}$

By equalizing B.1 and B.2:
\[-\frac{dp}{dx} = \bar{\tau} \frac{p}{A} + \left[ \varepsilon_x \rho_\ast + (1-\varepsilon_x)\rho_i \right] g \sin \beta + \frac{d}{dx} \left[ m \left( \frac{x_i^2}{\varepsilon_x \rho_\ast} + \frac{(1-x_i)^2}{(1-\varepsilon_x)\rho_i} \right) \right] \] (B.3)
Appendix B.2

Methods for Calculation of Frictional Pressure Gradient

B.2.1 Lockhart and Martinelli (1949)

Lockhart and Martinelli (1949) suggested a correlation with the function $X^2$:

$$X^2 = \frac{\Delta P_l}{\Delta P_g} \quad (B.1)$$

$$\phi_l^2 = \frac{\Delta P_{lp}}{\Delta P_l} \quad (B.2)$$

$$\phi_g^2 = \frac{\Delta P_{gp}}{\Delta P_g} \quad (B.3)$$

$\Delta P_l$ and $\Delta P_g$ are pressure drops when the liquid or gas phases are flowing alone. Lockhart and Martinelli suggested four conditions seen on figure 2.1.3 of Chapter 2: vv, vt, tv, tt where $v =$ viscous and $t =$ turbulent and liquid is quoted first. For example, vt means liquid is viscous while the gas is turbulent. According to Holt (1996), a simpler form of $X^2$ is as follow:

$$X^2 = \frac{\Delta P_l}{\Delta P_g} = \left(2 \frac{f}{D} \frac{m_{lp}^2 (1-x_g)}{\rho_l} \right) \left( \frac{1}{2} \frac{D}{f} \frac{\rho_g}{m_{gp}^2 x_g^2} \right) = \frac{\rho_g}{\rho_l} \frac{(1-x_g)^2}{x_g^2} \quad (B.4)$$
B.2.2 Chisholm (1973)

Chisholm (1973) suggested a more generalized form of a Lockhart and Martinelli equation:

\[ \phi_i = 1 + \frac{C}{X} + \frac{1}{X^2} \quad \text{or} \quad \phi_g = 1 + CX + X^2 \]  

(B.5)

B.2.3 Friedel (1979)

Friedel (1979) (see Holt (1996)) proposed an algebraic correlation for the two-phase multiplier used for determination of frictional pressure gradient for vertical upwards whereby \( \phi_i^2 = A_1 + A_2 \):

\[ A_1 = (1 - x_g)(l - x_g) + x_g^2 \frac{\rho_f}{\rho_g} \frac{f_f}{f_g} \]  

(B.6)

\[ A_2 = \frac{3.24 x_g^0.8 (1 - x_g)^0.224 \left( \frac{\rho_f}{\rho_g} \right)^{0.91} \left( 1 - \frac{\mu_g}{\mu_i} \right)^{0.7} \left( \frac{\mu_g}{\mu_i} \right)^{0.19}}{Fr^{0.045} We^{0.035}} \]  

(B.7)

where \( Fr = \frac{m_{TP}^2}{\rho_{TP,H} D g} \) and \( We = \frac{m_{TP}^2 D}{\rho_{TP,H} \sigma} \)
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Error Analysis

In this Appendix is presented an error analysis based on the method of Taylor (1997) applied to a set of inlet flow condition considered for the experimental runs. This error analysis is related to the essential parts of the rig e.g. air and water rotameters, pressure gauges, tanks and etc, and therefore is applicable for any sort of experiments. For this case, the gas superficial velocity, \( U_{sg} \), is 17.5 m/s \((M_g=0.04 \text{ kg/s})\), the liquid superficial velocity, \( U_{sl} \), is 0.0115 m/s \((M_l=0.0131 \text{ kg/s})\), the air inlet pressure, \( P_{inlet} \), is 1.6 bara and the pressure difference between the two sections of the orifice plate, \( \Delta P_{cell} \), is 1.05 PSI.

Error analysis on the superficial air velocity:

The air superficial velocity is given by:

\[
U_{sg} = C \cdot \left( \frac{\Delta P_{cell} \cdot P_{inlet}}{P_{inlet}} \right)^{1/2}
\]  

(C.1)

where:

\( \Delta P_{cell} \) is the reading of the pressure difference across the orifice plate.
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$P_{inlet}$ is air inlet pressure reading

$$C \text{ is a constant: } C = 0.61 \times \sqrt{\frac{2 \times 1.204}{7088845.108}} \times \frac{1.204 	imes 0.001134}{\sqrt{\frac{1}{m^4}}} = 0.26 \times \frac{kg}{m^3}$$

Considering equation (C.1) the fractional uncertainty of $U_{sg}$ can be written as:

$$E(U_{sg}) = C \left( \frac{0.5 \cdot e(\Delta P_{cell})}{\Delta P_{cell}} + \frac{0.5 \cdot e(P_{inlet})}{P_{inlet}} + \frac{e(P_{inlet})}{P_{inlet}} \right)$$  \hspace{1cm} (C.2)

where:

- $e(\Delta P_{cell})$ is the error in reading the DP cell; $e(\Delta P_{cell}) = \pm 0.5$ PSI = $\pm 0.034473$ bar
- $e(P_{inlet})$ is the error in reading the inlet air pressure gauge; $e(P_{inlet}) = \pm 0.1$ bar

By substituting the value of these two errors in equation C.2, the fractional uncertainty of $U_{sg}$ is obtained:

$$E(U_{sg}) = 0.26 \times \left( \frac{0.5 \cdot 0.034473}{0.0724} + \frac{0.5 \cdot 0.1}{1.6} + \frac{0.1}{1.6} \right) = 0.0862 = 8.62\%$$  \hspace{1cm} (C.3)

Therefore, the uncertainty of $U_{sg}$ is:

$$E(U_{sg}) = \pm 0.0862 \times 17.5 \frac{m}{s} = \pm 1.5 \frac{m}{s}$$  \hspace{1cm} (C.4)

Thus, is can be written:
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\[ U_{sp} = (17.5 \pm 1.5) \text{m/s} \]  \hfill (C.5)

*Error analysis on the superficial liquid velocity:*

The liquid superficial velocity is obtained by reading the number in the liquid rotameter. The two rotameters used for the inlet liquid flow rate measurement were calibrated before the experiments.

The error in reading the two liquid rotameter is, \( E(\text{Rot}) = 0.5 \text{ Unit} \). This error gives an uncertainty in the liquid superficial velocity of:

\[ E(U_{sl}) = \pm 0.000479 \text{ m/s} \]  \hfill (C.6)

\[ U_{sl} = (0.0115 \pm 0.000479) \text{ m/s} \]  \hfill (C.7)

The fraction uncertainty is, therefore:

\[ \frac{E(U_{sl})}{U_{sl}} = \frac{0.000479}{0.0115} = 0.041 = 4.1\% \]  \hfill (C.8)

*Error analysis on the liquid film flow rate:*

The mass flow rate of the liquid film taken out through the window is determined dividing 0.4litres of liquid film by the time in which this volume is collected.

\[ \omega_i = \frac{Q}{t} = \frac{0.4}{t} \]  \hfill (C.9)

For this analysis a combination of two errors has to be considered:
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Error in measuring rise in the liquid volume in the separator tank: ± 0.02 l

Error in reading the stop clock: ± 0.5 s

The combined fractional uncertainty of \( \omega_t \) is given by:

\[
\frac{E(\omega_t)}{\omega_t} = \frac{e(Q)}{Q} + \frac{e(t)}{t}
\]  

(C.10)

In this section it will be considered the time measured to take the liquid film off the main section of the vertical Venturi with the valve fully opened:

\( t \approx 120 \text{s} \)

Thus, the fractional uncertainty of the partial liquid taken off through the window is:

\[
\frac{E(\omega_t)}{0.003} = \frac{0.02}{0.4} + \frac{0.5}{120} = 0.054 = 5.4\%
\]  

(C.11)

which gives:

\[
E(\omega_t) = (0.054 * 0.003)/s = 0.000162 l/s
\]  

(C.12)

\[
\omega_t = (0.003 \pm 0.000162)/s
\]  

(C.13)
Appendix D

Signal Processing

(Taken from a report of Dr. Hans van Maanen)

D.1 Fourier Transformation

D.1.1 Main theorem of Fourier

The Fourier Transform (or analysis) is a cornerstone of the current signal analysis, although other techniques are being developed which might have a big impact on LDA (Laser Doppler Anemometry). The main theorem of Fourier is that any (physical) signal can be written as an infinite sum of sine and cosine waves. This opens the possibility to analyze the signal in all its constituent frequencies and to determine each contribution. This process can be reversed (and it is called Inverse Fourier Transformation) under certain conditions. It is common practice to talk about a function in time or frequency domain. Mathematically speaking it contains identical information in both domains.

The main theorem of Fourier is:

Any signal of finite length that contains only a finite number of discontinuities and which can be integrated in its absolute value, can be written as an infinite sum of sine and cosine functions.
Example for the interval \((-\pi, \pi)\):

\[
f(t) = \frac{1}{2} a_0 + \sum_{n=1}^{\infty} \left[ a_n \cos(nt) + b_n \sin(nt) \right]
\]  
(D.1)

in which:

\[
a_n = \frac{1}{\pi} \int_{-\pi}^{\pi} f(t) \cos(nt) dt
\]  
(D.2)

and

\[
b_n = \frac{1}{\pi} \int_{-\pi}^{\pi} f(t) \sin(nt) dt
\]  
(D.3)

**D.1.2 Spectral leakage.**

When there is a periodic signal with a cycle time which is not exactly equal to an integer multiple of time interval over which the signal is defined (and that is always the case) the periodic continuation will create a step at the interval boundaries; compare fig. 1 and 2 with fig. 3 and 4. In case the signal consists of a pure sinusoidal wave, the spectrum should have only one single peak as is shown in fig. 5. However, if the signal does not fit precisely in the time interval, the periodic continuation leads to all kinds of additional components in the spectrum that would not be expected at first sight. This phenomenon is called "leakage" because energy leaks from the original input frequency to other frequencies and it is a big nuisance for the interpretation of spectra. As this phenomenon appears in virtually all situations, it is essential to apply the so-called "windowing" functions. But before discussing that in more detail it is essential to introduce the notion of "spectral resolution".
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Figure D.1: If the interval [0,1] seconds is considered as the basic interval it can happen that an integer number of cycles fits into this interval.

Figure D.2: Periodic continuation of this signal does not cause any trouble.
Figure D.3: But usually this is not the case....

Figure D.4: ... and the periodic continuation of the signal is equipped with some weird jumps at the interval boundaries at 0 and 1 sec.
Figure D.5: If an integer number of cycles fits precisely into the transformation window, the spectrum consists of one single line.

Figure D.6: But if it does not fit so nicely "leakage" is the result. This is caused by the jumps at the boundaries of the continued signal, which represents different frequencies.
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D.1.3 Spectral resolution.

When there is a signal available over a finite time interval, it is convenient to determine its Fourier Transform as a Fourier series of which the subsequent components have a frequency difference equal to $1/(\text{interval length})$. For example, when the time interval has a length of 1 sec., the difference between two successive components is 1 Hz. When the length of the time interval is 0.1 sec. the difference is 10 Hz. It is common to state that the spectral resolution of the spectrum is equal to this difference. Another example: with a signal of 1000 Hz available on an interval of 100 ms, the resolution is 10 Hz and 100 cycles of the signal are available. As a rule of thumb is, therefore, often used:

$$\frac{\Delta f}{F} = \frac{1}{N} \quad \text{(D.5)}$$

in which:

$\Delta f =$ spectral resolution Hz  
$F =$ frequency Hz  
$N =$ number of cycles

The equation given above can be also written as:

$$\Delta f \cdot \Delta t = 1 \quad \text{(D.6)}$$

with:

$$\Delta t = \frac{N}{F} \quad \text{(D.7)}$$
D.1.3 Spectral distortion.

When a Fourier transformation is applied to a signal, the "DC" contribution to it can lead to useless results. As the frequency 0 also has a certain spectral width (see above), a DC component also introduces a contribution at higher frequencies. But if the decay of the (turbulent) velocity fluctuations in the spectrum is faster than the decay of the leakage of the DC component, the actual spectrum is completely masked. This results in complete nonsense spectra as can be seen from fig. 7. Therefore, it is best to subtract the DC component beforehand. When a Fourier transformation is applied to an Auto Correlation Function to get a Power Spectrum of a signal (see section D.1.5), it is convenient to estimate the DC contribution from the tail of the correlation function\footnote{Because the correlation coefficient for stochastic signals goes to zero for large time shifts, the DC contribution can be estimated from the limiting value when the time shift goes to "infinity". However, it is also wise to subtract the DC contribution from the signal before calculation of the ACF as the DC contribution is only a burden that even could lead to round-off errors in the numerical computation of the ACF.} and remove it before the Fourier transformation. A first improvement can be done by applying a windowing function (see section D.1.4) in the spectrum as is shown in fig. 8. But only the removal of the DC contribution solves the problem, as can be seen from fig. 9.

If the limiting values of the signal at the left and right hand side of the interval are not equal (and with stochastic signals this will always be the case) the signal can be thought as if it were superimposed on a sawtooth function, the slope of which is determined by the difference between the values at the left and right hand boundaries of the time interval and its length. This is illustrated in fig. 10 to 12. This sawtooth function plays a role because of the periodic repetition of the signal thanks to the Fourier series, as discussed above. But this sawtooth has a spectrum, which decays relatively slowly because of its discontinuity. Also, it is slower than the spectrum of dissipating turbulence. Because of this the spectrum will be distorted (or modified), which can easily lead to an incorrect interpretation. It is therefore required to remove this slope before the calculation of the Fourier transform. However, dependent on the...
algorithm chosen, a DC component could be introduced again. It is advised to remove this potential DC contribution too. The artifacts introduced by this sawtooth contribution are illustrated in fig.13; after removal of this the spectrum definitely has a different shape, especially at higher frequencies, as can be seen from fig. 14.

Figure D.7: Interpolated spectrum with a DC contribution, without windowing.
Figure D.8: Interpolated spectrum with a DC contribution and windowing.
Figure D.9: Interpolated spectrum after removal of the DC contribution.
Figure D.10: The original signal can be regarded as.....

Figure D.11: ...a combination of the fluctuations and.....

Figure D.12: ....the slope, which leads to discontinuities at the interval boundaries.
Figure D.13: Spectrum obtained as the average of 9 independent estimators without removal of the trend (sawtooth function).
Figure D.14: Spectrum obtained as the average of 9 independent estimators after removal of the trend (sawtooth function).
D.1.4 Windowing.

Windowing functions are functions with which the actual signal (in time domain) is multiplied to suppress the leakage problem. The leakage problem finds its cause in the usual condition that the signal has a different value at the left and right hand boundaries of the time interval. The windowing functions solve that problem by going to zero at those boundaries. However, the spectral resolution $\Delta f$ is reduced too. In fact, a combination of a windowing function with the actual signal leads to the convolution of the original spectrum with the Fourier Transform of the windowing function:

\[
F_w(t) = \int_{-\infty}^{\infty} F(\Omega) \cdot W(\omega - \Omega) d\Omega = F(\omega) \ast W(\omega)
\]

(D.8)

When $F(\omega)$ is the spectrum of the signal and $W(\omega)$ is the spectrum of the windowing function than the spectrum obtained is $F(\omega) \ast W(\omega)$, in which $\ast$ is the symbol for convolution.

In the course of history numerous windowing functions have been invented and applied as well.

Below there are listed some properties, which a windowing function should have:

1. Zero or at least small at the boundaries.
2. One in the middle of the time interval.
3. Continuous.
4. Monotonously decaying towards the boundaries.
5. Symmetrical.

\footnote{Meaning in this case that $\Delta f$ is increased}
6. The derivative in the middle should be zero.
7. Differentiable.
8. Have a high value (close to one) in as large a part of the time interval as possible.

Other important considerations are:

- The higher the spectral resolution (smaller $\Delta f$), the more leakage occurs.
- The Gauss curve is the most optimum choice because the Fourier Transform of a Gauss is a Gaussian function. This is also true for filtering.

A number of known windowing functions and their spectra are presented in fig.15 to 26 and these illustrate nicely the statements above. That these windowing functions do suppress leakage is clearly shown in fig. 27.

It is common sense to look for a windowing function that fits best for a specific problem. The damping of the sidelobes in the spectrum is of prime importance in a number of cases, e.g. when periodic components are present in the flow, which is under investigation. If the leakage from the generated peaks in the spectrum is not sufficiently suppressed, it is no longer possible to retrieve the contribution from the random turbulence. This is nicely illustrated in fig. 28, where a complete spectrum has been generated with just one single sinusoid (one single frequency). Fig. 29 shows that windowing can improve the situation and fig. 30 shows that with an appropriate choice of the windowing both the contributions of the periodic components as well as those of the random turbulence can clearly be distinguished. Windowing is therefore essential to obtain interpretable results.
Figure D.15: The simplest windowing function is the constant 1.

Figure D.16: Spectrum of the rectangular windowing function.
Figure D.17: One of the simplest windowing functions: the triangle.

Figure D.18: Spectrum of the triangular windowing function.
Figure D.19: An often applied windowing function: $0.5 + 0.5 \times \text{COSINE}$.

Figure D.20: Spectrum of the shifted cosine windowing function.
Figure D.21: Half a cosine is a suitable one as well, but it has stronger sidelobes.

Figure D.22: Spectrum of the half-cosine windowing function.
Figure D.23: A shifted and scaled Gaussian function is often applied as well.

Figure D.24: Spectrum of the shifted and scaled Gaussian windowing function
Figure D.25: A combination of a half-cosine and a part of the Gauss curve yields an effective windowing function.

Figure D.26: Spectrum of the combined half-cosine/Gauss windowing function.
Figure D.27: "Windowing" suppresses leakage significantly.
Figure D.28: Leakage prohibits the observation of the contribution of the turbulent velocity fluctuations to the Power Spectrum. This spectrum is made with just one single sinusoid.
Figure D.29: Windowing can reduce these influences significantly, compare with fig.D.28.
Figure D.30: With an appropriate choice of the windowing function both the contributions from the periodic components and the random turbulence can be observed.
D.1.6 Covariance and correlation functions.

An important class of functions in signal analysis is the covariance and the correlation functions. A distinction between covariance and correlation will be introduced. The essential difference between the two is that the correlation functions are dimensionless, whereas the covariance functions still have a dimension like m^2/s^2.

A very important property of this class of functions is that they are able to realize a significant data-reduction without elimination of the essential information, contained in the input signal(s). This can be understood by looking at them in more detail.

The auto covariance function of a signal f(t) is defined as:

$$ R_{ff} (\tau) = \lim_{T \to \infty} \left( \frac{1}{T} \right) \int_0^T f(t) \cdot f(t + \tau) dt $$  \hspace{1cm} (D.9)

The auto correlation function is the auto covariance function divided by the mean square value of the signal.

The cross covariance function of the functions f(T) and g(T) is defined as:

$$ R_{fg} (\tau) = \lim_{T \to \infty} \left( \frac{1}{T} \right) \int_0^T f(t) \cdot g(t + \tau) dt $$  \hspace{1cm} (D.10)

The cross correlation function is the cross covariance function, divided by the product of the RMS values of f(t) and g(t). Note that in case f(t) = g(t), the cross covariance and cross correlation function are identical to the auto covariance and auto correlation functions. The auto covariance and auto correlation function can therefore be regarded as a special case of the cross covariance and the cross correlation functions.
Next to the temporal covariance and correlation functions, also spatial correlation functions are used extensively in turbulence research. These are defined as:

\[
R_g(\Delta x) = \lim_{T \to \infty} \frac{\int_0^T f(x,t) \cdot f(x + \Delta x, t) dt}{\text{RMS}[f(x,t)] \cdot \text{RMS}[f(x + \Delta x, t)]}
\]  
(D.11)

The fundamental advantage of the spatial correlation functions over the temporal correlation functions is that no assumptions need to be made about the "translation" from time to space (Taylor hypothesis) and are therefore more general valid. The disadvantages are that two LDA's with a very accurate alignment, a very stable flow system and a lot of persistence are necessary.

Important properties of the auto covariance function are:

1. \( R_n(0) \) is equal to mean square value of \( f(t) \):
2. The phase is eliminated
3. \( R_n(\tau) = R_n(-\tau) \)
4. When the signal is stochastic, random, non-periodic, the ACF becomes zero after a certain time shift. This is attractive for data-reduction and implicit averaging.
5. Calculation of the ACF is "one way street": it is not possible to reconstruct the original signal from the ACF.
6. The Fourier transform of the ACF is the power spectrum of the signal.
7. The calculation time is proportional to the product of the length of the signal and the ACF. As the latter parameter is fixed, the calculation time of the ACF for signals of long duration is superior to the fast Fourier transformation (FFT), because the calculation time of the FFT is proportional to \( N^2 \log(N) \), in which \( N \) is the number of data-points in the signal.
D.1.5 Auto Covariance Function and Power Spectrum.

The Fourier transform of the Auto Covariance Function is the Power Spectrum of the signal. Here will not be a proof of this in a mathematically rigid sense. Therefore, the basic equation of the Fourier analysis will be introduced:

\[ f(t) = \frac{1}{2}a_0 + \sum_{n=1}^{\infty} \left[ a_n \cos(n \cdot t) + b_n \sin(n \cdot t) \right] \]  

(D.12)

Considering the average value \( (a_0) \) negligible and taking the sine and cosine contributions together the previous equation becomes:

\[ f(t) = \sum_{n=1}^{\infty} c_n \cos(n \cdot t + \varphi_n) \]  

(D.13)

This is allowed if \( a_n = c_n \cos(\varphi_n) \) and \( b_n = -c_n \sin(\varphi_n) \). Please note that \( c_n^2 = a_n^2 + b_n^2 \) and that \( \text{ATN}(\varphi_n) = b_n / a_n \).

The equation of the Auto Covariance Function:

\[ R_{ff}(\tau) = \overline{f(t) \cdot f(t+\tau)} \]  

(D.14)

applied to equation (D.13) gives:

\[ R_{ff}(\tau) = \left[ \sum_{n=1}^{\infty} c_n \cos(n \cdot t + \varphi_n) \right] \cdot \left[ \sum_{n=1}^{\infty} c_n \cos(n \cdot (t+\tau) + \varphi_n) \right] \]  

(D.15)

Moreover,
\[ \cos(n \cdot t) \cdot \cos(m \cdot t) = \frac{1}{2} \delta_{nm} \]  
\[ (D.16) \]

where \( \delta \) is the Kronecker symbol, which is negligible compared to the diagonal terms; therefore:

\[ R_{ff}(\tau) = \sum_{n=1}^{\infty} c_{n} \cos(n \cdot t + \varphi_{n}) \cdot c_{n} \cos(n \cdot (t + \tau) + \varphi_{n}) \]  
\[ (D.17) \]

which basically is a number of Auto Covariance Functions of cosine functions. In one of the previous chapters it has been shown that the phase is eliminated in an Auto Covariance Function and thus the following result is obtained:

\[ R_{ff}(\tau) = \sum_{n=1}^{\infty} \frac{1}{2} c_{n}^{2} \cos(n \cdot \tau) \]  
\[ (D.18) \]

which is a Fourier Series of power terms. In other words: the Auto Covariance Function can be written as the inverse Fourier Transform of the Power Spectrum. But because the Fourier Transform is reversible, the Power Spectrum is the Fourier Transform of the Auto Covariance Function.

D.1.6 Spectra of periodically sampled signals.

Normally, an analog signal is sampled with a specific time \( t \) (seconds) and a frequency \( f \) (Hz), which give a total number of samples \( N = f \times t \) (\( N \) is determined by the sampling frequency and the length of the measurement time interval). Consequently, the Fourier series is truncated at \( N/2 \) (which give us \( N/2 + 1 \) values for the \( a_{n} \) and \( N/2 - 1 \) values for the \( b_{n} \)).

3 The Fourier Transform in its elementary form is a one-to-one projection from the time domain to the frequency domain. With a limited number of samples this means that the transformation can be written
Thus, a periodically sampled signal does not only have a lower limit in its spectral composition ($1/\Delta T$), but also an upper limit ($1/(2\Delta t)$, $\Delta t=1/f$), in which $\Delta T$ is the length of the measurement time interval and $\Delta t$ is the time in between to successive samples. The most well-known consequence of this all is the risk of aliasing, as it is stated in the Shannon/Nyquist sampling theorem:

*When we want to describe a signal by sampling it with a fixed frequency, this can be achieved provided that this signal does not contain spectral components above half this sampling frequency.*

Frequencies which are above half this sampling frequency appear as "ghost signals" with a frequency which is as much below half the sampling frequency as the original frequency was above it (aliases). This half of the sampling frequency is therefore often referred to as the folding or Nyquist frequency. Aliasing needs to be avoided at all costs, because information, which has been corrupted by aliasing, cannot be corrected anymore and therefore needs to be treated as trash. The correct use of antialiasing filters is therefore essential.

**D.1.7 Optimisation of the measurement times.**

It has been highlighted that there is a severe lack of knowledge on the time, required to do an experiment. Many researchers tend to use too short measurement times. However, there is a great difference between a collection of numbers acquired in a short time and results on which firm conclusions about the flow can be based. The experimenters tend to look at relatively simple parameters like the average velocity and the RMS value of the velocity fluctuations to decide when the experiment can be terminated. However, it looks as if the variance in such parameters decays pretty rapidly, but that does not mean that it is sufficient for more complicated parameters such as higher moments and turbulence power spectra. For the determination of the

---

as a set of N equations with N unknowns. Of course, no more than N independent solutions can be obtained.
turbulence power spectrum, the information is presented in a large number of bins of frequency. To get the same value of the variance in each bin compared to the RMS value, this requires a longer time record. Such parameters are more vulnerable for deviations than an average velocity.

The analysis becomes more complicated as soon as a flow becomes intermittent. The most well-known example of an intermittent flow is the free jet. At its boundaries the flow has a strongly intermittent character where the fast moving fluid from the jet and the stationary fluid move in and out of the measurement volume. When the average value and the RMS value of the fluctuations or even higher moments of the distribution need to be measured, a very long recording time has to be considered: the integral time scale is very long due to the intermittent character of the flow, compared to stationary flows. Moreover, before planning any experiments and the recording time it is important to take the properties of the flow into account. It is also relevant that the flow (system) is stable during this measurement time.
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# Nomenclature

## Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>Length of the window</td>
<td>m</td>
</tr>
<tr>
<td>$a_n$</td>
<td>Coefficient of Fourier transform</td>
<td>[signal]</td>
</tr>
<tr>
<td>A</td>
<td>Pipe cross sectional area</td>
<td>m$^2$</td>
</tr>
<tr>
<td>b</td>
<td>Perimeter between the fins</td>
<td>m</td>
</tr>
<tr>
<td>$b_n$</td>
<td>Coefficient of Fourier transform</td>
<td>[signal]</td>
</tr>
<tr>
<td>c</td>
<td>Capacitance</td>
<td>F</td>
</tr>
<tr>
<td>$c_i$</td>
<td>Tracer concentration in the injected solution</td>
<td>mol/m$^3$</td>
</tr>
<tr>
<td>$c_p$</td>
<td>Tracer concentration in the pipeline</td>
<td>mol/m$^3$</td>
</tr>
<tr>
<td>C</td>
<td>Droplet Concentration</td>
<td>kg/m$^3$</td>
</tr>
<tr>
<td>$C_D$</td>
<td>Drag coefficient between gas and drop</td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>Throat inside diameter</td>
<td>m</td>
</tr>
<tr>
<td>D</td>
<td>Pipe inside diameter</td>
<td>m</td>
</tr>
<tr>
<td>E</td>
<td>Entrained fraction</td>
<td></td>
</tr>
<tr>
<td>f</td>
<td>Moody friction factor</td>
<td></td>
</tr>
<tr>
<td>f(t)</td>
<td>Signal</td>
<td>[signal]</td>
</tr>
<tr>
<td>F</td>
<td>Frequency</td>
<td>Hz</td>
</tr>
<tr>
<td>$F_s$</td>
<td>Sampling frequency</td>
<td>Hz</td>
</tr>
<tr>
<td>$F_n$</td>
<td>Nyquist frequency</td>
<td>Hz</td>
</tr>
<tr>
<td>$F_w(t)$</td>
<td>Fourier transform of the windowing function</td>
<td>[signal]</td>
</tr>
<tr>
<td>$F(\omega)$</td>
<td>Spectrum of the signal</td>
<td>[signal]$^2$</td>
</tr>
<tr>
<td>g</td>
<td>Acceleration due to gravity</td>
<td>m/s</td>
</tr>
<tr>
<td>k</td>
<td>Circumferential transport coefficient</td>
<td>mm</td>
</tr>
<tr>
<td>$k_D$</td>
<td>Deposition coefficient</td>
<td>m/s</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Unit</td>
</tr>
<tr>
<td>--------</td>
<td>-------------------------------------------------------</td>
<td>--------</td>
</tr>
<tr>
<td>$K_{mass}$</td>
<td>Constant of mass transfer</td>
<td>m²/s²</td>
</tr>
<tr>
<td>$l_t$</td>
<td>Length of throat</td>
<td>m</td>
</tr>
<tr>
<td>$L/G$</td>
<td>Liquid to gas ratio</td>
<td>litres/m³</td>
</tr>
<tr>
<td>$m$</td>
<td>Mass flux</td>
<td>kg/m²s</td>
</tr>
<tr>
<td>$M$</td>
<td>Mass flow rate</td>
<td>kg/s</td>
</tr>
<tr>
<td>$p$</td>
<td>Pipe cross sectional perimeter</td>
<td></td>
</tr>
<tr>
<td>$P$</td>
<td>Pressure</td>
<td>Pa</td>
</tr>
<tr>
<td>$Q$</td>
<td>Volumetric flow rate</td>
<td>m³/s</td>
</tr>
<tr>
<td>$Q_i$</td>
<td>Injection volumetric flowrate of tracer solution</td>
<td>m³/s</td>
</tr>
<tr>
<td>$r$</td>
<td>Pipe inside radius</td>
<td>m</td>
</tr>
<tr>
<td>$R$</td>
<td>Resistance</td>
<td>Ω</td>
</tr>
<tr>
<td>$R_A$</td>
<td>Rate of atomization</td>
<td>kg/m²s</td>
</tr>
<tr>
<td>$R_D$</td>
<td>Rate of deposition</td>
<td>kg/m²s</td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number</td>
<td></td>
</tr>
<tr>
<td>$R_{n(\tau)}$</td>
<td>Auto covariance function</td>
<td>[signal]</td>
</tr>
<tr>
<td>$R_{fg(\tau)}$</td>
<td>Cross correlation function</td>
<td>[signal]</td>
</tr>
<tr>
<td>RMS</td>
<td>Root-mean-squared value of the signal (standard deviation)</td>
<td>[signal]</td>
</tr>
<tr>
<td>$s$</td>
<td>Liquid film thickness</td>
<td>m</td>
</tr>
<tr>
<td>$St$</td>
<td>Strouhal number</td>
<td>Hz*s</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
<td>s</td>
</tr>
<tr>
<td>$T$</td>
<td>Signal period</td>
<td>s</td>
</tr>
<tr>
<td>$U$</td>
<td>Fluid velocity</td>
<td>m/s</td>
</tr>
<tr>
<td>$\overline{U}$</td>
<td>Mean velocity</td>
<td>m/s</td>
</tr>
<tr>
<td>$U_R$</td>
<td>Slip ratio</td>
<td></td>
</tr>
<tr>
<td>$W(\omega)$</td>
<td>Spectrum of the windowing function</td>
<td>[signal]²</td>
</tr>
<tr>
<td>$x$</td>
<td>Distance in the axial direction</td>
<td>m</td>
</tr>
<tr>
<td>$x_g$</td>
<td>Gas quality</td>
<td></td>
</tr>
<tr>
<td>$X$</td>
<td>Lockhart Martinelli parameter</td>
<td></td>
</tr>
<tr>
<td>$X_R$</td>
<td>Reactance</td>
<td>Ω</td>
</tr>
<tr>
<td>$y$</td>
<td>Distance in the radial direction</td>
<td>m</td>
</tr>
</tbody>
</table>
**Nomenclature**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z$</td>
<td>Impedance</td>
<td></td>
</tr>
</tbody>
</table>

**Greek Symbols**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>Inclination of the pipe</td>
<td>Deg</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Half angle of the convergent</td>
<td>Deg</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Rate of momentum transport</td>
<td>kg*m/s$^2$</td>
</tr>
<tr>
<td>$\Gamma_x$</td>
<td>Flow rate per unit width of surface</td>
<td>kg/m*s</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Half angle of the diffuser</td>
<td>Deg</td>
</tr>
<tr>
<td>$\varepsilon_g$</td>
<td>Void fraction</td>
<td></td>
</tr>
<tr>
<td>$\theta$</td>
<td>Circumferential coordinate angle</td>
<td>Deg</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Dynamic viscosity</td>
<td>kg/ms</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Density</td>
<td>kg/s</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Surface tension</td>
<td>N/m</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Shear Stress</td>
<td>N/m$^2$</td>
</tr>
<tr>
<td>$\tau_i$</td>
<td>Interfacial shear stress</td>
<td>N/m$^2$</td>
</tr>
<tr>
<td>$\tau_0$</td>
<td>Wall shear stress</td>
<td>N/m$^2$</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Cinematic viscosity</td>
<td>m$^2$/s</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Two phase multiplier</td>
<td></td>
</tr>
<tr>
<td>$\omega_l$</td>
<td>Off-taken liquid rate at the intercept (y=0)</td>
<td>kg/s</td>
</tr>
</tbody>
</table>

**Subscripts**

<table>
<thead>
<tr>
<th>Subscript</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Atomization</td>
</tr>
<tr>
<td>acc</td>
<td>Accelerational</td>
</tr>
<tr>
<td>D</td>
<td>Deposition</td>
</tr>
<tr>
<td>dep</td>
<td>Deposition</td>
</tr>
<tr>
<td>drop</td>
<td>Drops</td>
</tr>
<tr>
<td>drop,f</td>
<td>Drops at the end of throat</td>
</tr>
</tbody>
</table>
Nomenclature

ent  Entrainment
eq  Equivalent taking into account film thickness
fric  Frictional
g  Gas
gd  Gas relative to the gas-liquid mixture
gH  Gas in the homogeneous model
grav  Gravitational
H  Homogeneous
i  Inlet of the venturi
it  Difference between the inlet and the throat of the Venturi
l  Liquid
ld  Liquid relative to the gas-liquid mixture
LE  Liquid Entrained
LF  Liquid film
LFF  Liquid film between the fins
LFC  Critical liquid film
mass  Mass transfer
MP  Multi phase
sg  Superficial gas
sl  Superficial liquid
SP  Single phase
TP  Two phase
x  Axial direction

Greek Subscripts

$\theta$  Circumferential direction
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