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Abstract

Lobe and cleft patterns are frequently observed at the leading edge of grav-

ity currents, including non-Boussinesq particle-laden currents such as pow-

der snow avalanches. Despite the importance of the instability in driving air

entrainment, little is known about its origin or the mechanisms behind its

development. In this work we seek to gain a better understanding of these

mechanisms from a laboratory scale model of powder snow avalanches using

lightweight granular material.

The instability mechanisms in these flows appear to be a combination

of those found in both homogeneous Boussinesq gravity currents and unsus-

pended granular flows, with the size of the granular particles playing a central

role in determining the wavelength of the lobe and cleft pattern. When scaled

by particle diameter a relationship between Froude number and the wavelength

of the lobe and cleft pattern is found, where the wavelength increases mono-

tonically with Froude number. This relationship, in addition to Particle Image

Velocimetry analysis, provides evidence for the existence of pairs of counter-

rotating vortices at the leading edge of these currents, which play a key role

in the development of the lobe and cleft pattern.

The internal pressure of these flows is found to scale with the dynamics of

the large vortex-like structure that is observed within the head of the current.
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Chapter 1

Introduction

Avalanches can be highly destructive and dangerous events, especially if they

occur near built up areas. Large flows of dense granular material will cause

large amounts of damage to structures, but the cloud of powder snow that

forms can also do significant damage. The powder cloud, referred to as a pow-

der snow avalanche, can cause large changes in pressure over very short time

periods which will subject a structure to high stresses. Powder snow avalanches

are a naturally occurring example of a particle-driven gravity current (Figure

1.1). Other examples of naturally occurring particle-driven gravity currents in-

clude pyroclastic ash flows down volcano slopes and turbidity currents of silt in

oceanic trenches, which are capable of being equally destructive within their

respective environments. Whilst the primary focus of this work is powder

snow avalanches, the physical similarity shared by all of these flows implies

that any development of concepts relating to the flow properties of powder

snow avalanches will also be applicable to the other forms of particle-driven

gravity current. These currents take the form of a cloud of particles kept in

suspension by turbulence in the carrier fluid, entrained from the surrounding

ambient fluid. The suspension of particles increases the density of the cloud

compared to the surrounding ambient fluid, creating a driving buoyancy force.

As the current entrains more of the surrounding ambient fluid the density dif-

ference decreases, leading to a reduction in the driving force unless the current

is supplied with more particles [Simpson, 1997]. In the case of a powder snow

avalanche, dilution caused by entrainment of air is counteracted by entrain-

ment of snow particles from the snow cover, maintaining the driving density

difference (Figure 1.2).
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Figure 1.1: A powder snow avalanche, north of Silverton, Colorado, USA.
Photo: R.L. Armstrong, NSIDC.

Head

Body

Tail

Snow base

Newly deposited snow

Ambient fluid (air)

Snow
Nose

z

x consists of carrier fluid (air)
and suspended particles (snow)
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Figure 1.2: Schematic showing the anatomy of an avalanche.
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1.1. FIELD MEASUREMENTS

Powder snow avalanches usually start as a dense granular flow of snow

down a slope. Ambient air entrains snow at the upper surface and front of

the flow and a powder cloud is formed. If enough snow becomes suspended

and the level of turbulence is high enough to maintain the suspension, the

powder cloud will flow down the slope as a gravity current. The powder cloud

often travels above the dense granular flow, however the two components have

distinct dynamics and are linked only by an exchange of snow between them.

Also, powder clouds often run metres in front of the dense granular flow and

sometimes continue for significant distances after the dense granular avalanche

has stopped. They have even been observed to follow different routes to the

granular flow [Margreth, 2000].

The entrainment of ambient air into the powder cloud is likely to have sig-

nificant effects on the development and dynamics of a powder snow avalanche.

Whilst some of the mechanisms that cause ambient air to become entrained,

such as through Kelvin-Helmholtz billows that form at the upper surface of

the current [Simpson, 1972, 1997], are reasonably well understood, others are

less clear. One such mechanism is the instability which causes the formation

of a three-dimensional wavy pattern at the moving front of the powder snow

avalance. Whilst it is highly likely that the formation and development of this

pattern will have a significant effect on the entrainment of ambient air into the

current, little is known about the instability that causes it. The primary focus

of this work is to gain a better understanding of the mechanisms behind, and

the development of the patterns that form at the leading edge of particle-laden

gravity currents. We seek to achieve this through the physical modelling of

powder snow avalanches.

1.1 Field measurements

The unpredictability of when and where an avalanche will occur make collect-

ing dynamic data from naturally occurring avalanches practically impossible.

However facilities do exist in mountainous regions of countries such as Switzer-

land and Russia where avalanches can be artificially triggered and field data

collected [Turnbull and McElwaine, 2007, Bozhinskiy and Sukhanov, 1998].

These measurements are useful both for providing more information about

avalanche dynamics and for validating and calibrating physical and theoreti-
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1.2. PHYSICAL MODELLING OF AVALANCHES

cal models [Vallet et al., 2004, Bozhinskiy and Sukhanov, 1998, Turnbull and

McElwaine, 2007, Turnbull et al., 2007]. However, there are some serious draw-

backs to using field experiments to collect data. They are costly and logistically

difficult to run owing to both the damage caused by the avalanches being mea-

sured, and to the harsh weather conditions in the places where the avalanches

occur. Reproducibility of the experiments and interpretation of the data is also

difficult due to the lack of control over the initial and boundary conditions.

It is therefore desirable to physically model avalanches in conditions that are

more hospitable and easily repeatable.

1.2 Physical modelling of avalanches

1.2.1 Large-scale avalanche models

Avalanches have been physically modelled on a large scale by releasing large

numbers (≈ 105) of ping pong balls on a ski jump landing slope (Figure 1.3,

McElwaine and Nishimura [2001]). This model provides greater repeatability

and control over parameters/variables such as vertical distance (≈ 50m), slope

angle (≈ 35◦) and volume of initial release. Ping pong balls have also been

shown to model the interaction between snow particles and ambient air rela-

tively well, reaching terminal velocity in only a few metres, and thus allowing

fully developed flows to occur even on short slopes. However, these experi-

ments only produce a saltation layer (individual particles are removed from a

surface and travel a short distance in a parallel plane before returning to the

surface) on top of a dense granular flow and do not fully model the transition

to a fully suspended flow. This transition is likely to have significant effects on

the dynamics of a powder snow avalanche and ideally should be accounted for

by any physical model. Whilst cheaper and more accessible than field experi-

ments, these large scale experiments potentially still cause problems in terms

of access to appropriate facilities and logistical problems caused by the large

number of ping pong balls involved. Futhermore, although the repeatability

and control over conditions is more straightforward than in field experiments,

some variables, such as slope angle, are fixed and cannot be easily adjusted.
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Figure 1.3: Front view of a 550, 000 ping pong ball avalanche at the Miyanomori
ski jump [McElwaine and Nishimura, 2001]. The horizontal lines are 5 m apart.
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1.2.2 Laboratory-scale avalanche models

The difficulties and limitations associated with field and large-scale experi-

ments may be overcome by using physical models that allow suspension cur-

rents, similar to powder-snow avalanches, to be generated in the laboratory in

a systematic and repeatable manner. Many attempts at modelling particulate

gravity currents on a laboratory scale used water as the ambient fluid [Ancey,

2004, Beghin et al., 1981, Hermann et al., 1987, Hampton, 1972, Hopfinger and

Tochon-Danguy, 1977]. For such experiments the density ratio between the

current and the ambient fluid is usually very low, typically only a few percent,

and these currents are in the Boussinesq regime. The Boussinesq approxima-

tion [Boussinesq, 1897] neglects density differences except in buoyancy terms,

and is often used to simplify the equations of motion and analysis of fluid

behaviour. This approximation does not hold for solid particles in the air as

soon as the solid concentration exceeds a few percent; the flow is then said to

be in a non-Boussinesq regime. Powder snow avalanches are non-Boussinesq,

with the relatively heavy snow particles carrying a significant proportion of

the current’s momentum, and therefore density differences will be important

in both dynamic and buoyancy terms. Currents with low density ratios, such

as those where water is used as the ambient fluid, will therefore not model the

dynamics and mixing within a powder snow avalanche well as the particles’

momentum is very small relative to that of the ambient fluid.

Additionally, few laboratory scale experiments have considered the transi-

tion from a dense flow to a suspension current and have not attempted to model

the saltation and suspension mechanisms. Most either just focus on dense, un-

suspended flows [Nohguchi and Ozawa, 2008, Hutter et al., 1989, Pouliquen,

1999] or use dense ambient fluid or premixed turbulent suspensions to model

the dynamics of developed suspension currents [Hermann et al., 1987, Beghin

and Olagne, 1991]. As previously mentioned, the transition from dense flow

to suspension current may have significant effects on the dynamics of a pow-

der snow avalanche and should be accounted for in a comprehensive physical

model. Of the laboratory scale experiments that could be identified and that

do consider the transition from dense flow to suspension current, only three

have density ratios that fall within the non-Boussinesq regime; the sawdust

and aluminium mixture-air currents of Bozhinskiy and Sukhanov [1998], the

snow-air and the polystyrene-air currents of Turnbull and McElwaine [2008].
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g

hc
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θ

Particulate material:
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ρp

Ambient fluid:
ρa
µ

Current:
ρ

Figure 1.4: Schematic diagram of a particulate gravity current of height hc,
density ρ and velocity u travelling down an inclined plane. Ambient fluid has
density ρa and viscosity µ, and individual particles have a diameter dp and
density ρp.

The particle Reynolds number

Rep =
ρaudp
µ

, (1.1)

is the ratio of the viscous and form drag forces (per unit volume) of a particle

with diameter dp and velocity u in ambient fluid of viscosity µ and density

ρa (Figure 1.4). The particle Reynolds number determines whether the drag

is dominated by viscous or pressure forces. Powder snow avalanches typically

have a Rep ≈ 3000 meaning viscous drag forces play a minor role compared

with the form drag of the particle. For values 500 < Rep < 105 the drag

coefficient for a spherical particle is essentially independent of Rep [Massey,

2006] and so within this range of Rep drag forces in powder snow avalanches

will be well modelled. It should be noted that both the natural and model

powder snow particles are henceforth assumed to be spherical. While it is

unlikely that the particles are perfectly spherical, a particle’s eccentricity will

only have an effect on it’s drag coefficient when Rep >≈ 105 [Massey, 2006],

which is well above the typical values of Rep observed in natural powder snow

avalanches.

Turnbull and McElwaine’s [2008] snow-air and polystyrene-air models have

a Rep ≈ 150 due to the currents reaching much lower speeds than powder snow

avalanches. Therefore viscous forces between the air and snow/polystyrene

particles will have a greater effect on these flows than in a powder snow
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avalanche. However, for this model Rep is still large enough that form drag

will be dominant and viscous drag forces can be considered small, especially

compared with Bozhinskiy and Sukhanov’s experiments (Rep ≈ 0.1), where

the particles are so fine that drag force is dominated by viscous forces.

The transition to, and subsequent maintenance of, a suspended state within

the snow-air and polystyrene-air currents used in Turnbull and McElwaine’s

experiments is due to the matching of Richardson number (Ri), between the

laboratory and real world currents. The Richardson number is the ratio of

potential energy to kinetic energy of particles at the sheared interface between

two fluids. The Richardson number for a layer of height hc and velocity u on

a slope at angle θ to the horizontal is

Ri =
g′hc cos θ

u2
. (1.2)

The reduced gravity is g′ = g∆ρ/ρa, where ∆ρ = ρ − ρa with ρ and ρa the

densities of the current and the ambient fluid respectively (Figure 1.4). The

Richardson number provides an indication of the stability of the flow [Ellison

and Turner, 1959]. If the Ri value is low, a dense flow will entrain air on the

upper surface and become suspended. If the Ri value remains low the current

will maintain the particles in suspension and further entrain air. Due to the

lower velocities of the snow-air and polystyrene-air flows, very high slope angles

have to be used in order to achieve values of Ri identical to those observed in

powder-snow avalanches. Matching the low Ri values found in powder-snow

avalanches ensures that air is entrained on the upper surface of the current

and that the snow or polystyrene particles become suspended.

The Stokes number is a measure of the interaction between the particles

and the fluid and whether the suspension behaves as a single phase or two

phase flow [Ancey, 2007]. This depends on the drag regime and is defined in

terms of the particle drag timescale and the timescale of the flow. For a form

drag regime the Stokes number is

St =
ρpdp
ρahc

, (1.3)

where ρp is particle density (Figure 1.4). The snow-air and polystyrene-air

models’ Stoke’s numbers (St = 10 & 1 respectively) are higher than a powder

snow avalanche’s (≈ 0.02) because the current is so much smaller. However,
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for polystyrene-air currents this value is within the range where the motion

of the particles and fluid are strongly linked and the suspension behaves as a

single phase [Ancey, 2007].

Polystyrene-air currents also offer a significant advantage over snow-air

currents in that they allow much more control over initial conditions. Dry

snow metamorphoses and sinters into clumps within seconds, and therefore

has to be broken up with a sieve before being dropped on to the chute, greatly

restricting control over initial conditions of the flow.

The Reynolds number

Re =
ρuhc
µ

, (1.4)

which determines the degree of turbulence in the flow, of the polystyrene-air

currents (Re ≈ 104) is lower than that of a powder snow avalanche (Re ≈ 109).

However, this is also true of all of the other laboratory-scale flows previously

mentioned, and the Re value for polystyrene-air currents is within a turbulent

regime, and therefore can be expected to provide similar flow characteristics

to natural powder snow avalanches.

One process that is not accounted for by this model is the entrainment of

additional particulate material through the base of the current (Figure 1.2).

Over a long distance this lack of addition of dense material will result in

the current becoming increasingly dilute by the continual entrainment of air,

eventually resulting the flow ‘slumping’ (a significant decrease in flow height)

and/or slowing down due to the decrease in driving buoyancy force. However,

providing suitably large initial volumes of polystyrene beads are released it is

unlikely that these effects and their subsequent influence on flow dynamics will

be observed over the distances applicable to laboratory-scale flows.

The close matching of the relevant similarity criteria (Richardson number

and density ratio) means that the polystyrene-air model is very well suited to

modelling entrainment effects and the transition from dense granular flow to

suspension current. The other similarity criteria are not exactly matched, but

are within a range where the same flow behaviour and dynamics are expected.

For these reasons polystyrene-air (EPS bead-air) currents will be used in this

study to create laboratory-scale experiments that model natural powder snow

avalanches.
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1.3 Flow description

Between 1 and 3 litres of EPS beads were released from a line hopper, to flow

down a steep slope (angles 65◦ – 85◦) in air (described in detail in Chapter 2).

Initially gravity accelerates granular material down the chute as a dense gran-

ular flow (Figure 1.5). Pressure forces arising from the particles’ interaction

with the ambient air, referred to as form drag, causes the front of the flow to

form a crescent shape (in the y-z plane), the foremost point of which is re-

ferred to as the nose. The nose of the current is slightly raised from the chute

surface due to friction at the chute surface. Initially the driving gravity force

is much larger than the form drag and basal drag caused by the chute surface

and the flow continues to accelerate. A small amount of the ambient air will be

forced underneath the nose of the flow and will be overrun by it. The majority

of the ambient fluid will pass over the top of the flow. As it does so Kelvin-

Helmholtz instabilities lead to the formation of turbulent eddies in the ambient

air, which entrain particles from the upper surface [Simpson, 1997]. This is the

main method by which air becomes mixed into the granular flow and causes

the top surface to rise up perpendicular to the slope. Some ambient air will

also become mixed into the flow through the formation of lobes and clefts at

the front of the flow. Additionally a small amount of air will also enter the

flow from the overrun layer as it rises due to buoyancy [Simpson, 1972]. The

introduction of this air fluidises the granular flow by causing some of the EPS

beads to become suspended. As the amount of air entrained increases more

EPS beads from the bottom of the flow become suspended. As more air is

entrained the driving buoyancy decreases until it balances the retarding forces

of the EPS bead-air mixture, at this point dynamic equilibrium is reached and

the front of the flow travels at constant velocity.

The motion of the flow within the head is thought to be dominated by a

large-scale vortical structure [Bozhinskiy and Losev, 1998, McElwaine, 2004].

The driving component of gravity accelerates the EPS beads and air downslope

towards the front of the flow. At the front of the flow this acceleration is

countered by drag from the ambient air. Turbulent eddies forming along the

top surface of the flow entrain air and slow the flow at the top of the current

(Figure 1.5). Moving back from the front the turbulence decreases and the

denser EPS beads begin to settle and fall towards the chute. This forms a

denser layer close to the chute surface which then accelerates towards the front
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Figure 1.5: Flow relative to the head of a typical EPS bead current during the
dense granular flow stage just after release (left) and as a suspended current
further down the chute (right).
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Figure 1.6: Diagram of the head of a suspended current at a low slope angle
(left) and at a high slope angle (right).

due to its greater driving buoyancy force. The process then repeats creating a

recirculating flow inside the head. Most of the particles will move up towards

the top of the flow after reaching the front and circulate in that direction,

however a small amount of particles will move down towards the chute surface

creating a small region of flow circulating in the opposite direction close to the

ground at the front.

Increasing the slope angle alters the evolution of the chute flows in several

ways. Firstly the basal friction from the chute surface will decrease due to the

decreased reaction force normal to the surface. This will be more important

during the early stages when a large number of particles are in contact with the

surface, however form drag will still be the dominant resistive force. Increasing

the slope angle also increases the driving gravity component causing increased

acceleration of the EPS beads. The particles therefore reach higher velocities
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at an earlier stage in the motion. Larger velocities mean larger form drag

forces. As the slope angle increases so does the level of air entrainment, this

is due to the interface between the upper surface of the flow and the ambient

air becoming less stable. This decrease in stability is caused by the decrease

in gravitational force normal to the chute surface and therefore any particle

leaving the dense flow is less likely to be pulled back into it by gravity. This

increased entrainment counters the increased fall velocity. Thus the velocity

at which the flow reaches dynamic equilibrium is approximately independent

of slope angle. For shallow angles only a few particles enter suspension and

the base of the current remains a dense granular flow. The head of the flow

is only slightly deeper than the following tail. At larger angles most or all of

the particles enter suspension. Increased entrainment of air means the head

is much deeper than the following flow and is semi-elliptical or even (at very

steep angles) semi-circular (Figure 1.6). As the level of suspension increases

the dense granular flow at the base of the current becomes shallower and more

ambient air is overrun causing the nose of the current to rise.

1.4 Frontal instability mechanisms

Powder snow avalanches typically feature characteristic three-dimensional wavy

patterns at their leading edge (as illustrated by Figure 1.7(a)). Examples of

this instability can also be found at the leading edges of both homogeneous

particle-laden gravity currents and flows of unsuspended granular material

(Figures 1.7(b) & 1.7(c)). Although it is thought that this lobe-and-cleft-type

structure contributes significantly to air entrainment [Simpson and Britter,

1979], and thus the dynamics of powder snow avalanches, relatively little is

known about the mechanisms that cause the formation of these patterns. One

of the main aims of this study is to gain a better understanding of the instabil-

ity at the leading edge of particle-laden flows. Several instability mechanisms

have been identified in gravity currents and unsuspended granular flows that

may also play a role in powder snow avalanches.
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(a) (b) (c)

Figure 1.7: Examples of lobe-and-cleft type patterns at the leading edge of: (a)
a natural powder snow avalanche (photograph reproduced by courtesy of Brad
White and the Avalanche.org), (b) a laboratory-scale homogeneous particle-
laden gravity current [Neufeld, 2002], and (c) a laboratory-scale unsuspended
flow of granular material [Nohguchi and Ozawa, 2008].

1.4.1 Classic lobe-and-cleft instability

For homogenous Boussinesq gravity currents flowing along a horizontal sur-

face a shifting pattern of lobes and clefts has been observed at the leading

edge [Simpson, 1972, Neufeld, 2002, Härtel et al., 2000]. Simpson [1972] stud-

ied the evolution of the lobe and cleft structure (Figures 1.8(a) & 1.8(b)) in

experiments using a volume of saline solution released under controlled condi-

tions into a tank of water in order to produce a gravity current. He noted that

in the early stages of the flow a regular structure of filaments formed at the

front of the gravity current. Simpson points out that these filaments indicate

the existence of an initially preferred lobe size. This filamentary structure

then persists for a short distance downstream before collapsing into a more

irregular pattern of shifting lobes and clefts. It was found that clefts do not

disappear but may absorb or be absorbed by their neighbours since all the

lobes are either swelling or shrinking in width. There is a maximum size possi-

ble for a lobe, and when this is reached, a new cleft forms in it. In this rapidly

shifting system the number of lobes and clefts can remain almost constant. A

dependence of nose height and of lobe size on Reynolds number for the whole

flow was observed.
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(a) (b)

Figure 1.8: (a) Initiation of the lobe-and-cleft structure at the head of a gravity
current as observed in the experiments of Simpson [1972]. Plan view at inter-
vals of 1

3
s. The flow direction is from top to bottom at a Reynolds number of

approximately 4500. Initially the floor underneath the front was moved with
the front giving an almost two-dimensional flow structure at the leading edge.
At the position of the dashed horizontal line the floor was suddenly brought
to rest. The rapid transition to a filamentary structure, which precedes the
final breakdown into lobes and clefts is clearly recognized. (b) Drawing from
shadowgraph series showing the evolution of lobes as observed in the experi-
ments of Simpson [1972]. - - -, continuity of clefts; ×, points where new clefts
appear. Time interval 0.5 s, scale in cm, ∆ρ/ρ = 1% and the flow direction is
from top to bottom.
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McElwaine and Patterson [2004] have also carried out experiments and

analysis on lobe and cleft formation using saline solution in water in order

to produce a gravity current. In agreement with Simpson, McElwaine and

Patterson note that as lobes between clefts increase in size and decrease in

curvature they become dynamically unstable and an indentation forms in them.

After propagating a distance of the radius of curvature of the indentation a

cleft appears. This results in a process of clefts continually forming, then

merging, but never disappearing.

The raised nose of a gravity current causes some of the less dense ambient

fluid to be forced underneath the nose and overrun by the gravity current.

Simpson conducted experiments in order to investigate the role played by this

overrunning of less dense fluid in causing the lobe and cleft instability. In his

experiments Simpson found that it is possible to suppress the formation of the

lobe and cleft structure. One method prevented the overrunning of light fluid

by laying down a thin layer of dense fluid ahead of the current, ensuring that

all the overrunning fluid was no longer lighter than the gravity current fluid.

The other method involved a section of the floor underneath the current being

moved in the direction of the current, creating a slip boundary. Increasing the

speed of the floor caused the profile of the front to become flatter and the nose

to approach the ground. As the speed of the floor approached the speed of

the head fewer lobes formed and at a speed slightly above that of the head,

no lobes formed. Stopping the floor caused a nose to form once more and the

lobe and cleft pattern immediately returned.

Simpson proposed that the lobe and cleft structure at the head of a gravity

current arises from a convective instability produced by light liquid which has

been overrun by the denser liquid of a gravity current. However, no sufficiently

detailed measurements were available to reveal details of the structure and

location of the frontal instability.

McElwaine and Patterson disagree with Simpson’s suggestion that the in-

stability is due to the overrunning of ambient fluid. They point out that

compared to environmental flows, experiments and simulations are performed

at very low Reynolds numbers, where flows are only barely turbulent. At

higher Reynolds numbers the overrunning layer will increase in size relative to

the trapped ambient layer, making the trapped ambient layer less important.

Lobes and clefts are still observed in these flows so there must be at least
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one other source of instability. Therefore an alternative explanation offered

for Simpson’s observations is that the presence of a slip boundary results in

much less turbulence in the flow. This would mean that much higher Reynolds

numbers would have to be achieved in order to observe the instability.

Härtel et al. [2000] have carried out a stability analysis of the flow at

the head of a gravity current in order to closer examine the lobe-and-cleft

instability. They approach the problem by looking at two-dimensional fronts

and seeing if they are unstable to small three-dimensional disturbances, aiming

to identify the primary and three-dimensional linear instability that drives an

initially two-dimensional flow into a three-dimensional state. The primary

instability is the structure of filaments observed by Simpson, however Härtel

et al. suggest that, as this occurs at the foremost part of the flow, the two-to-

three dimensional transition at the head is caused by an instability that acts

locally at the leading edge, rather than by a buoyancy induced rise of overrun

fluid. In order to test this hypothesis a linear-stability analysis is carried

out on the direct numerical simulation (DNS) results of two-dimensional lock-

exchange flows over a range of Reynolds numbers that extended to about

14 000.

A key observation from Härtel et al.’s simulation was that the stagnation

point of the flow is located below and slightly behind the foremost part of

the front. Therefore some of the ambient fluid will temporarily enter the

region below the nose, before flowing around the nose and ending up above the

current. This creates a localized region of unstable stratification at the leading

edge that does not involve the light fluid eventually overrun by the current.

This is in marked contrast to Simpson’s suggestion that the stagnation point

and the foremost point of a front coincide.

The other key finding from the analysis is that the head of a gravity cur-

rent is linearly unstable to three-dimensional disturbances over the range of

Reynolds numbers examined and at high Reynolds numbers the breakdown of

a two-dimensional flow to a three-dimensional one will be very abrupt. The

linear-stability analysis revealed that the spacing of the initial filaments is

closely related to the preferred wavenumber of a vigorous instability that has

not been recognised before. The preferred wavenumber was found to increase

with increasing Grashof number of the flow. The Grashof number is a dimen-

sionless parameter that represents the ratio of buoyancy to viscous forces, and
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is defined as

Gr =

(
ubL

ν

)2

, (1.5)

where the buoyancy velocity ub =
√
g′L and L is a lengthscale, in this case

the channel half-height of the lock-exchange flow being modelled. The Froude

number,

Fr =
u√
g′L

, (1.6)

which is a dimensionless parameter representing the ratio of inertial forces

(i.e. front velocity) to buoyancy forces, was also found to increase as Grashof

number increases. The Reynolds number of the flow can be evaluated using

the relationship

Re ∝ Fr
√
Gr. (1.7)

The linear stability analysis predictions were compared with the filament spac-

ings from Simpson’s experimental results and a good agreement was shown.

These results have also since been verified experimentally by Neufeld [2002].

It was found that the region most affected by this leading-edge instability

is located between the nose and stagnation point. The fact that it is most

pronounced in this unstably stratified region suggests that it is caused by

buoyancy forces. In order to examine more specifically the role that buoyancy

plays, part of the analysis was repeated using simplified stability equations in

which the gravity term was dropped. No unstable modes were found, providing

evidence that the mechanism triggering the breakdown of the front into a lobe

and cleft pattern is indeed a gravitational instability. In order to show that this

instability is not related to the unstable stratification between the heavy fluid

within the head and the thin layer of light fluid that the front overruns, the

stability properties of the near-wall flow beneath the head were also examined.

The analysis showed that in this region further gravitational instabilities may

exist, but their contribution to the frontal breakdown is negligible.

To further validate their findings Härtel et al.’s two-dimensional linear-

stability results were compared with results from a three-dimensional DNS.

Härtel et al.’s DNS exhibits all the characteristic features of gravity currents,

including the lobe-and-cleft structure at the leading edge, which previous sim-

ulations had not been able to achieve. However their simulation was only able

to reach a Reynolds number of about 750, due to computer processor limi-

tations. The three-dimensional DNS showed good agreement with the linear

17



1.4. FRONTAL INSTABILITY MECHANISMS

stability analysis and that the dominant mode of instability is the same as

that in the two-dimensional analysis.

In this study we will henceforth refer to this instability as the classical lobe-

and-cleft instability. For clarity it should be pointed out that we will refer to

the wavy patterns observed at the front of the flows as lobe-and-cleft-type

patterns, however the formation of these patterns is not necessarily caused by

the classic lobe-and-cleft instability. There are several other mechanisms that

could cause the formation of a lobe-and-cleft-type pattern, which we shall now

introduce.

1.4.2 Twin vortices

In contrast to homogenous Boussinesq gravity currents, flows of dense un-

suspended granular material moving down an inclined plane exhibit differ-

ent forms of lobe-and-cleft-type patterns at their leading edge [Nohguchi and

Ozawa, 2008, Pouliquen et al., 1997]. While it is possible that the classic lobe-

and-cleft instability causes the initial fluctuations in the moving front, the

aforementioned continuously shifting pattern of lobes and clefts is not present

in these cases. Instead a more stable pattern develops with lobes developing

into fingers that accelerate downslope ahead of the remainder of the flow.

Nohguchi and Ozawa [2008] have speculated that the formation mechanism

of the wave pattern observed at the fronts of granular flows under the influence

of air drag force may be related to the classic lobe-and-cleft instability.

Using EPS beads and an inclined chute, Nohguchi and Ozawa have inves-

tigated the role of particle size on the wavelength produced in unsuspended

granular flows. Two different starter hoppers were used in order to release the

particles and start the flow, one linear and one half-spherical.

Lobe-and-cleft-type patterns in the flow fronts were observed for both the

linear and half-spherical starter hopper experiments. The radius of curvature,

in the x-y plane, of the lobes increased with increasing particle diameter in

both cases. With the half-spherical starter hopper, the flow always had a single

‘tail’ at the rear end and a number of ‘heads’, or lobes, at the front (Figure

1.9). The smaller the particles the greater the number of lobes that formed,

suggesting a scaling law that relates particle diameter to the size of the lobes.
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(a) (b) (c)

Figure 1.9: Granular flows from the experiments of Nohguchi and Ozawa
[2008], released from a half-spherical starter using EPS beads of diameter:
(a) dp = 1.9mm, (b) dp = 4.2mm and (c) dp = 7.4mm.

Lobe

Twin vorticies

y

x

Flow direction

Velocity
boundary layer

Figure 1.10: Schematic showing plan view of the wave pattern produced at the
front of a particle-laden flow.

The mean velocity of the moving front was found to be faster for the smaller

particles. Although the terminal velocity of each single particle is slower for the

smaller particles, the smaller particles tend to produce a sharper (i.e. smaller

radius of curvature in the x-y plane) lobe at the moving front. This is subject

to a weaker drag force and thereby attains a higher terminal velocity.

Analysis of the image data obtained from the experiments revealed twin

vortices behind each lobe. The rotation takes place in a manner that reduces

the relative wind velocity at the system’s surface (Figure 1.10), therefore re-

ducing the air drag force exerted on the system. This results in a rapid increase

in front velocity just after the formation of the lobes.

Nohguchi and Ozawa suggest that a velocity boundary layer exists around

the edge of the flow (Figure 1.10). This is caused by the fact that the air inside
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the flow is moving at the mean flow velocity, whilst the air outside the flow is

stationary. This leads to a transitional region over which the air and particle

velocity significantly differ. In this region the particles are strongly affected by

the air drag force, thereby changing their velocity. This contrasts with particles

in the central part of the flow, which experience reduced air drag. This results

in a difference in particle velocity between the velocity boundary layer and the

central part of the flow. This difference causes the circulating motion observed

in the particle-laden flows. Nohguchi and Ozawa [2008] hypothesise that pairs

of vortices form between clefts in the front of a granular flow. These vortices

rotate in a manner that reduces the air drag at the leading edge, causing the

vortices to grow and deform the initial perturbation into a finger-like pattern.

The thickness of the velocity boundary layer is assumed to be equal to the

distance that a single particle travelling at the flow velocity can move against

the drag force of the static air. The velocity boundary layer thickness δv is

therefore defined by Nohguchi and Ozawa [2008] as

δv =
2ρpdp
3Cdρa

, (1.8)

where ρp and ρa are the densities of the particle and the surrounding air re-

spectively, dp is the diameter of a single particle, and Cd is the drag coefficient.

In order to maintain steady-state vortex motion the radius of each lobe would

need to be twice the thickness of the velocity boundary layer. This then sug-

gests that the size of the lobes will be related to the drag forces acting on the

particles as drag force plays a key role in determining the velocity boundary

layer thickness.

Comparison of experimental and theoretical results shows reasonable agree-

ment, despite some rough approximation assumed in the analysis (gravity

terms and interaction between particles in the velocity boundary layer were

neglected). The agreement of the results suggests that the concept of a veloc-

ity boundary layer can provide a first-order estimate for the size of vortices at

the moving front of granular particles. However more studies are required to

clarify the exact flow patterns of vortex motion.

Nohguchi and Ozawa state that it is likely to be the same classic lobe-and-

cleft instability found in the leading edges of homogenous Boussinesq gravity

currents that plays a role in the initiation of front fluctuations in the mov-

ing fronts of granular flows. However, after initiation, the non-linear feedback
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growth of the vortices deforms the initial fluctuations to produce a wavy pat-

tern associated with these vortices. The emergent pattern shows a dependency

on particle size as this determines the size of the velocity boundary layer, which

in turn determines the size of the vortices.

This is in contrast with Simpson’s observations of homogenous Boussinesq

gravity currents where, as the front propagates, clefts merge but never disap-

pear. As the lobes between clefts increase in size new clefts appear, resulting

in a rapidly shifting system in which the total number of lobes and clefts re-

mains almost constant. The front of the flow is irregular and unstable with no

emergent pattern.

1.4.3 Polydispersity

A further mechanism that leads to the formation of lobe-and-cleft-type pat-

terns is caused by polydispersity of the granular medium [Pouliquen et al.,

1997, Pouliquen and Vallance, 1999].

It has been found that in inclined chute flows of unsuspended polydisperse

granular material, the larger particles rise to the free surface through a sta-

tistical sieving mechanism [Drahun and Bridgewater, 1983, Savage and Lun,

1988]. Higher velocities at the free surface result in the larger particles being

transported to the leading edge of the flow. Upon reaching the front the larger

particles stop on the chute surface, while the rest of the leading edge continues

to propagate down the slope. The larger particles are thus re-injected into

the body of the flow, the segregation process is repeated, and a recirculation

motion is established.

If a small perturbation occurs at the front, the trajectories of the large par-

ticles arriving at the front are deflected towards the cleft of the deformation,

following the steepest slope of the free surface. However, the return trajecto-

ries of the larger particles when they have just left the leading edge remain

approximately straight lines. A uniform concentration of large particles arriv-

ing at the free surface thus leads to a non-uniform distribution at the chute

surface with high concentration at the cleft in the leading edge.

The high concentration of large particles located in the vicinity of a cleft

leads to a local increase of the friction in these areas. The material thus
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Figure 1.11: Finger-like pattern produced at the leading edge of an unsus-
pended granular flow as a result of polydispersity of the granular material, as
observed in the experiments of Pouliquen et al. [1997].

locally slows down, amplifying the perturbation and leading to the formation of

extended lobes or ‘fingers’ (Figure 1.11). The recirculation motion of the large

particles amplifies this phenomenon as the larger particles tend to accumulate

in lines behind the clefts.

No fingering was observed by Pouliquen et al. [1997] in flows consisting

of quasi-monodisperse granular material, for which the range of variation in

particle diameter was ±11% of the mean particle diameter. However, the

addition of material with mean diameter 14% larger than the mean diameter of

the quasi-monodisperse granular material was enough to induce the instability.

Pouliquen et al. [1997] found that the addition to the bulk quasi-monodisperse

granular material of just 5% by volume of larger particles was enough to induce

the fingering instability, whilst introduction of the same percentage by volume

of smaller particles had no effect.

1.4.4 Rayleigh-Taylor instability

The Rayleigh-Taylor instability is a fingering instability that occurs at an

interface between two fluids of different density, for example a heavy fluid

initially lying on top of light fluid in a gravitational field [Rayleigh, 1900,
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Taylor, 1950]. For inviscid fluids the interface will always be unstable, with

the growth rate of the unstable modes increasing as their wavelengths decrease

[Chandrasekhar, 1961].

Most experimental studies of the Rayleigh-Taylor instability focus on liquid-

liquid or sediment-liquid interfaces and it has been shown that factors such

as viscosity, surface tension and diffusivity inhibit short wavelength pertur-

bations [Chandrasekhar, 1961, Duff et al., 1962, Sharp, 1984, Youngs, 1984,

Völtz et al., 2001], resulting in a most unstable wavelength which is dependent

on the properties of the fluids involved. Vinningland et al. [2007, 2010] have

conducted Rayleigh-Taylor instability experiments and numerical simulations

using a gas-grain interface. The Rayleigh-Taylor instability induced structures

were found to be size invariant when scaled with grain diameter. However the

sizes of the grains used (70-570µm) are so small that the effects of viscous

drag are likely to be significant. This is confirmed by a theoretical analysis

conducted by Vinningland et al. [2010] that predicts that this size invariance

will only hold for grain diameters of approximately 140µm.

1.5 Air pressure

Front velocities and flow heights of both field and laboratory avalanches are

typically found using video data of the flows. However air pressure mea-

surements (Figure 1.12) provide information about a flow’s internal struc-

ture. These measurements have been made in large natural snow avalanches

[Nishimura et al., 1995, Turnbull and McElwaine, 2007, Nishimura and Ito,

1997] and laboratory avalanches [Turnbull and McElwaine, 2008, 2010]. Addi-

tionally theoretical analysis of the pressure distribution through a gravity cur-

rent has also been conducted and models have been developed [von Kármán,

1940, McElwaine, 2004].

Early analytical work assumed that inside the flow the pressure distribution

was hydrostatic and that the front of the gravity current should make an angle

of 60◦ to the horizontal [von Kármán, 1940]. Later analytical studies agree with

the front angle result, but suggest that the hydrostatic assumption is incorrect

and a new model based on the dynamic pressure of the gravity current was

proposed [McElwaine, 2004]. The validity of this model has been tested and

confirmed using experimental data. Turnbull and McElwaine [2008] found
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Figure 1.12: A typical air pressure signal obtained from the chute surface of a
laboratory scale avalanche.

that as the front of a current passes over a pressure sensor there is a positive

pressure peak, corresponding to the change in air velocity caused by the flow.

This is followed by a sharp drop in pressure over a very short period of time

inside the head of the current. The more suspended the current is the greater

the negative pressure peak. When the flow is fully suspended this negative

peak is of similar magnitude to the positive peak. This large negative pressure

inside the head indicates a high degree of internal motion, with internal vertical

velocities of similar magnitude to the front velocity and thus confirming the

hypothesis that the head dynamics are dominated by a large vortex [Bozhinskiy

and Losev, 1998]. After reaching the negative peak, the air behind the head

becomes turbulent and the pressure returns to zero as the flow has passed.

This negative pressure peak has important implications for estimating the

maximum bulk stresses avalanches can exert on structures. Guidelines suggest

that the pressure a powder snow avalanche can exert on a structure is the

stagnation pressure. This corresponds to the positive pressure peak at the

nose of the flow. The fact that the negative peak is of similar size to the

positive peak implies that the internal velocities are of the same magnitude

as the front velocity of the flow. Therefore the largest velocities may be as

much as double the front velocity, resulting in peak pressures up to four times

higher than the stagnation pressure [Turnbull and McElwaine, 2010]. The

negative pressure will also provide a strong influence for the entrainment of

snow particles from underneath the powder cloud, allowing the avalanche to
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grow and accelerate [Louge et al., 2011].

Analysis and comparison to video data is complicated by inhomogeneities

in the snow-air flow. Larger clumps of snow mix with ambient air less well

than smaller particles, leading to wide variations in velocities within the flow

[Turnbull and McElwaine, 2010]. More accurate and reproducible experiments

could be carried out with EPS bead-air flows, additionally the theoretical result

of a front angle of 60◦ has not been fully confirmed experimentally.

1.6 Summary

In this work we attempt to gain a better understanding of the dynamics of

powder snow avalanches, with a specific focus on the mechanisms behind, and

the development of the lobe-and-cleft-type pattern at the leading edge of these

particle-laden gravity currents. Several frontal instability mechanisms have

been identified that may lead to the formation of lobe-and-cleft-type patterns

at the leading edge of various types of flow: the classic lobe-and-cleft instability,

twin vortices, polydispersity and Rayleigh-Taylor. A key aim of this work is to

ascertain which, if any, of these instabilities play a role in these non-Boussinesq,

fully-suspended, particle-laden flows.

This is achieved through the physical modelling of powder snow avalanches

on a laboratory scale using gravity currents consisting of expanded polystyrene

(EPS) beads and air, which have been demonstrated to have to the required

similarity criteria to well model powder snow. Video and air pressure data

is used to track and quantify lobe-and-cleft-type patterns in the leading edge

of these currents as they develop, investigate the effects of their formation on

the dynamics of the flow (and vice-versa) and identify how these patterns are

dependent on, and scale with key parameters.
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Chapter 2

Experimental set-up

In order to study the development of lobe-and-cleft-type patterns at the lead-

ing edge of powder snow avalanches, experiments that created repeatable,

laboratory scale avalanches were conducted using line releases of expanded

polystyrene (EPS) beads in air. The use of a line release on a planar surface

creates a pseudo two-dimensional release, enabling the study of instabilities

that occur where freedom in the transversal direction exists in addition to

that in the flow direction [Nohguchi and Ozawa, 2008]. The following section

describes the experimental set-up that was used to create these laboratory

scale avalanches and capture video and air pressure data, whilst also allowing

key parameters, such as slope angle, surface roughness and size and volume of

material released, to be varied.

The experiments detailed in this thesis were conducted on a 1m wide,

1.9m long, flat, open sided wooden chute (Figure 2.1). The chute could be

inclined at any angle between 60◦ and 90◦, where θ denotes the angle between

the chute and the horizontal. Lateral spreading at the edges of the flow is

minimal, negating the need for sidewalls on the chute.

To create a pseudo two-dimensional line release, the lightweight granular

material was released from a linear hopper which had a semi-elliptical cross

section with aspect ratio 0.9 and a length of 0.85m. Three different-sized

line release hoppers were used, to achieve release volumes (Vi) of 1000 cm3,

2100 cm3 and 3300 cm3. The origin of the x, y and z coordinates is located

in the centre of the front edge of the release hopper. The coordinates (x,y,z)

are defined as shown in Figure 2.1, with the origin located at the centre of the

31



{}

1.9m

Electromagnet

Mass

Adjustable

pressure sensor

mounting

Air pressure

sensors

Release hopper

Variable slope angle, θ

1m

Line

release

mechanism

0.85m

z

y
y

x

Figure 2.1: Front and side view schematic of the chute used for experiments.

front edge of the release hopper, with z = 0 corresponding to the plane of the

chute1.

Initially the hopper was attached to a manually operated pull-string release

mechanism, which in turn was fixed to the top of the chute. However, pre-

liminary tests showed that the operation of the mechanism caused significant

vibration of the chute surface which affected the readings from the sensitive

pressure sensors attached to the chute (§2.1).

To prevent vibrations being transmitted to the chute, the mechanism was

redesigned. The release mechanism was removed from the chute and instead

attached to a completely separate structure that surrounded the top and side

edges of the chute. This meant that prior to release the only part of the

mechanism that was in contact with the chute was the release hopper itself.

As soon as the mechanism was operated all contact between the chute and

the mechanism was broken (Figure 2.1 and Appendix C). To synchronise the

initiation of the release with the data acquisition instrumentation, the manual

release was replaced by an electromagnetically controlled release mechanism.

1Note the unconventional orientation of the x coordinates used is necessary in order to
provide the right-handed system of coordinates required for the measurement of vorticity in
Chapter 6
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An electromagnet was used to release a suspended mass, which provided the

downward force to operate the pull-string mechanism. The power supply to the

electromagnet was controlled via a data acquisition (DAQ) device, which also

provided a trigger for starting data acquisition (pressure sensors and cameras).

The pressure sensors (described in §2.1) were held in an adjustable mounting

fixed to the underside of the chute (Figure 2.1 and Appendix C), which allowed

the pressure sensors to be positioned anywhere in the x-y plane of the chute.

2.1 Air pressure measurements

The air flow in front of and inside the flows was measured using three calibrated

pressure transducers mounted in the surface of the chute (Figure 2.1). The

dynamics and structure of high Reynolds number flows, such as powder snow

avalanches, are determined by their interaction with the ambient air. Tak-

ing air pressure measurements allows comparison with measurements obtained

from full-scale natural snow avalanches [Nishimura and Ito, 1997, Turnbull

and McElwaine, 2007], medium-scale ping-pong ball experiments [McElwaine

and Nishimura, 2001] and similar laboratory-scale experiments [Turnbull and

McElwaine, 2008]. The pressure sensors used were Validyne DP 103 differen-

tial pressure transducers with a range of 0 to 35Pa. Similar to the experiments

conducted by McElwaine and Nishimura [2001], the sampling frequency of the

sensors was set at 1 kHz. Given the mean velocity of the flows, u ≈ 2m s−1,

both the range and sampling rate of the pressure sensors are high enough

to adequately capture the flow features including any turbulent fluctuations

(≈ 10u [Turnbull and McElwaine, 2008]).

To maximize the frequency response each of the sensors was connected to

the chute using a very short tube (≈ 40mm) with resonant frequency approxi-

mately 2 kHz, which is significantly higher than the frequency of any features of

the flow that we might expect to observe. The pressure sensors were connected

to the same DAQ device as the electromagnet that controls the release mecha-

nism, allowing acquisition of data from the pressure sensors to be synchronised

with the release of the EPS beads.
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(a)

Ar

(b)

Figure 2.2: (a) An example of one of the images used to measure mean equiv-
alent diameter of EPS beads. (b) Binary version of the image shown in Figure
2.2(a), with one of the identified regions used to calculate Ar highlighted.

2.2 EPS bead properties and processing

The lightweight granular material used in this study is expanded-polystyrene

(EPS) bead which has been shown [Turnbull and McElwaine, 2008] to provide

a good model for powder-snow avalanches by matching important similarity

criteria such as: Richardson number, Reynolds number, Stokes number and

particle Reynolds number. The bulk density of the EPS bead is ρp ≈ 20 kgm−3,

with a relative density ρp/ρa ≈ 17, where ρa = 1.20 kgm−3 denotes air density

(at 20◦C and 1 atm) and is here assumed throughout to be a constant. The

relative density of the EPS beads, while lower than that of powder snow (typ-

ically ≈ 30–100), is still non-Boussinesq and means that the relatively high

level of momentum carried by the snow particles in a powder-snow avalanche

is well modelled.

To minimise the effects of polydispersity (§1.4.3) the EPS beads were sieved

into narrow size-ranges. To accurately measure the average diameter of the

beads in each size range, a digital camera was used to take close-up images of

several (≈ 10) beads at a time (Figure 2.2). The images were then converted

to binary images and a flood-fill based algorithm was used to identify regions

of connected components that represent the EPS beads. The equivalent di-

ameter, de, of each bead is then calculated using de =
√
4Ar/π, where Ar is

the area of each identified region. This method was chosen over measuring

the diameters directly because the beads were not always perfectly spherical

(average eccentricity of beads in images = 0.25± 0.09). The mean equivalent

diameter was then calculated for each size range and used as the value for

EPS bead diameter, dp. Figure 2.3 shows the size distribution of equivalent
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Figure 2.3: Size distribution of equivalent diameter, de, values. de values
are presented as the percentage difference from the mean value, dp, for the
corresponding size range.
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Diametera Bulk density Particle Reynolds no.a,b Settling velocitya,c

dp (mm) ρp (kgm−3) Rep vt (m s−1)
1.3± 0.05 22 175± 15 0.5± 0.05
1.5± 0.06 22 200± 17 0.6± 0.06
1.8± 0.09 21 225± 22 0.7± 0.07
2.1± 0.07 21 250± 24 0.7± 0.07
2.5± 0.09 20 325± 28 0.8± 0.07
2.7± 0.08 19 325± 29 0.8± 0.09
5.0± 0.13 11 525± 51 1.1± 0.08
6.8± 0.20 10 750± 72 1.1± 0.09
aMean value ±1 standard deviation

bThe value of velocity u used to calculate Rep is the average steady state front velocity measured

in the reported experiments for flows consisting of EPS beads of the corresponding size.

cSettling velocity is measured as the average steady state velocity reached by an individual EPS

bead at a slope angle of θ = 90◦.

Table 2.1: Properties of EPS beads used in the experiments.

diameters, where each value of de is presented in terms of its percentage dif-

ference from dp for the size range it is taken from. Eight different sizes of

particles were used in the experiments, the properties of which are shown in

Table 2.1. The particle Reynolds number (Equation 1.1) determines whether

the drag acting on the particle is dominated by viscous or pressure forces.

Particle Reynolds numbers for powder snow avalanches are typically of the

order Rep = 3 × 103 [Turnbull et al., 2007] and the drag force exerted on the

snow particles from the ambient fluid will largely be due to the form drag of

the particles. For values 500 < Rep < 105 the drag coefficient for a spherical

particle is essentially independent of the particle Reynolds number [Massey,

2006]. Typical values of Rep for the EPS beads used in the experiments re-

ported are shown in Table 2.1, and lie on the lower boundary of this range,

but correspond to the case where the pressure forces are dominant compared

to the viscous forces. The dynamic viscosity, µ, of the ambient fluid, taken to

be µ = 1.81 × 10−5 kg s−1m−1 (air at 20◦C and 1 atm of pressure) for these

calculations and throughout the remainder of this work.

2.2.1 Angle of repose

The angle of repose, θr, gives an indication of the friction forces between

individual particles. These forces are likely to be more significant where the
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Figure 2.4: Angle of repose versus EPS bead diameter. Markers represent the
mean of the measured values for each EPS bead size, with error bar length
equal to ±1 standard deviation. The solid line represents the mean of all
measured values across all EPS bead sizes with dashed lines at ±1 standard
deviation.

flow is relatively dense, such as during the early stages after release when the

flow is still unsuspended and at the base of fully developed flows.

The angle of repose was measured by carefully pouring a fixed volume

(≈ 100 cm3) of each size of EPS bead into a conical pile on a level surface. A

side-on image of the pile was then taken using a digital camera and the slope of

the pile was measured from the image. This process was then repeated several

times and mean values were calculated for each EPS bead size. The mean of

all values of θr across all EPS bead sizes was also calculated.

There was little variation in angle of repose for the different EPS bead sizes

(Figure 2.4) and the average value for all EPS bead sizes is relatively low when

compared with other granular materials (dry sand ≈ 35◦, gravel ≈ 40◦). This
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Figure 2.5: Side-on image of an EPS bead gravity current taken from an
experiment conducted using Vi = 3300 cm3 of 2.7mm diameter EPS beads on
a slope of angle, θ = 65◦. s is the distance into the current from the nose,
where at the foremost point of the nose, s = 0. hc is the height of the current,
lf is the distance from where current height is maximum to the nose of the
current and lr is the distance from where current height is maximum to the
rear of the current.

suggests that friction forces between individual particles are unaffected by the

size of the EPS beads used here and will be insignificant even at times and

locations where the flow is relatively dense.

2.2.2 Suspension and entrainment

By using steep slope angles the values of Richardson number (Equation 1.2)

in our experiments (Ri ≈ 2) were comparable to those observed in full-scale

powder-snow avalanches (Ri ≈ 1). The head of a powder snow avalanche is

often modelled as being semi-elliptical in cross section, the aspect ratio of which

is dependant on slope angle θ [Batchelor, 1967, Beghin and Brugnot, 1983,

Turnbull et al., 2007]. Fully suspended (θ ≈ 80◦) laboratory scale snow-air

currents, have been shown to have heads that are approximately semi-circular

(aspect ratio = 1) in cross section [Turnbull and McElwaine, 2010].

Whist the heads formed in the EPS-air currents used in this work (Figure

2.5) are not semi-circular or semi-elliptical (hc ̸= lf ̸= lr), the cross sectional

area of the head is approximately equal to that of a semi-circle of radius hc as

lf + lr ≈ 2hc for all values of slope angle used. Therefore in order to calculate
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Figure 2.6: Schematic diagram of process used to measure effective coefficient
of friction, µe.

ρ, the head of the current is assumed to be semi-circular in cross section, with

radius equal to the current head height, hc. The volume of the current can

then be approximated as Vc = (πbh2c)/2 where b is the width of the release

hopper. In Figure 2.5 it can also be seen that some of the EPS beads are

detrained from the rear of the head. Qualitatively the amount of material

detrained from the rear was observed to be relatively small, and is difficult

to accurately quantify as the current progresses down the chute. Therefore,

for the purpose of calculating ρ it is also assumed that all of the EPS beads

released are contained within the current head, meaning that the proportion of

Vc made up of EPS beads will be equal to Vi. The proportion of Vc that is made

up of entrained air is then obtained by subtracting the initial release volume, Vi

from Vc. The density of the current is then calculated as ρ = [(1−V )ρa+V ρp],

where V = Vi/Vc.

2.2.3 Chute surface roughness

Friction between a current and the surface that it flows over has been shown to

play an important role in both the classic lobe-and-cleft (§1.4.1) and polydis-

persity (§1.4.3) instability mechanisms. Therefore in order to investigate the

effects of surface friction on the flows modelled in this study, three different

surface coverings were prepared for the chute. One of the surface coverings

consisted of a felt cloth, providing a relatively smooth surface for the chute.

The other two surface coverings consisted of a layer of painted EPS beads

adhered to the surface with diameter 2.7mm or 5.0mm.

Due to the approximately spherical shape of the EPS beads, the coefficient

of friction between the beads and the surfaces will be dependent on a com-

bination of both the rolling resistance of the beads and the static or kinetic

friction force [Hibbeler, 2007]. To reflect this, the friction coefficient between
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Figure 2.7: Effective friction coefficient versus EPS bead diameter for the
different chute surface coverings used. Error bars have length equal to ±1
standard deviation from the mean.
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2.2. EPS BEAD PROPERTIES AND PROCESSING

the beads and the surfaces will henceforth be referred to as the effective fric-

tion coefficient, µe. The effective friction coefficient for each size of the EPS

beads and each surface was calculated by covering a plate with the surface

material and then placing a sample (≈ 10) of the EPS bead on the surface

at one end of the plate (Figure 2.6). The other end of the plate was hinged

to allow it to be tilted at an angle, θ, to the horizontal. Using a digital cam-

era, recordings were made of the plate being slowly tilted until the EPS beads

started to move down the plate. The frame at which the EPS beads started to

move was captured. The critical angle, θc, between the inclined plate and the

horizontal surface was them measured from this image. The forces acting on

an EPS bead (Figure 2.6) will be balanced when the slope angle θ = θc, and

when resolved in the plane of, and perpendicular to the chute give:

µeR = mg sin θc (2.1)

and

R = mg cos θc (2.2)

respectively, where m is the mass of an individual EPS bead and R is equal

to the normal reaction force. Substituting equation 2.2 into equation 2.1 gives

the effective friction coefficient,

µe = tan θc. (2.3)

This method does not take into account any contribution made to the effective

friction coefficient by kinetic friction, as accurate measurement of this property

is extremely difficult in this situation. Instead static friction is used, which

provides a maximum value of µe, as coefficient of kinetic friction is usually

less than the coefficient of static friction for the same materials [Meriam and

Kraige, 2002]. It is assumed that the relationship between static and kinetic

friction is consistent for all EPS bead sizes and surface coverings. This method

was repeated several times for each EPS bead size and surface covering, with

mean results shown in Figure 2.7.

It can be seen from Figure 2.7 that the effective coefficient of friction be-

tween the EPS bead and the felt surface covering increases by approximately

15% as the diameter of the EPS beads decreases. The small and large EPS

bead covered surfaces also increase the effective coefficient of friction for de-

creasing EPS bead diameters, with the larger bead covering causing a greater
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Figure 2.8: Effective friction coefficient, µe, versus EPS bead diameter ratio,
γ. Error bars have length equal to ±1 standard deviation from the mean.

dpsurface

γ < 1

γ = 1

γ > 1

Figure 2.9: Schematic showing sample EPS beads with different values of EPS
bead diameter ratio, γ, at rest on an EPS bead covered surface.
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increase. However, the factor that appears to have the most significant effect

on the effective coefficient of friction is the ratio

γ =
dpsample

dpsurface
, (2.4)

where dpsample
is the diameter of the EPS bead sample, and dpsurface the diameter

of the EPS bead attached to the surface. As can be seen in Figure 2.8, if γ ≤ 1,

µe is significantly larger than it is for the felt surface and when γ > 1, there is

little or no effect on µe. The dependance of µe on γ is likely to be caused by

the spaces between the EPS beads attached to the chute surface. As shown

in Figure 2.9, when γ < 1 the sample EPS beads lie much deeper in the gaps

between the surface EPS beads and therefore require a greater slope angle in

order for them to start moving.

2.3 Summary

The equipment and experimental procedure described in this chapter allows

repeatable, laboratory scale avalanches to be created using line releases of

expanded polystyrene in air. The expanded polystyrene and air currents have

been shown to model powder snow avalanches well, including the transition

from dense granular flow to fully suspended gravity current and the formation

of lobe-and-cleft type patterns at the leading edge. These experiments enable

the capture of detailed video and air pressure data, whilst also allowing key

parameters, such as slope angle, surface roughness and size and volume of

material released, to be varied.
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Chapter 3

Imaging and front tracking

In order to study the flow dynamics and the formation and evolution of the

lobe-and-cleft type patterns that form at the moving front of the laboratory

scale avalanches generated, the front position of the flows needs to be accu-

rately tracked. Additionally, due to the large number of experiments conducted

and the wide range of variables in this work, application of the front position

detection method needs be automated whilst still able to produce accurate

results in all conditions. The methods and techniques used to achieve this are

detailed in the following section.

3.1 Cameras

The EPS currents were observed using two IDT Nanosense high-speed digital

video cameras with 1280x1024 pixel resolution and sampling at 400Hz. One

camera was positioned normal to the x-y plane of the chute, capturing the plan

view of the flow with the full width of the release hopper and the full length of

the chute in view. The second camera was positioned to capture the side view,

aligned normal to the y-z plane of the chute, which allowed the head-height of

the avalanche to be measured. Individual EPS beads were ≈ 4 pixel diameters

in the plan view images and ≈ 10 pixels in the side view images. Both cameras

were triggered by a signal sent from the DAQ device that was connected to

the electro-magnetic release mechanism and pressure sensors. This allowed the

cameras to be synchronised with each other and also with the release of the

EPS beads and the pressure sensor acquisition. The chute surface coverings
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3.2. OFF-THE-SHELF EDGE DETECTION FUNCTIONS

Figure 3.1: Edge detection using MATLAB’s Sobel method edge detection
algorithm. Detected edges shown in blue. Prewitt, Roberts, Laplacian of
Gaussian and Canny method edge detection algorithms produced similar re-
sults. Note to increase clarity of the detected edges the image intensity, I, has
been inverted using IInvert(xi, yj) = 255 − I(xi, yj) in all images throughout
this chapter.

used were matt black, to optimise contrast with the white EPS beads.

3.1.1 Image pixel coordinates

The captured images consist ofM rows and N columns of pixels, with the reso-

lution of the cameras such thatM = 1280 and N = 1024. The position of each

pixel can be described as (xi, yj) where i = 1, . . . , N and j = 1, . . . ,M . Pixel

(x1, y1) represents the top left-hand corner of the image, and pixel (xN , yM)

the bottom right-hand corner. The 2-D continuous spatial signal of light in-

tensity, I(x, y), falling on the camera’s CCD sensor is therefore represented by

I(xi, yj).
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3.2. OFF-THE-SHELF EDGE DETECTION FUNCTIONS

Figure 3.2: Edge detection using a Moore-Neighbor tracing algorithm.

3.2 Off-the-shelf edge detection functions

MATLAB’s Image Processing Toolbox provides a function, edge, that detects

colour contrasts in an image using various edge-detection algorithms. Attempts

were made to use this function in order to detect the front edge of the flow in

the images obtained from the experiments (Figure 3.1). However, because of

their particulate composition, the front of the flow does not have a continuous

edge and the algorithms used by the edge function detect it as a series of small

unconnected sections. Groups of particles within the flow also get detected as

edges by the algorithms.

In addition to the edge function, MATLAB’s function bwboundaries based

on a Moore-Neighbor tracing algorithm, was also applied to the images. This

function first converts the grayscale image into a binary image, assigning pix-

els with luminance greater than a threshold value with the value 1 (white)

and replaces all other pixels with the value 0 (black). It then identifies ob-

jects within the images by searching for regions of connected pixels with the

value 1 and traces the exterior boundaries of these objects. This function was

better able to identify the edges of the flow than the edge function (Figure

3.2), however the particulate make-up of the flows still caused problems with

consistent detection of the whole flow front as a continuous edge. For some

flows (especially those with smaller volumes) gaps between the particles result

in the flow being detected as several objects rather than one object. The fact

that this function also detects the rear facing boundary of the flow leads to

some complication when automating front edge detection. Further analysis of
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3.3. FRONT TRACKING – CHANGE-POINT DETECTION

the identified boundary would need to be carried out in order to identify which

sections of the boundary correspond to the front, sides and rear of the flow.

3.3 Front tracking using a change-point detec-

tion based algorithm

In order to accurately detect and track the front of the flows a custom-made

algorithm was required. A change-point detection [Serra, 1982] based algo-

rithm was developed to derive the front position and flow height at each time

frame. This worked by analysing each vertical column of pixels in the image

and identifying the location at which the pixels change from being dark (chute

background) to light (EPS bead). At each time, this boundary identifies the

position of the front edge of the flow. A threshold value, Θ, needs to be set

which determines whether a pixel corresponds to part of the chute or part of

the flow. Accurate detection of the front edge of the flow is highly dependant

on the selection of a suitable value for this threshold. Due to slight varia-

tions in illumination and contrast of the images for the different experiments

conducted, selection of one universal value that could be applied to all exper-

iments was not possible. An attempt to address this problem was made by

identifying the maximum intensity, Imax, in each pixel column of the image’s

pixel matrix. The threshold for each column was then set as a fixed percentage

of the maximum intensity value for that column. However, inconsistencies in

the ability to accurately detect the position of the front edge of the flow using a

fixed percentage threshold were observed. These inconsistencies occurred both

when comparing edge detection at different times within an individual exper-

iment and also between experiments where the volume of EPS bead released

was changed.

The maximum intensity is found where the depth of the current is great-

est, at approximately the centreline of the current. This centreline intensity

increases if the release volume is increased due to the flows being deeper and

containing more EPS beads. While using a percentage of the maximum inten-

sity value accounts for this increase, what is not accounted for by this method

is the rate at which the intensity decreases as you move from the centre of the

flow towards the front edge.
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Figure 3.3: Comparison of front edges detected for currents consisting of (a)
1000 cm3 and (b) 3300 cm3 of 2.1mm diameter EPS bead on a 65◦ slope and
t = 0.3 s, thresholded using Imax-based method, Θ = 0.5Imax. Note the front
edges shown in these figures and the remainder of figures shown in this chapter
have had the profile smoothing algorithm described in §3.5 applied to them.

For flows containing a large volume of EPS beads the intensity steeply

decreases as you move towards the front edge, whereas for flows containing a

smaller volume of EPS bead the rate of decrease in intensity is much less. The

results of applying the same fixed percentage threshold to flows of differing

release volume are shown in Figure 3.3. It can be seen that when applied to

the larger volume flow (Figure 3.3(a)) the value selected for the percentage

threshold is suitable and the edge is accurately detected. However when the

same threshold is applied to the flow with smaller volume (Figure 3.3(b)), the

detected edge is actually slightly behind the edge of the flow.

As a current progresses down the chute its length in the y -direction in-

creases, this also has the effect of changing the rate at which intensity decreases

as you move from the centre to the front edge. Figure 3.4 shows the results

of applying the same fixed percentage threshold to a current soon after re-

lease (Figure 3.4(a)) and at a later stage in its motion down the chute (Figure

3.4(b)). Whilst the selected value gives good results for the early stages, as

it progresses down the chute a larger amount of the EPS beads appear below

(larger yj-value) the detected front edge. Some of these are part of the current

and not stray EPS beads moving in front of it and therefore the true position

of the front edge is under-detected.

Due to the small number of different release volumes used in these exper-

iments, it would be relatively straightforward to overcome the inconsistencies

caused by the differing volumes by simply using a volume dependant percent-
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Figure 3.4: Comparison of fronts detected at (a) t = 0.4 s and (b) t = 0.9 s for
a current consisting of 3300 cm3 of 2.1mm diameter EPS bead on a 80◦ slope,
thresholded using Imax-based method, Θ = 0.6Imax.

age threshold value. However the inconsistencies caused by the y -directional

lengthening of the currents are much harder to overcome as the amount and

rate of lengthening is highly variable and is affected by a combination of vari-

ables such as: slope angle, release volume, surface roughness and EPS diame-

ter. Therefore this method is unsuitable for large numbers of experiments as

accurate detection of the front edge would require manual adjustment of the

percentage value for different experiments.

To address the shortcomings of the previous technique, a nonparametric

and fully automated method of threshold selection based on the variance of

intensity values of an individual image was sought. To do this the histogram

of image intensity is used in order to identify two distinct modes - one for the

EPS beads and one the for chute surface. The simplest method of achieving

this would be to find the local maxima on the histogram that correspond to

each of the modes, then find the minima between them and set the threshold

equal to the value of intensity at this location. There are however two problems

with this approach. Firstly, the histogram may be noisy, thus causing many

local minima and maxima. Secondly, the sum of two separate distributions,

each with their own mode, may not produce a distribution with two distinct

modes (i.e a unimodal distribution). A typical image taken during one of the

experiments in this study and it’s intensity histogram are shown in Figure 3.5,

and it can be seen that the histogram is both unimodal and noisy.

Difficulties with thresholding occur because the image consists of two groups
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Figure 3.5: (a) Typical image taken from an experiment and (b) its corre-
sponding intensity level histogram. (b) Insert: Intensity level histogram with
full range y-axis. (b) Main plot: Intensity level histogram with reduced y-axis
for clarity, dashed lines indicate threshold intensity levels identified by both
clustering [Otsu, 1979] (Θ = 65) and Imax (Θ = 0.5 Imax = 94) based methods.
Note for the purpose of this illustration the value of Θ = 0.5 Imax presented is
the mean value of Imax taken across all values of xi.

of pixels with different, but often overlapping, ranges. The aim is to minimise

the error of classifying a chute surface pixel as an EPS bead pixel or vice

versa. This can be achieved by minimising the area under the histogram for

one region that lies on the other region’s side of the threshold. However, only

the histogram for the combined regions is available and not the histograms for

each region. If the values in the two regions are considered as two clusters,

the threshold can be set so as to try and make each cluster as tight as possi-

ble, thus minimizing their overlap. The following method, developed by Otsu

[1979] was used to achieve this.

3.3.1 Threshold selection method

Let the pixels of a image taken from an experiment be represented in Iτ in-

tensity levels [1, 2, · · · , Iτ ]. The number of pixels at level I is denoted by nI

and the total number of pixels by Nτ = n1 + n2 + · · · + nIτ . For simplifica-

tion, the intensity level histogram is normalised and regarded as a probability
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distribution,

PI =
nI

Nτ

, PI ≥ 0,
Iτ∑

I =1

PI = 1. (3.1)

The pixels are next dichotomised into two classes Cs and Cc (representing chute

surface and current respectively) by a threshold at level Θ; Cs denotes pixels

with levels [1, · · · ,Θ], and Cc denotes pixels with levels [Θ + 1, · · · , Iτ ]. Then
the probabilities of class occurrence and the class mean levels, respectively, are

given by

ωs = Pr (Cs) =
Θ∑

I =1

PI = ω(Θ) (3.2)

ωc = Pr (Cc) =
Iτ∑

I =Θ+1

PI = 1− ω(Θ) (3.3)

and

Īs =
Θ∑

I =1

I Pr (I |Cs) =
Θ∑

I =1

IPI

ωs

=
Ī(Θ)

ωΘ
(3.4)

Īc =
Iτ∑

I =Θ+1

I Pr (I |Cc) =
Iτ∑

I =Θ+1

IPI

ωc

=
Īτ − Ī(Θ)

1− ωΘ
, (3.5)

where

ω(Θ) =
Θ∑

I =1

PI (3.6)

and

Ī(Θ) =
Θ∑

I =1

IPI (3.7)

are the zeroth- and the first-order cumulative moments of the histogram up to

the Θth level, respectively, and

Īτ =
Iτ∑

I =1

IPI (3.8)

is the total mean level of the original image. The following relation can be

verified for any choice of Θ:

ωsĪs + ωcĪc = Īτ , ωs + ωc = 1. (3.9)
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Figure 3.6: Within class variance, σ2
W , versus threshold value , Θ, for the

histogram shown in Figure 3.5(b). Results of clustering [Otsu, 1979] and Imax

based methods are marked, ⋄.

The class variances are given by

σ2
s =

Θ∑
I =1

(I − Īs)
2 Pr (I |Cs) =

Θ∑
I =1

(I − Īs)
2PI

ωs

(3.10)

σ2
c =

Iτ∑
I =Θ+1

(I − Īc)
2 Pr (I |Cc) =

Iτ∑
I =Θ+1

(I − Īc)
2PI

ωc

. (3.11)

Which can then be used to calculate the within-class variance

σ2
W = ωsσ

2
s + ωcσc

2. (3.12)

Within class variance is the measure of the spread of the values within the

two classes created by the threshold. Therefore by minimising within class

variance, any overlap between the two classes is also minimised, thus reducing
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Detected front - Imax based threshold
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Detected front - clustering based threshold (Otsu)
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(b)

Figure 3.7: Comparison of fronts detected for currents consisting of (a)
1000 cm3 and (b) 3300 cm3 of 2.1mm diameter EPS bead on a 65◦ slope,
thresholded using clustering [Otsu, 1979] and Imax-based methods.
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Detected front - clustering based threshold (Otsu)
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(b)

Figure 3.8: Comparison of fronts detected at (a) t = 0.4 s and (b) t = 0.9 s for
a current consisting of 3300 cm3 of 2.1mm diameter EPS bead on a 80◦ slope,
thresholded using clustering [Otsu, 1979] and Imax-based methods.

the chances of a surface pixel being identified as a current pixel or vice versa.

The method used iterates through all possible threshold values and identifies

the threshold value where the within class variance is minimised. Using data

taken from the histogram (Figure 3.5), within-class variance, σ2
W , is plotted

against threshold value, Θ, in Figure 3.6, where it can be seen that σ2
W is

minimised when Θ = 65.

When applied to images from different experiments this thresholding algo-

rithm was found to be consistently accurate in detecting the true position of

the front edge of the currents, regardless of release volume, Vi, or time after

release, t (examples of which are shown in Figures 3.7 & 3.8).
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Figure 3.9: Comparisons of change-point and level set methods detecting deep
clefts.

3.4 Level set method for front tracking

Whilst appropriate threshold selection greatly improved the performance of the

front tracking method, it was found that this method was unable to accurately

detect deep clefts that are not aligned with the vertical columns of pixels that

make up the image. The limitation of the method is that for each column of

pixels (xi) it only detects the first point at which the threshold is exceeded,

i.e. for a given value of xi it is only possible to have one value of yj. If further

up (lower values of yj) the column the intensity values drop below, then rise

above the threshold value again, this is not detected as part of the front edge.

The effects of this can be seen in Figure 3.9 in the form of relatively large,

almost vertical sections of front edge profile, where small changes in xi are

accompanied by a large change in yj (∆yj ≫ ∆xi).

To overcome this limitation a level-set method [McElwaine et al., 2004] was

instead used to track the front edge of the flow. For each sequence of images

the arrival time Tij = T (xi, yj) of the front edge of the flow is detected for each

pixel. The same change-point technique used in the previous method is used

to detect the arrival of the front edge of the flow, but is applied on a pixel by

pixel basis rather than to each vertical column of pixels. The matrix Tij of first

arrival times is classified as a level set, with the contours Tij = t corresponding

to the front edge of the flow at a particular time, t. This technique was applied

to both the plan view and side view images, typical results of which are shown

in Figure 3.10. As shown in Figure 3.9, this technique is much better suited to
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Figure 3.10: (a) Front and (b) side contours produced using level set method.
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(a) (b)

Figure 3.11: (a) Individual, unsuspended EPS beads moving ahead of a flow
front (b) An image with salt and pepper noise.

detect the deep clefts than the initial technique, as it is now possible for there

to be more than one value of yj for a given value of xi, allowing the front edge

profile to effectively ‘track back’ on itself in the x-direction. Thus avoiding the

relatively large, almost vertical sections of front edge profile that the initial

technique produced, and which do not accurately reflect the true position of

the front edge.

3.5 Profile smoothing

When released, a few of the EPS beads do not enter suspension and roll down

the chute ahead of the front (Figure 3.2 & 3.11(a)). In order to avoid these

beads being detected by the front tracking algorithm a filtering mask is ap-

plied to the images before they are processed. The small regions (or ‘spikes’)

of intensity fluctuation caused by the individual EPS beads that don’t enter

suspension are similar to the salt-and-pepper electronic noise that can occur

in digital images (Figure 3.11(b)). This type of electronic noise is normally

caused by errors in data transmission. The corrupted pixels are either set to

the maximum or minimum value, resulting in intensity spikes and giving the

image a ‘salt-and-pepper’ like appearance. ‘Median filters’ have been shown to

be particularly effective at removing this kind of noise whilst preserving edges

in the image [Lim, 1990]. The median filter works by running through the

image pixel by pixel and replacing each intensity value with the median of the
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No filter
Median filter
Gaussian filter

Figure 3.12: Front detection: without filter, with median filter and with Gaus-
sian filter.

neighbouring entries. The number and pattern of neighbouring entries used

is called the window, which slides, pixel by pixel, over the entire image. By

specifying an appropriate size and shape for the window, the intensity spikes

can be filtered out as they did not have a significant effect on the median value.

In this situation the spikes are the same size as an individual EPS bead and

therefore the window needs to be a square of side greater than two EPS bead

diameters. For the plan view images, the largest EPS beads used were approx-

imately 6 pixels in diameter and a 15×15 pixel window was found to give good

results (as shown in Figure 3.12), while for the side view images the largest

beads were approximately 15 pixels in diameter and a 32 × 32 pixel window

was used. Additionally, when the images were filtered they were padded sym-

metrically at the boundaries, meaning mirror reflections of the image’s pixels

were added to each edge of the image. This was done to minimise distortion

at the edges of the image.
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For comparison a Gaussian lowpass filter was also used on the images. The

Gaussian filter works by convolving the image with a Gaussian function to

remove the high frequency fluctuations in image intensity. A Gaussian filter is

created using

hg(xi, yj) = e
−(x2i +y2j )

2σ2
g (3.13)

h(xi, yj) =
hg(xi, yj)∑
xi

∑
yj

hg
, (3.14)

where xi and yj are the horizontal and vertical dimensions of the filtering win-

dow respectively and σg is the standard deviation of the Gaussian distribution.

As with the median filter, the parameters were determined by the size of indi-

vidual EPS beads used. To filter out the intensity spikes caused by individual

‘stray’ EPS beads, σg was set to a value equal to two EPS bead diameters.

This in turn determined the size of the filtering window, as setting the filter

size to 3σg in each direction means that the filter decays to nearly zero at the

edges, avoiding discontinuities in the filtered image.

Whilst the Gaussian filter was effective at filtering out the stray EPS beads

in front of the flow, it also caused significant blurring of the front edge of the

flow, giving less accurate results (Figure 3.12). This is because the intensity

values of the pixels corresponding to the stray EPS beads are much higher

than the surrounding pixels that correspond to the chute surface. The σg value

therefore has to be relatively high to ensure that the high intensity values from

the stray EPS beads don’t caused the mean value of the convolution window

to rise above the threshold value. A high σg value results in having to use a

large convolution window, which leads to increased blurring and loss of detail.

Therefore in order to increase accuracy a median filter was selected to be

applied to the images throughout this work.

3.6 Coordinates conversion

In order to measure properties of the flows such as front position and velocity,

the pixel coordinates of the video sequences had to be converted to physical co-

ordinates. Before each experiment was conducted calibration grids were placed

on the chute. For the camera capturing the plan view of the chute a grid was
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placed flat on the plane of the chute, while for the camera capturing the side

view a grid was placed along the centreline of the chute, perpendicular to its

surface. An image was then taken and used to obtain the pixel coordinates of

selected points on the calibration grid. Using an inverse affine transformation

the pixel coordinates for the entire image are scaled to physical coordinates

[Solomon et al., 2010]. For the plan view images the (x, y) coordinates were

defined relative to the front edge of the release hopper (y) and the cross-plane

position of the pressure sensors (x) (Figure 2.1). The slope normal (z) coordi-

nate in the side-view images was defined relative to the chute surface. In some

experiments the edge of the release hopper was not visible in the side-view

images. In these situations the longitudinal (y) coordinates are first zeroed on

the longitudinal (y) position of the middle pressure sensor, the distance from

the hopper release to the middle sensor was then obtained from the plan view

calibration image and added to the values. The positions of the release hopper

edge in the plan view images and the chute surface in the side images were

calculated by selecting points on the respective surfaces then applying a least

squares straight-line fit, which was then be extended across the entire width

of the image.

The same coordinates conversion technique was also used when measuring:

effective coefficient of friction, angle of repose, settling velocity and average

EPS bead diameters.

3.7 Comparison of front velocity measure-

ments obtained from pressure signal and

image data

The experimental set-up detailed in Chapter 2 allows the front velocity, Uf , of

a current to be measured using three different methods. One method utilises

the profiles of the front edge of the current obtained from the image data,

while the other two make use of the air pressure data. The arrival of the front

at each sensor causes a peak in pressure (Figure 3.13). The front velocity,

Uf(P ), can be calculated by dividing the distance between consecutive sensors

by the time difference (∆t) between pressure peaks observed at the sensors.

The other air pressure based method uses the peak pressure value and the
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Figure 3.13: Typical air pressure signals obtained from experiments. Pressure
sensors are located 0.15m apart and ∆t = time between pressure peaks.
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dynamic pressure,

p =
1

2
ρau

2, (3.15)

where ρa is the density of air, in order to calculate the velocity, Uf(D), of the

front at each sensor location. For comparison with the air pressure data, the

position of a section of the front edge of the flow, detected using the image

data, was used to calculate the front velocity, Uf(I). The width of section

used was 5mm and was centred at x = 0, which corresponds to the location

and width of the tubes attached to the pressure sensors. Front velocity, Uf(I)

was then calculated by dividing the distance travelled by the section between

images by the time difference between images.

Correlations of front velocities calculated using each of these three methods

for each experiment are shown in Figure 3.14. The velocities plotted represent

the average velocity of the current between two laterally centred points on

the chute with distances from the release point of y = 0.95m and y = 1.25m

respectively. For Uf(P ) this average was calculated by taking the mean of the

value between sensors 1 (y = 0.95m) and 2 (y = 1.10m), and the value between

sensors 2 and 3 (y = 1.25m). For Uf(D), the mean of the values calculated

at each of the three sensor locations is used. Uf(I) is the mean of the values

calculated for all of the images where the position of the front section is greater

than 0.95m and less than 1.25m.

For each comparison of front velocity measurements a line with gradient= 1

is shown, indicating where the the corresponding values in each data set are

equal. The root-mean-squared relative error between two data sets, α1,n and

α2,n, is

ϵ =

√√√√ 1

nτ

nτ∑
n=1

(α1,n − α2,n)
2, (3.16)

where nτ is the number of data points in each series. The value of ϵ is found

to vary little between the correlations of the three data sets, although one of

the drawbacks of this method of error analysis is that only the magnitude of

the differences in values between the data sets is considered and information

about the sign of these differences is lost. The individual residuals,

Rn = α1,n − α2,n, (3.17)

show that when compared with Uf(P ) and Uf(I), Uf(D) is on average approx-
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Figure 3.14: Correlation plots of (a) Uf(P ) versus Uf(D) and (b) Uf(I) versus
Uf(D).
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Figure 3.14: (c) Correlation plot of Uf(P ) versus Uf(I).
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Figure 3.15: (a) Individual residual plot for Uf(P ) and Uf(D) comparison.
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Figure 3.15: Individual residual plot for (b) Uf(I) and Uf(D) comparison and
(c) Uf(P ) and Uf(I) comparison.
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imately 10% smaller (Figures 3.15a & 3.15b). This under-prediction of front

velocity when calculated using the dynamic pressure value is most likely to

be caused by the stagnation point at the front of the current missing the

pressure sensor. The stagnation point is located somewhere between the nose

of the current and where the leading edge meets the chute (§1.4.1), mean-

ing that the stagnation point will pass a small distance above the pressure

sensors, which are positioned flush with the chute surface. The pressure has

been shown to quickly decease with distance from the stagnation point [Turn-

bull and McElwaine, 2010], resulting in lower values being measured by the

pressure sensors. Despite some scatter in the correlation of Uf(P ) and Uf(I)

(Figure 3.14c), the mean individual residual value is approximately zero (mean

Rn = 0.0018)(Figure 3.15c), indicating good agreement between the two meth-

ods of front velocity measurement. This comparison with the pressure signal

data validates the accuracy of the front tracking method that is applied to

the image data. Unless otherwise stated, data obtained from the image-based

front tracking method will be used for calculations relating to the current’s

position and velocity throughout this work, as these data accurately capture

the current at all positions throughout its motion down the chute and not just

at the locations where the pressure sensors are located.

3.8 Lobe and cleft detection

The level set matrix Txy produced using the plan view images for each exper-

iment (§3.4) was used to detect and track the lobes and clefts that formed at

the moving front. To do this the gradient,

∇Tij =
∂Tij
∂x

î+
∂Tij
∂y

ĵ (3.18)

of the level set is first calculated, producing a vector field where each vector is

normal to the surface of the moving front. Plotting this vector field provides a

useful method of visualizing the movement of the leading edge (Figure 3.16),

with large arrows representing regions where the front has large magnitude

curvature (clefts) and small arrows representing regions of small magnitude

curvature (lobes).

When calculating the gradient of Tij, careful attention needs to be paid to
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Figure 3.16: Vector field showing the gradient of the level set taken from an
experiment using 2100 cm3 of 1.8mm diameter EPS bead on a 65◦ slope.

selecting appropriate values for the sizes of δx and δy. If the values are too

small, changes in Tij will be too small to detect and changes in position of the

front edge of the flow won’t be clearly identified, whereas setting the values

too high will result in loss of detail. Suitable values for δx and δy were found

to be dependant on the size of the EPS beads used in the experiment, with

the optimum value for both δx and δy equal to twice the diameter of the EPS

beads used.

The divergence of the vector field can be used to calculate the curvature of

the level set,

κ = ∇ · ∇Tij
|∇Tij|

. (3.19)

Large regions with positive curvature will correspond to the location of lobes,

and regions of large negative curvature to the location of clefts. Displaying the

divergence of the level set allows the formation and development of lobes and

clefts at the moving front to be clearly visualized (Figure 3.17). However, in

order to measure properties of the lobe-and-cleft-type pattern, such as wave-

length, the precise location of the lateral centre of the lobes and clefts needs to

be identified. To achieve this the values in each row of the divergence matrix
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Figure 3.17: Divergence of the vector field shown in Figure 3.16.

were differentiated and the stationary points identified. Each stationary point

was further analysed to identify it as either a local maxima, minima or saddle

point. Local maxima were then classified as clefts and local minima as lobes.

The location of the lobes and clefts identified within the matrix of diver-

gence values then had to be be mapped onto the front profile contours Txy = t

from the level set. This first meant interpolating the matrix of lobe and cleft

locations so that it was equal in size to the level set. This means that each

identified lobe or cleft location now corresponds to an area equal in size to

one element of the grid used for the initial discretization (i.e 2dp x 2dp). Thus

highlighting the importance of using the minimum values of δx and δy that

still give meaningful results when calculating the gradient of the level set. Next

the matrix of lobe and cleft locations is compared with each front profile con-

tour, and locations on the contour that coincide with a lobe or cleft are noted

(Figure 3.18).

The fact that the area of each lobe and cleft location has been expanded

during this process sometimes results in a contour coinciding with several loca-

tions of the same lobe or cleft. When neighbouring locations on a contour were

identified as all being either lobes or clefts the algorithm would select the lo-
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Figure 3.18: Front profile contours with all lobe and cleft locations identified
from the corresponding matrix of divergence values marked.
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Figure 3.19: Front profile contours, taken from the same experiment as those
shown in Figure 3.18, with consolidated lobe and cleft locations marked.
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Figure 3.20: A single front edge profile taken from Figure 3.19 with detected
lobe (◦) and cleft (△) positions marked.

cation in the group with either the highest (lobes) or lowest (clefts) downslope

position and remove the other occurrences (Figure 3.19).

3.8.1 Measurement of lobe and cleft pattern wavelength

and amplitude

Once the positions of lobe and clefts had been mapped on to the front edge

profile contours, the wavelength λ and amplitude a of the lobe-and-cleft-type

pattern at a particular time t could be measured. For each contour the lateral

(x) distances between the nl adjacent pairs of lobes, λli , and between the

nc adjacent pairs of clefts, λcj , were measured (Figure 3.20) and the mean

distance,

λ =
1

nl + nc

(
nl∑
i=1

λli +
nc∑
j=1

λcj

)
(3.20)

was calculated in order to obtain the average wavelength, λ.

The amplitude of the lobe-and-cleft-type pattern, a, for each contour is

calculated by measuring the longitudinal (y) distance between lobes and clefts.

However, of the nl lobes found on a given contour, most are positioned between

two clefts, the longitudinal distances to which are not equal. When this is the

case the longitudinal distances between the lobe and the cleft to the left (ali)

and the cleft to the right (ari) are measured (Figure 3.20) and the mean of

both distances used as the value of amplitude, ai, for that lobe. Where there

is only one cleft on either side of a lobe, usually at the ends of a contour, then
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hn

hc
z

y

Figure 3.21: Side profile contour with current height, hc, and current nose
height, hn, measurements.

the longitudinal distance from the lobe to that cleft is taken as the value of

amplitude, ai. The mean,

a =
1

nl

nl∑
i=1

ai (3.21)

is then calculated in order to obtain the average amplitude, a, for each contour.

3.9 Measurement of flow and nose height

Measurements of the current height, hc, and the current nose height, hn, were

obtained using the contours of the level set matrices produced from the side-on

images (Figure 3.21). For a particular value of t, the corresponding contour of

the level set was identified and the current height measured as the maximum

value of z along the contour. The current nose height was measured as the

value of z at the point along the contour were the value of y was maximum.

3.10 Measurement of lobe radius of curvature

For comparison with the results of Nohguchi and Ozawa [2008], the radius of

curvature

r =
1

κ
(3.22)

of each lobe, at each point in time, was calculated. For each lobe location,

values of curvature, κ, can be obtained from the level set matrix using the
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method described in §3.8. The detected lobe location corresponds to the lateral

centre of the lobe; in order to improve the accuracy and reliability of the results,

the value of κ used was the mean value of the curvature along a region of the

contour that the lobe was located on. The region extended a distance either

side (i.e. both increasing and decreasing values of x) of the lateral centre of

the lobe. It is important to select an appropriate value for the distance that

this region extends. It should be be big enough that it covers most of the

lobe, allowing an accurate and reliable measurement to be obtained. However,

if it is too large it may include neighbouring clefts which will adversely effect

the accuracy of the results. In order to select an appropriate region size, lobe

and cleft wavelength data collected from the contour was used. In theory the

lateral width of the region, xr, could be set at a value just below the average

wavelength for the contour (λ). This is especially true in the early stages of the

flow’s motion when the clefts are laterally narrow in comparison to the width

of the lobes. However, as the flow progresses the comparative width of the

clefts increases, this coupled with the variations of individual lobe wavelength

relative to the average wavelength, make values of xr that are close to λ an

unsuitable choice. The lateral width of the region, xr, was therefore set as

1/2λ, centred on the lateral position of the lobe centre xl.

3.11 Summary

The image processing techniques and methods demonstrated in this chapter

allow the position of the leading edge of a flow to be accurately tracked using

image data collected from experiments conducted with EPS beads. The leading

edge profiles that are detected using a level set-based technique can be used

in order to detect and track the positions of lobes and clefts; features of the

lobe-and-cleft-type pattern such as wavelength, amplitude and lobe radius of

curvature can also be measured. Additionally, the leading edge profiles enable

the measurement of various other flow features, including front velocity and

flow and nose height.
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Chapter 4

Lobe-and-cleft-type patterns in

particle-laden gravity currents

The experimental set-up described in Chapter 2 and the image processing

techniques described in Chapter 3 enabled the adjustment and measurement

of various flow parameters, some of which are shown in Figure 4.1. The effect

that these variables have on the dynamics of the flows shall be discussed in

this chapter, with particular focus on the development and scaling of lobe-and-

cleft-type patterns at the leading edge of the flows.

4.1 Front velocity

Figure 4.2 shows velocity-time plots for two experiments with release volumes

of 3300 cm3 and 1000 cm3, both conducted using EPS beads with diameter

dp = 2.7mm on a slope of angle θ = 75◦. Front velocity, Uf , is calculated

using the average downslope position y taken across the entire width b of the

current. The time origin t = 0 is the time when the release mechanism is op-

erated. The flows quickly reach an approximately constant acceleration which

exists for a short distance (≈ 0.5 − 0.75m) before reaching an approximately

constant velocity. It can be seen that the flow with the larger initial volume

of release Vi reaches a higher velocity (Uf ≈ 2m s−1) than the flow with the

smaller initial volume of release (Uf ≈ 1.6m s−1), and that both of these values

are considerably higher than the settling velocity of an individual EPS bead

(0.8m s−1). The magnitudes of the approximately constant velocities reached
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λ

Uf
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Uf

θ
s ahn

EPS beads:
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ρp
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Current:
ρ
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Figure 4.1: Schematic diagrams of a particulate gravity current of height hc,
width b, density ρ, volume Vc travelling a distance y down an inclined plane
with a front velocity Uf . The current has a raised ‘nose’ of height hn which is
the foremost point of the flow, and from which the distance behind the moving
front s is measured. Individual particles have a diameter dp, density ρp and
mass m. A lobe and cleft pattern with wavelength λ and amplitude a forms
at the moving front.
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Figure 4.2: Front velocity (Uf ) versus time plots taken from two experiments
conducted using release volumes, Vi = 3300 cm3 and Vi = 1000 cm3, of 2.7mm
diameter EPS beads on a slope of angle θ = 75◦.
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Figure 4.3: Non-dimensionalised front velocity (ŨfVi
) versus time (t̃Vi

) plots
produced using the data shown in Figure 4.2.

by the flows were found to be reasonably consistent, with the typical standard

deviation ≈ ±6% of the mean velocity of all experiments with a particular

configuration of variables.

The length scale that characterizes the release volume,
(
Vi

b

) 1
2 , can be used

to calculate the non-dimensional front velocity,

ŨfVi
=

Uf√(
Vi

b

) 1
2 g

, (4.1)

where g is the acceleration due to gravity (g = 9.81ms−2). Similarly a non-

dimensional timescale can be calculated using the release volume-based length

scale,

t̃Vi
=

t√(
Vi

b

) 1
2 g−1

. (4.2)

Applying this non-dimensionalisation to the data from the individual ex-
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Figure 4.4: Non-dimensionalised front velocity (ŨfVi
) versus time (t̃Vi

) plots for
experiments conducted using 1.8mm and 6.8mm diameter EPS beads. Data
is taken from 150 experiments conducted using these EPS bead diameters,
including all release volumes and slope angles used, and is presented as an
ensemble average for each EPS bead diameter. Solid lines indicate ensem-
ble average data and dashed lines indicate ±1 standard deviation from this
average.
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Figure 4.5: Non-dimensionalised front velocity (ŨfVi
) versus slope angle (θ) for

experiments conducted using different values of EPS bead diameter. Markers
represent the mean non-dimensionalised front velocity taken at t̃Vi

= 10 from
experiments conducted using all available values of slope angle and release
volume. Error bars have length equal to ±1 standard deviation from the
mean.
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periments shown in Figure 4.2, there appears to be a good collapse of the data

(Figure 4.3), in agreement with other laboratory experiments conducted using

EPS bead [Turnbull and McElwaine, 2008]. This data collapse is confirmed

when applied to all experiments conducted for the largest and smallest EPS

bead sizes (Figure 4.4) and it is also indicated that the steady velocity reached

by the flow front is independent of EPS bead diameter, dp. In Figure 4.5 aver-

age front velocities for experiments conducted at different slope angles θ and

using different sizes of EPS bead dp are shown. The velocity is measured at

t̃Vi
= 10, ensuring that the flows have reached an approximately steady veloc-

ity, and it can be seen that front velocity is independent of both EPS bead

diameter and slope angle. The latter observation being in agreement with

other laboratory experiments conducted using both EPS bead-air [Turnbull

and McElwaine, 2008], and continuous, homogenous gravity currents [Britter

and Linden, 1980] travelling on an incline. This agreement confirms not only

only the validity of the experimental set-up used in this study, but also the

accuracy and reliability of the automated detection and analysis techniques

applied to the data collected.

4.2 Flow height measurements

Current head heights (§3.9) for flows consisting of 1.8mm and 6.8mm diameter

EPS beads are shown for each release volume and slope angle in Figure 4.6.

Several trends can be seen in the data; current height increases monotonically

with increasing slope angle and release volume, but with decreasing particle

diameter. That is, currents consisting of smaller particles have larger heads

due to the particles’ lower settling velocities resulting in lower rates of particle

sedimentation. Larger heads and are observed at higher slope angles as the

component of the particles’ settling velocity normal to the slope is reduced.

The data in Figure 4.6 shows agreement with qualitative observations of de-

trainment levels at the rear of the flow. That is, it was observed that as the

release volume was increased, higher levels of rear detrainment were observed,

especially for currents consisting of smaller diameter EPS beads. Increased

detrainment was also observed at higher slope angles. These observations are

supported by Figure 4.6 where the data for the smaller particles shows a much

smaller increase in current head height between the middle and largest size

of release volume than that between the smallest and middle size. For both
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Figure 4.6: Current head height (hc) versus slope angle (θ) for currents con-
sisting of 1.8mm or 6.8mm diameter EPS beads. Head height was measured
at a distance of 1m from the line release. Error bars have length equal to the
standard deviation from the mean.
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General shape of gravity current head (Lawson 1971)

Figure 4.7: Side-on image of an EPS bead gravity current taken from an
experiment conducted using Vi = 3300 cm3 of 2.7mm diameter EPS beads on
a slope of angle, θ = 65◦. Colours have been inverted for clarity. The solid line
represents general profile shape of a gravity current taken from Lawson [1971].
s =distance into the current from the nose, where at the foremost point of the
nose, s = 0.

particle sizes the difference in current head height between the three release

volume sizes decreases as slope angle increases. These observations and re-

sults indicate that there may be a limit to the amount of material that can be

suspended within the head of the current, and as this limit is approached the

amount of material detrained from the rear of the head increases.

4.3 Nose height measurements

Previous laboratory experiments [Keulegan, 1957, Middleton, 1966] have re-

ported a general profile shape for the head of a gravity current [Lawson, 1971].

This general profile shape is based on the ratios of both the vertical height and

the horizontal distance from the front, with the maximum vertical height of

the current. When applied to images taken from EPS bead-air gravity current

experiments a reasonable agreement can be seen with the general profile shape
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Figure 4.8: Dimensionless nose height, hn

hc
, versus Reynolds number, Re, where

Re =
Ufhc

ν
.
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(Figure 4.7).

Measurements of the height of the foremost point of the head, or ‘nose’,

of gravity currents have been made in the laboratory and in the atmosphere

and some results are shown in Figure 4.8. A non-dimensional nose height

hn/hc ≈ 1
8
, independent of Reynolds number for values greater than 103 has

been suggested [Simpson, 1997] and results from the EPS bead-air gravity

current experiments support this.

It has been shown by Härtel et al. [2000] that the stagnation point of a

gravity current with a raised nose is located between the nose and where the

front meets the chute surface. There is a region of unstable stratification in this

region and it is believed that this is where the classic lobe-and-cleft instability

originates [Härtel et al., 2000]. It is therefore significant that the particle-

driven gravity currents exhibit a similar region, and it is interesting to note

whether the instability observed in these currents correlates with the classic

lobe-and-cleft instability found in Boussinesq gravity currents.

4.4 Flow front patterns

Although the particles start from a pseudo two-dimensional linear distribution,

a wavy pattern quickly appears in the moving front. As the fronts continue to

propagate downslope these fluctuations grow in amplitude. Clear qualitative

differences can be observed between the two flows shown in Figure 4.9. One

of the most striking is the difference in wavelength of the lobe-and-cleft-type

pattern created by the fluctuations in the moving front during the later stages

of the flows motion. That is, the lobe and cleft structure in Figure 4.9(a) (for

dp = 1.8mm), has a noticeably shorter wavelength than that observed for the

larger particles shown in Figure 4.9(b) (for dp = 5.0mm).

By taking particle diameter dp as our length scale, a non-dimensional

timescale can be calculated,

t̃dp = t/
√
dp/g. (4.3)

Images taken at the same non-dimensional time, t̃dp = 50, from four exper-

iments using the same release volume, but different sized particles are shown
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(a)

1.7m

0.85m 0.4 s 0.6 s 0.8 s 1.0 s

(b) 0.2 s 0.4 s 0.6 s 0.8 s 1.0 s

Figure 4.9: Video stills taken at 0.2 s intervals from experiments conducted on
a felt surface at an angle of 65◦ using: (a) 2100 cm3 of 1.8mm diameter EPS
beads and (b) 3300 cm3 of 5.0mm diameter EPS beads.

dp = 1.8mm dp = 2.7mm dp = 5.0mm dp = 6.8mm

Figure 4.10: Video stills taken at t̃dp = 50 from experiments conducted at
a slope angle of 65◦ using 2100 cm3 of: 1.8mm, 2.7mm, 5.0mm and 6.8mm
diameter EPS beads.
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Figure 4.11: Non-dimensional lobe and cleft pattern amplitude (ãdp) versus
non-dimensional time (t̃) for flows shown in Figure 4.10. Error bars have
length equal to ±1 standard deviation from the mean.
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Figure 4.12: Non-dimensional lobe and cleft pattern amplitude (ãdλ) versus
non-dimensional time (t̃) for flows shown in Figure 4.10. Error bars have
length equal to ±1 standard deviation from the mean.

in Figure 4.10. It can be seen that for a given value of t̃dp , as particle diameter

increases the wavelength of the lobe-and-cleft-type pattern and the downslope

position of the front also increase.

Both the dimensional, a, and non-dimensional, ãdp = a/dp, amplitudes

(§3.8.1) of the lobe-and-cleft-type patterns are shown in Figure 4.11. When

viewed dimensionally (Figure 4.11 (inset)) the currents consisting of smaller

particles have larger amplitude lobe and cleft patterns. However when scaled

with particle diameter (Figure 4.11 (main)), amplitude and its rate of growth

appears to be the same for all particle sizes. The currents consisting of smaller

particles achieve larger amplitudes due to the fact that, when scaled with

particle diameter, the chute appears longer to these currents and they therefore

flow over longer t̃dp timescales.

In the images shown at t̃dp = 50 (Figure 4.10), the ratio of amplitude to
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wavelength, a
λ
, appears to be approximately constant for all EPS bead sizes.

When wavelength-scaled amplitude, ãλ = a
λ
, is calculated for a range of values

of t̃dp (Figure 4.12), it can be seen that for values of t̃dp <≈ 50 the ratio

of amplitude to wavelength remains constant. Since the rate of amplitude

growth is increasing (Figure 4.11) during this period, the wavelength must

also be increasing at the same rate. For values of t̃dp >≈ 50, the rate of

amplitude growth appears to become constant and the ratio of amplitude to

wavelength increases, suggesting that during this period the wavelength stays

constant whilst amplitude continues to increase. Qualitative observations of

this effect were made during the experiments, with the currents consisting of

smaller EPS beads forming much more elongated lobes during the later stages

of the flow. The size of the chute used meant that while this effect was clearly

observable for the currents consisting of smaller particles (dp = 1.3− 2.7mm),

the currents consisting of larger particles (dp = 5.0 − 6.8mm) reached the

bottom of the chute before values of t̃dp ≫ 50, and it would be of interest to

conduct more experiments using a longer chute in order to fully verify this

observation. However, for any future studies conducted using a longer chute,

care would have to be taken in order to ensure that the lack of dense material

being entrained into the base of the current does not significantly affect the

flow dynamics.

Front profiles generated from the two flows in Figures 4.9(a) & 4.9(b) are

shown in Figure 4.13, with the gradient and curvature of the corresponding

level sets shown in Figures 4.14 & 4.15 respectively. These figures show an

initially shifting pattern of lobes and clefts. Lobes develop and grow in size,

occasionally bifurcating, whilst clefts regularly merge together. This indicates

that the classic lobe-and-cleft instability is dominant during the early phases of

the flow. In the later stages of the flow, the position of the lobes is much more

stable and there is less merging and bifurcation. As already noted, at later

times the amplitude of the lobes has increased, this is particularly apparent

for the flows consisting of smaller particles. This indicates that the fingering

instabilities observed in unsuspended granular flows become more dominant in

the later phases of the flow.

In order to investigate the effects of changing the release volume, wave-

length against average distance from the line release for two particle sizes

(2.7mm & 5.0mm) is shown in Figure 4.16. Results from each of the three

different release volumes are plotted separately and it can be seen that the
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Figure 4.13: (a) & (b) Front profiles at 0.05 s intervals taken from the flows
shown in Figures 4.9(a) & (b) respectively. The highlighted profiles correspond
to the position of the fronts at the times shown in Figure 4.9.
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Figure 4.14: (a) & (b) Vector fields showing the gradient of the level set Tij
calculated from the flows shown in Figures 4.9(a) & (b) respectively.
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Figure 4.15: (a) & (b) Curvature (κ) of the level set Tij calculated from the
flows shown in Figures 4.9(a) & (b) respectively. Areas of negative curvature
(dark) indicate the location of clefts, whilst areas of positive curvature (light)
indicate the location of lobes.
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Figure 4.16: Average wavelength (λ) versus distance from line release ( y
S
)

for experiments using 2.7mm and 5.0mm diameter particles, ±1 standard
deviation from the mean (dashed lines). Values of ( y

S
) correspond to the region

of the chute where the front of the current is travelling at an approximately
constant velocity.
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Figure 4.17: Average wavelength (λ) versus distance from line release ( y
S
), ±1

standard deviation from the mean (dashed lines). Values of ( y
S
) correspond

to the region of the chute where the front of the current is travelling at an
approximately constant velocity.

volume of granular material released has little effect on the wavelength of the

pattern in the moving front. However, the data does show that for the cur-

rents consisting of larger particles there are regular oscillations in wavelength

as the current proceeds down the chute. Such oscillations in wavelength appear

to be consistent with the action of classic lobe-and-cleft instability, whereby

lobes grow to a certain size before bifurcating into smaller lobes which then

grow again and repeat the process. The fact that these oscillations are only

observed further down the chute ( y
S
> 0.4) for currents consisting of larger

particles again indicates that the classic lobe-and-cleft instability is only dom-

inant during the early stages of the currents’ motion, as the currents consisting

of larger particles are flowing over much shorter t̃dp timescales than those con-

sisting of smaller particles.

Figure 4.17 shows average wavelength (λ) plotted against average distance
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Figure 4.18: Average wavelength (λ) 1m from the line release versus slope
angle (θ). Error bars have length equal to ±1 standard deviation from the
mean. Results are offset horizontally for clarity.

from the line release for each particle size. The wavelength values for each par-

ticle size are obtained by taking the average from experiments conducted using

the three release volumes. The results verify the observation that the pattern

observed in the flows made up of smaller particles had a shorter wavelength

than those made up of larger particles. It can also be seen that the wavelength

remains relatively stable once the flow has reached an approximately constant

velocity.

In Figure 4.18 the average wavelength is plotted against slope angle for each

of the particle sizes used. Average wavelength was measured at a distance of

y = 1m from the line release, this distance was selected as it is well within the

region of the chute where all flows have reached an approximately constant

front velocity. It was observed during the experiments that increasing the an-

gle of the slope increased the level of suspension within the flow. At higher

slope angles, more air was entrained into the current and its height (hc) per-
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pendicular to the slope visibly increased. As the slope angle becomes steeper,

the increased component of gravity driving the current is counteracted by an

increase in air entrainment [Turnbull and McElwaine, 2007]. However, it can

be seen from Figure 4.18 that the wavelength of the pattern is independent of

the slope angle, indicating that level of suspension or air entrainment has no

effect on the formation of the pattern.

Interestingly, in Figures 4.17 & 4.18 there appears to be a bifurcation in the

data between the smaller particles (dp = 1.5 – 2.7mm) and the larger particles

(dp = 5.0 – 6.8mm). This bifurcation could be due to the higher levels of poly-

dispersity of the smaller particles (standard deviation ≈ 5% of mean particle

diameter) compared with the larger particles (standard deviation ≈ 2.5% of

mean particle diameter). Whilst it is possible that the polydispersity-induced

granular fingering mechanism observed by Pouliquen et al. [1997] could play

a more significant role in the flows consisting of smaller particles, this seems

unlikely as in the experiments conducted by Pouliquen et al. this mechanism

was only observed when the standard deviation of the mean particle diameter

was greater than 10%. Another potential explanation for the bifurcation in the

data could be the role played by viscous drag forces for the different particle

sizes. As previously mentioned (§2.2), the values of Rep are high enough for

pressure drag forces to constitute the bulk of the total drag force. However,

whilst the larger particles Rep values are within the region where the drag

coefficient for a spherical particle is independent of Rep, the smaller particles

values lie just below this region. Therefore, although pressure drag forces are

still dominant, viscous forces will have a more significant effect on the drag

force acting on the particles.

Classic lobe-and-cleft instability mechanisms

When compared with analytical and experimental results obtained using Boussi-

nesq gravity currents consisting of two homogenous fluids (Figure 4.19), the

frontal wavelength of the non-Boussinesq EPS bead-air gravity currents shows

reasonable agreement with the Grashof number-dependent relationship exhib-

ited by the classic lobe-and-cleft instability [Härtel et al., 2000]. Splitting the

EPS bead-air gravity current results according to upper (y = 0.5m) and lower

(y = 1m) chute position reveals much closer agreement for the upper chute re-

sults (RMSE = 0.12) than for the lower chute results (RMSE = 0.37), with the
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Figure 4.19: Wavenumber, 1/λ, versus Grashof number, Grhc . Results from
experiments conducted using non-Boussinesq gravity currents are compared
with experimental and analytical results obtained from Boussinesq gravity
currents.
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Figure 4.20: Froude number, Frhc , versus Grashof number, Grhc . Results from
experiments conducted using non-Boussinesq gravity currents are compared
with experimental and analytical results obtained from Boussinesq gravity
currents.
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lower chute results generally showing slightly larger wavelengths than would

be expected for flows displaying the classic lobe-and-cleft instability.

A relationship between Froude number and Grashof number for flows dis-

playing the classic lobe-and-cleft instability has also been observed (§1.4.1).
The Froude number, representing the ratio of kinetic forces (i.e. front velocity)

to buoyancy forces, is defined as

Frhc =
u√
g′hc

, (4.4)

and the Grashof number, representing the ratio of buoyancy to viscous forces,

is defined as

Grhc =

(
ubhc
ν

)2

, (4.5)

where the buoyancy velocity ub =
√
g′hc. When the EPS-air gravity current

upper chute results are compared with results obtained from Boussinesq gravity

currents, reasonable agreement is again shown (Figure 4.20). However, the

lower chute EPS-air gravity current results have significantly higher Froude

numbers than Boussinesq gravity currents with equivalent Grashof numbers,

suggesting that the EPS-air gravity currents reach higher front velocities and

that buoyancy forces are less significant.

These results appear to further support the qualitative observations made

from Figures 4.13, 4.14 & 4.15, that during the early stages of the flows motion

the classic lobe-and-cleft instability is dominant and it is this that causes the

initial fluctuations at the moving front. As the flows progress down the chute

and the front velocity increases, the classic lobe-and-cleft instability becomes

insignificant and another type of instability, most likely one of the fingering

instabilities observed in unsuspended granular flows, becomes dominant.

Granular flow instability mechanisms

As previously mentioned, it seems unlikely that the granular fingering mecha-

nism observed by Pouliquen et al. [1997] and Pouliquen and Vallance [1999] is

responsible for the development of the frontal pattern of the EPS-air gravity

currents during the later stages of the flows’ motion (when Uf ≈ constant) as

the polydispersity of the EPS bead used in this study is less than 10%. Instead

it seems more likely that the development of the frontal pattern is determined
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Experimental results
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Unsuspended flows - Nohguchi & Ozawa

Analytical results

2 δv

Figure 4.21: Radius of curvature, r, of lobes versus EPS bead diameter, dp, at
different values of t̃dp . Results of fully-suspended EPS bead-air gravity currents
are compared with experimental and analytical results of unsuspended EPS
bead flows [Nohguchi and Ozawa, 2008]. Error bars have length equal to ±1
standard deviation from the mean.
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Figure 4.22: Mean non-dimensional radius of curvature, r̃dp versus non-
dimensional time, t̃dp for experiments conducted using dp = 2.1mm EPS beads.
The dotted line represents the analytical result (2δv) for dp = 2.1mm EPS
beads [Nohguchi and Ozawa, 2008], and the error bars are ±1 standard devi-
ation from the mean value in length.

by drag forces created by the interaction between a flow’s particles and the

ambient fluid.

For comparison with the results of Nohguchi and Ozawa [2008], the mean

radius of curvature (§3.10) of the lobes for each particle size was calculated

(Figure 4.21). These values were calculated from the level set contours at all

available values of t̃dp for each EPS bead size.

The lobes at the leading edge of the flows consisting of smaller particles

had smaller radii of curvature (Figure 4.21), consistent with the observations

of sharper lobes and smaller wavelengths for these flows. For each EPS bead

size, the lobe radii of curvature were initially (t̃dp <≈ 50) larger than the value

predicted by the velocity boundary layer theory and there is a large amount

of scatter in the data (Figures 4.21 and 4.22). This again suggests that in the
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Figure 4.23: Variation in radius of curvature of a lobe r as wavelength λ
increases. t1 < t2 < t3 < t4 < t̃dp ≈ 50 and λp represents the preferred
wavelength of the classic lobe-and-cleft instability, above which the lobe will
bifurcate into two smaller lobes (t4).

early stages, lobe size is determined by the classic lobe-and-cleft instability,

resulting in the formation of a shifting lobe and cleft pattern with shallow clefts

or small amplitude lobes. Classic lobe-and-cleft instability theory suggests the

existence of a preferred wavelength λp for the flow. Figure 4.23 illustrates the

evolution of a lobe over time; showing how a lobe grows until it reaches λp,

whereupon it bifurcates, and the resulting variation in lobe radius of curvature

that occurs throughout this process. For lobe and cleft patterns with relatively

small amplitudes, increases in amplitude will also cause variation in lobe radius

of curvature, as illustrated in Figure 4.24.

At later stages in the flows’ motion (t̃dp >≈ 50), lobe radius of curvature for

each EPS bead size becomes approximately constant as t̃dp increases, and there

is much less scatter in the data (Figures 4.21 and 4.22). This is in agreement

with observations and lobe and cleft amplitude measurements during the later

stages of the flows motion that show that there is less shifting of the lobe-

and-cleft-type pattern, and that the clefts become deeper and the lobes more

extended. Figure 4.25 illustrates how, for this type of lobe and cleft pattern,

as the flow progresses and the lobe and cleft amplitude increases, the radius
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Figure 4.24: Variation in radius of curvature of a lobe r of wavelength λ as
amplitude a increases for t̃dp <≈ 50.
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Figure 4.25: Pattern of extended lobes and clefts observed at t̃dp >≈ 50.
Frontal patterns at t1 and t2 (t1 < t2) are overlayed with the dotted line rep-
resenting the centreline of the lobe and cleft pattern. Lobe radius of curvature
r remains approximately constant as t increases.
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Experimental results:
Suspended flow - Present study
Unsuspended flow - Nohguchi & Ozawa
Analytical results:
2 δv

Figure 4.26: Radius of curvature, r, of lobes versus EPS bead diameter, dp,
at maximum available values of t̃dp . Results of fully-suspended EPS bead-air
gravity currents (•) are compared with experimental (△) and analytical results
(solid line) of unsuspended EPS bead flows [Nohguchi and Ozawa, 2008]. Error
bars have length equal to ±1 standard deviation from the mean.

of curvature remains approximately constant.

The lobe radii of curvature at later values of t̃dp show good agreement with

Nohguchi and Ozawa’s experimental data (Figures 4.26 and 4.22), and suggest

that the dominant mechanism for the development of the lobe-and-cleft-type

pattern is no longer the classic lobe-and-cleft instability but is instead a veloc-

ity boundary layer forming at the moving front. However both sets of data are

slightly below the analytical estimate r ≈ 2δv. When deriving the expression

for boundary layer thickness Nohguchi and Ozawa ignored inter-particle col-

lisions in the velocity boundary layer for simplification. In reality, a particle

moving through the velocity boundary layer is likely to experience collisions

with other particles, reducing the distance that it can move against the drag
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force of the ambient fluid. Therefore the analytical results are likely to overesti-

mate the velocity boundary layer thickness which may explain the discrepancy

seen between the theoretical and experimental results.

Rayleigh-Taylor instability mechanisms

The Rayleigh-Taylor instability should be the limiting case as we tend towards

a vertical chute. Hydrodynamically, the growth of the Rayleigh-Taylor insta-

bility is predicted by a perturbation analysis that shows that the growth rate

of the fingers depends on the perturbation wavelength [Chandrasekhar, 1961,

Youngs, 1984, Duff et al., 1962, Sharp, 1984]. In the presence of a stabilising

influence e.g. viscosity or surface tension, some wavelengths are damped and a

dominant mode develops. In the EPS suspension experiments, neither viscos-

ity nor surface tension is present. However, it can be speculated that the air

drag experienced by the particle clusters, and the restrictions on lobe shape

that this imposes [Bush et al., 2003], would play a similar role in allowing

a dominant wavelength to grow. This should provide a rich focus for future

modelling.

4.5 Scaling of lobe-and-cleft-type patterns

Both granular fingering [Pouliquen et al., 1997] and velocity boundary layer

[Nohguchi and Ozawa, 2008] theories suggest that the velocity of the moving

front could play a role in determining the wavelength of the pattern that forms

at the front. Fingers are created due to differences in velocity between smaller

particles and larger particles that slow down due to higher levels of friction as

they bunch up around clefts. A velocity boundary layer’s thickness will also

be affected by the front velocity, which could in turn affect the wavelength of

the pattern.

Using the variables shown in the schematic (Figure 4.1), the non dimen-

sional group, which is the Froude number

Fr =
Uf√

g′L sin θ
, (4.6)

can be formed, where L is an appropriate length scale. The theory of a ve-
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locity boundary layer at the moving front (§1.4.2) suggests that there is a

relationship between front velocity and wavelength which is determined by

an individual particle’s interaction with the ambient air. As previously men-

tioned, Nohguchi and Ozawa [2008] have proposed that the wavelength of the

frontal pattern is determined by the size of pairs of vortices that form at the

moving front. The size of these vortices is in turn determined by the thickness

of the velocity boundary layer. Faster moving flows will have thicker veloc-

ity boundary layers as the particles can move a greater distance against the

drag force of the static air, resulting in the formation of larger vortices and

therefore a larger wavelength pattern. From Equation 1.8 it can be seen that

the particle diameter dp is a key variable in determining the boundary layer

thickness δv, therefore we will look for a relationship between Froude number

and wavelength based on the length scale L = dp.

Alternatively, the front velocity of homogenous Boussinesq gravity currents

has been found to scale with current height, hc [Simpson, 1997]. A relation-

ship between the wavelength of classic lobe-and-cleft instability-induced frontal

patterns and current height-based Grashof numbers has also been found for

homogenous Boussinesq gravity currents [Härtel et al., 2000, Neufeld, 2002].

This length scale represents the interaction with the ambient air of the current

as a whole. Therefore, in order to investigate the effects of this interaction, or

any further role played by the classic lobe-and-cleft instability in these non-

Boussinesq particle-laden gravity currents we will also look for a relationship

between Froude number and wavelength based on the length scale L = hc.

Finally, given the success of the initial release volume, Vi, in scaling the

front velocities of the currents studied in this work (§4.1), we will also look

for a relationship between Froude number and wavelength based on the length

scale L = Vi. This length scale represents the effect of initial conditions on the

subsequent front velocity and lobe-and-cleft-type pattern wavelength.

The dimensionless wavelength (λ̃dp = λ/dp) is plotted against Froude num-

ber in Figure 4.27. Interestingly, when scaled with a length scale characterised

by the particle diameter there appears to be a monotonically increasing re-

lationship between Froude number and wavelength. The limiting cases of

this relationship are determined by the particle diameter (λmin = dp there-

fore λ̃dp = 1) and chute width (λmax = 2W therefore λ̃dp ≈ 2000). A linear fit
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Figure 4.27: Non-dimensional wavelength (λ̃dp) versus Froude number (Frdp).
Particle sizes: 1.3mm (△), 1.5mm (�), 1.8mm (♢), 2.1mm (∇), 2.5mm (◦),
2.7mm (◃), 5.0mm (⋆) and 6.8mm (▹). Slope angles: 65◦ (blue), 70◦ (red),
75◦ (green), 80◦ (magenta) and 85◦ (black). Marker size corresponds to the size
of the release volume. Dashed line shows linear fit, λ̃dp = 2.3Frdp+1 (Equation
(4.7)).
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of the data,

λ̃dp = 2.3Frdp + 1, (4.7)

is shown in Figure 4.27, with a residual of 0.12, indicating a good level of fit.

This is in contrast to the other two length scales considered, L = hc & L = Vi,

for which no clear collapse of the scaled data was observed.

The dimensionless rendering of the data show in Figure 4.27 seems to offer

good agreement with the concept of a velocity boundary layer determining

the wavelength of the frontal pattern. The data shows that when scaled with

respect to particle diameter, the smaller particles have higher velocities and

therefore thicker boundary layers, resulting in wider lobes and a larger wave-

length.

It therefore appears that flows of fully suspended, lightweight granular

material exhibit characteristics of the instabilities found at the leading edge

of both homogenous particle-laden gravity currents and flows of unsuspended

granular material. During the early stages of motion a classic lobe-and-cleft

instability mechanism, similar to that observed in homogenous particle-laden

gravity currents, appears to be dominant. As the flow propagates down the

slope the pattern of lobes and clefts becomes more stable, suggesting that

the dominant instability mechanism is now more similar to those observed in

unsuspended granular flows. Particle diameter of the granular material plays a

central role in determining the wavelength of the lobe-and-cleft-type pattern,

as hypothesised by Nohguchi and Ozawa [2008]. When scaled with particle

diameter, a relationship between Froude number of the flow and wavelength

of the lobe-and-cleft-type pattern is found. This relationship highlights the

importance of the role played by drag forces acting on the individual particles

in determining the wavelength of the frontal pattern, and appears to support

the concept of a velocity boundary layer at the moving front of the flow.

4.6 Chute surface friction

The raised nose of a gravity current is caused by friction between the current

and the surface that it is flowing over. Given the potential importance of the

unstable region generated by the raised nose and the effect that it may have on

the instability that develops at the moving front [Härtel et al., 2000], several
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Figure 4.28: Dimensionless nose height, hn

hc
versus effective friction coefficient,

µe for experiments conducted using different chute surfaces. Markers represent
mean values of hn

hc
, with error bar lengths equal to ±1 standard deviation from

the mean.
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Figure 4.29: Wavelength, λ, versus distance from line release, y
S
for experiments

conducted using EPS beads with diameter, dp = 1.8mm and dp = 5.0mm on
different chute surfaces. Dashed lines represent ±1 standard deviation from
the mean.

different chute surfaces were prepared in order to vary the effective friction

coefficient between the current and the chute surface (§2.2.3). However, the

dimensionless nose height data collected from experiments using these different

surfaces shows no dependance on the effective friction coefficient for the EPS

bead gravity currents (Figure 4.28).

Chute surface roughness also had no visible effect on the wavelength of

the lobe-and-cleft-type pattern at the moving front of the EPS bead gravity

currents (Figures 4.29 & 4.30). The relatively low density and viscosity of

these gravity currents mean that the boundary layer over which chute surface

friction forces have an effect is likely to be very thin (≈ 1 dp), and therefore

variations in chute roughness have no effect on the velocity of particles within

the flow.
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Figure 4.30: Wavelength, λ, versus EPS bead diameter, dp for experiments
conducted using different chute surfaces. Markers represent mean value of λ
at a distance of 1m from the line release, with error bar lengths equal to ±1
standard deviation from the mean.
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Small EPS beads Large EPS beads Difference in mean dp
Mixture 1 95% 1.5± 0.06mm 5% 1.8± 0.09mm 20%
Mixture 2 95% 1.5± 0.06mm 5% 2.1± 0.07mm 40%
Mixture 3 95% 1.5± 0.06mm 5% 2.5± 0.09mm 67%
Mixture 4 95% 1.5± 0.06mm 5% 5.0± 0.13mm 233%
Mixture 5 95% 1.5± 0.06mm 5% 6.8± 0.20mm 353%

Table 4.1: Mixtures of EPS beads used polydisperse particle experiments. The
percentages are in release volume (Vi).

4.7 Polydispersity of EPS beads; granular fin-

gering instability

For the majority of the experiments conducted in this study care was taken

to minimise the effects of polydispersity by sieving the EPS beads into narrow

size distributions. The spread of these distributions was typically ≈ ±4% of

the mean particle diameter dp for the distribution. Pouliquen et al. [1997] and

Pouliquen and Vallance [1999] found that for unsuspended flows of granular

material, the addition of a small amount (≈ 5%) of another granular material

could lead to the formation of a finger-like pattern at the leading edge of the

flow. However, this effect was only observed when the mean particle diameter

of the added material was at least 14% larger than the mean diameter of the

bulk material. In order to investigate wether this granular fingering instability

could potentially play a role in fully-suspended, particle-laden gravity currents,

five different mixtures of EPS beads were prepared (Table 4.1). Similar to the

mixtures used by Pouliquen et al. [1997] and Pouliquen and Vallance [1999],

5% of the release volume, Vi, was made up of material with a larger particle

diameter than the bulk material. The size of the added material ranged from

20 − 350% larger than the mean diameter of the bulk material, providing a

good comparison with the range used by Pouliquen et al. [1997], Pouliquen

and Vallance [1999] of 14− 500%. Once prepared, the mixtures were placed in

the release hopper (Vi = 2100 cm3) and experiments conducted using the same

procedure as used for monodisperse EPS beads, described in Chapter 2.

Comparing the wavelength and amplitude of the frontal pattern formed

at the leading edge of these flows with those of flows consisting of quasi-

monodisperse EPS beads (Figures 4.31 and 4.32), it appears that the poly-
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Figure 4.31: Comparison of wavelength versus distance results from experi-
ments conducted using quasi-monodisperse and polydisperse EPS beads. Note:
for clarity ±1 standard deviation data for polydisperse EPS beads is presented
as the ensemble mean of standard deviation data for all polydisperse EPS bead
mixtures.
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Figure 4.32: Comparison of non-dimensionalised amplitude versus time results
from experiments conducted using quasi-monodisperse and polydisperse EPS
beads. Note: for clarity ±1 standard deviation data for polydisperse EPS
beads is presented as the ensemble mean of standard deviation data for all
polydisperse EPS bead mixtures.
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(a) (b)

Figure 4.33: Motions of particles within (a) unsuspended and (b) suspended
flows.

dispersity of the granular material does not make any significant difference.

The instability that leads to the formation of finger-like patterns in flows of

unsuspended granular material is either absent from, or has no significant ef-

fect on, fully-suspended, particle-laden gravity currents. This is most likely

due to the particles being suspended and their motion within the flow. In

unsuspended flows larger particles tend to rise to the upper surface of the flow

through a kinetic sieving mechanism. Smaller particles percolate downward

through a granular medium more often than large particles because they more

often encounter sufficiently large voids beneath them. Once at the upper sur-

face the large particles are transported to the leading edge of the flow because

the velocities at the surface of unsuspended flows are higher than the average

flow velocity. The larger particles then collect in the vicinity of small pertur-

bations in the flow front, leading to an increase in inter-particle friction in that

area, which in turn leads to the formation of the finger-like patterns. In the

present study the particles are fully suspended within the flow, meaning that

inter-particle friction and kinetic sieving mechanisms will have a less signif-

icant effect. Additionally, the motion of the large vortex-like structure that

dominates the flow dynamics inside the head of the current (§1.5 & §1.3) is

such that particles arriving at the upper surface of the flow are transported

away from the moving front (Figure 4.33) instead of towards it.

Whilst the granular fingering instability didn’t have any significant effect

on the fully developed flows in this study, for future studies it would be worth

closer investigation of its possible effect immediately after release when the cur-

rent is still unsuspended, and also the effects of increasing the volume fraction

of the larger material.
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4.8 Summary

In agreement with other theoretical and experimental studies of gravity cur-

rents, the approximately steady front velocity reached by the particle-laden,

fully suspended flows used in this study was found to be independent of slope

angle (provided the slope angle is great enough for the current to become fully

suspended) and scales with the volume of particulate material released. In-

terestingly, given the differences in individual particle settling velocities, the

front velocity was also found to be independent of particle diameter. How-

ever, the smaller particles’ lower settling velocity was found to lead to higher

values of flow height. Additionally, the smaller component of settling velocity

perpendicular to the chute was found to result in higher values of flow height

as slope angle was increased. Increasing the volume of material released also

leads to some increase in the flow height. However there appears to be a limit

to the amount of particulate material that can be maintained in suspension,

and once reached the increase in flow height levels off and rear detrainment

increases.

A lobe-and-cleft-type pattern was found to quickly develop at the leading

edge of the flows, the initial perturbations that lead to the formation of which

are likely to result from a region of unstable stratification at the front of the

currents. This region of unstable stratification is caused by the current hav-

ing a raised nose, which itself is due to friction between the current and the

chute surface. The nose of these currents has been found to be geometrically

similar to those found in homogenous Boussinesq gravity currents. The re-

lationship between the wavelength of the lobe-and-cleft-type pattern and the

Grashof number of the flows also shows reasonable agreement with that of

homogenous Boussinesq gravity currents and provides further evidence for the

classic lobe-and-cleft instability causing, and determining the wavelength of

the initial lobe-and-cleft-type pattern. However, whilst scaled front velocities

during the early stages of the flows’ motion show good agreement with those of

homogenous Boussinesq gravity currents, at later stages they are much higher

than we would expect to see for flows where the classic lobe-and-cleft insta-

bility is dominant. Instead of the continuously shifting pattern of lobes and

clefts that is a feature of homogenous Boussinesq gravity currents, a much

more laterally stable pattern emerged, the amplitude of which increases once

the currents reach an approximately steady velocity. This suggests that the
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dominant instability mechanism is now more similar to those observed in un-

suspended granular flows. Particle diameter of the granular material has been

found to play a central role in determining the wavelength and development

of the lobe-and-cleft-type pattern, as hypothesised by Nohguchi and Ozawa.

When scaled with particle diameter, a relationship between Froude number

of the flow and wavelength of the lobe-and-cleft-type pattern has been found.

This relationship highlights the importance of the role played by drag forces

acting on the individual particles in determining the wavelength and develop-

ment of the frontal pattern, and appears to support the concept of a velocity

boundary layer at the leading edge of the flow.
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Chapter 5

Air pressure

The air pressure sensors mounted on the chute (§2.1) recorded the temporal

variation of basal pore pressure as each gravity current passed. In this chapter

we find appropriate parameters for scaling these data and use these data to

reveal more about the internal dynamics of the gravity current head.

It has been demonstrated both theoretically [McElwaine, 2004] and exper-

imentally [Turnbull and McElwaine, 2008] that a gravity current head consists

of a large rotating, vortex-like structure. This structure causes a large positive

peak in basal pore pressure quickly followed by a negative peak of approx-

imately equal magnitude as the gravity current passes over a sensor. This

pressure signal is therefore significantly different than the signal just consist-

ing of a positive pressure peak that we would expect to see if the pressure was

purely hydrostatic.

5.1 Air pressure signal noise removal

5.1.1 Discrete Fourier Transform

A typical example of a signal obtained from one of the chute-mounted pressure

sensors is shown in Figure 5.1. Whilst this signal displays the features that we

would expect to see for a flow of this kind, namely a large positive pressure

peak (Figure 5.1 - segment B) quickly followed by a negative peak (Figure

5.1 - segment C), the signal also contains a couple of features that are not
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Figure 5.1: Example of an unprocessed pressure signal obtained from one of
the pressure sensors mounted on the chute. Inset: close up of part of the signal
in which the effect of high frequency noise on the signal can be clearly seen.
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related to the dynamics of the flow. The first of these is low-amplitude, high-

frequency electronic noise along the entire length of the signal (Figure 5.1 -

segments A→D). The other is a wave of peak amplitude approximately 0.5Pa

and frequency approximately 8Hz that occurs during the first 0.75 s after the

release mechanism is triggered (Figure 5.1 - segment A). This is about the same

amount of time that the release mechanism continued in motion for after the

initial trigger. Whilst separating the mechanism from the chute (Chapter 2)

eliminated vibrations being transmitted being passed directly to the chute, low-

frequency pressure waves emitted by the release mechanism (most likely from

the sliding runners) are still detected by the pressure sensors. The pressure

signals therefore first need to be processed in order to remove these features

before they can be used to study the dynamics of the flows.

Initially the signals were processed using a Fourier transform-based tech-

nique. This involves transforming the signals from a time-domain representa-

tion to a frequency-domain representation. For a pressure signal p(k) of length

Np this is achieved using a discrete Fourier transform (DFT), given by

P (j) =

Np∑
k=1

p(k)ω
(k−1)(j−1)
Np

(5.1)

where

ωNp = e(−2πi)/Np (5.2)

is an Npth root of unity. In order to increase speed and efficiency the sig-

nals are first zero padded so that their length is equal to a power of 2, this

allows the implementation of a Fast Fourier transform (FFT) algorithm, reduc-

ing the number of operations required from N2
p to approximately Np log2(Np)

[Duhamel and Vetterli, 1990].

The DFT of the signal is a complex number; the power in each frequency

component represented by the DFT can be obtained by squaring the magnitude

of that frequency component. Thus, the power in the jth frequency component

is given by |P (j)|2. The power spectrum (Figure 5.2) obtained from the signal

displayed in Figure 5.1 shows a peak at approximately 1Hz which corresponds

to the large positive and negative pressure peaks seen in the signal. The signal

also contains a wide range of higher frequency (≈ 10 − 500Hz) components

whose power is close, but not equal, to zero. Generally speaking, electronic

noise is made up of constantly fluctuating high frequency components. As
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Figure 5.2: Single-sided power spectrum of p(t), main: x-axis shortened for
clarity, inset: full x-axis shown.
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a consequence of this constant fluctuation and wide range of frequencies in-

volved, the power associated with each frequency component remains low. It

can be deduced that the high frequency, low power components of the power

spectrum shown in Figure 5.2 represent the electronic noise present in the

signal. The power spectrum can therefore be used to filter out the electronic

noise by identifying and removing the low power frequency components from

the signal. This is achieved by setting a threshold power level, Φ, and identi-

fying the frequency components for which |P (j)|2 < Φ. Once identified, these

components are set to zero, P (j) = 0, and the inverse DFT,

p(k) =
1

Np

Np∑
j=1

P (j)ω
−(k−1)(j−1)
Np

, (5.3)

is applied in order to convert the signal, with the low power frequency compo-

nents removed, back into the time-domain.

The effect on the output of the inverse DFT of applying different values of Φ

to the power spectrum is shown in Figure 5.3, and it highlights the importance

of selecting an appropriate value for Φ. Setting the value too low will mean that

the electronic noise is not completely removed from the signal (Figure 5.3(a)).

Whereas setting it too high will result in low power frequency components

that are not necessarily electronic noise being removed from the signal (Figure

5.3(e)). It is reasonable to expect that the pressure signals obtained from

the experiments will contain some higher frequency components arising from

fluctuations in the flow caused by turbulence. The nature of the turbulence is

such that these fluctuations are likely to be over short timescales and a wide

range of frequencies and therefore, as with electronic noise, the power levels of

these frequency components will be low. A drawback of using a DFT-based

filtering technique to remove electronic noise is that it is extremely difficult

to identify which of the lower power frequency components relate to noise

and which relate to genuine flow features, and set an appropriate value of Φ

accordingly. Another drawback of this technique is that in order to remove the

≈ 8Hz wave in the early part of the signal the value of Φ needs to be relatively

high. This also results in features with the same frequency, and frequencies

with the same or lower power levels, that occur later in the signal being filtered

out.

Applying a power-level based threshold in the frequency domain is not the
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Figure 5.3: Pressure versus time plots using data obtained from inverse DFT.
Values of power spectrum threshold, Φ, used for (a)-(e) range from 2 x 10−4 to
5.12 x 10−2 Pa.
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only available method of filtering using the DFT of a signal. A frequency-level

based threshold whereby any frequencies above a certain value are removed

can also be applied to the output of the DFT. Whilst this avoids the problem

of unwanted removal of low-power, low-frequency signal features, the problem

of setting a threshold that retains low-power, higher frequency signal features

while removing unwanted electronic noise still remains.

5.1.2 Wavelet analysis

The drawbacks of the DFT-based filtering technique stem from the fact that

once the signal has been transformed into the frequency domain, all time in-

formation is lost. Electronic noise is present at all points in time along the

pressure signal. Therefore if in addition to frequency and power, time infor-

mation was also available, electronic noise would be easily identifiable as the

low power, high frequency components that occur at all points in time along

the signal. This is in contrast to other high-frequency components, such as

those relating to turbulence, that only occur at certain periods of time along

the signal. Similarly, time information could be used to easily remove the

pressure wave at the beginning of the signal by identifying all of the frequency

components of ≈ 8Hz that occur during the first 0.75 s of the signal.

Attempts can be made to address these drawbacks by adapting the Fourier

transform to analyse only a small section, or window, of the signal at a

time. The short-time Fourier transform (STFT), maps a signal into a two-

dimensional function of time and frequency, providing a compromise between

the time- and frequency-based views of the signal. Different values of Φ could

then be applied when filtering different parts of the signal. However, the in-

formation about when and at what frequencies a signal feature occurs at can

only be obtained with limited precision, and that precision is determined by

the size of the window [Allen, 1977]. Once a particular size for the time win-

dow has been chosen, that window is the same for all frequencies. A more

flexible approach is required where the window size can be varied in order to

determine more accurately time or frequency data relating to signal features.

This more flexible approach exists in the form of wavelet analysis. Wavelet

analysis allows the use of long time intervals where more precise low-frequency

is required, and shorter regions where high-frequency information is required
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Figure 5.4: Daubechies Db5 wavelet function.

[Mallat, 1998]. Where Fourier analysis consists of breaking up a signal into

sine waves of various frequencies, wavelet analysis is the breaking up of a signal

into shifted and scaled versions of a mother wavelet. A wavelet is a waveform

of limited duration that has an average value of zero. Unlike smooth and

predictable sinusoids, they tend to be irregular and asymmetric.

The wavelet basis function used here is a Daubechies wavelet with 5 vanish-

ing moments (Figure 5.4), which was selected as a good compromise between

time and frequency localization. Wavelets that have ‘sharp edges’ in the time

domain (e.g. Daubechies type 2) have excellent temporal localization. This

means that the properties of the signal at a point in time will correspond

closely to the values for the wavelet coefficients at that point in time, with

little smearing of the coefficients across neighbouring time positions. How-

ever, the frequency localization for this type of wavelet basis function is poor.

Wavelets with higher numbers of vanishing moments (e.g. Daubechies type

10) have the opposite tendency, with good frequency localization and poor

temporal localization [Daubechies, 1992].

Wavelet analysis is performed by the translation and dilation of the mother

wavelet along a signal and the convolution of this function with the signal.

The continuous wavelet transform (CWT) for a signal p that varies with time

t based on a mother wavelet ψ is given by

CWT (j, k) =
1√
j

∫ +∞

−∞
p(t)ψ

(
t− k

j

)
dt, (5.4)

where j and k are the dilation and translation parameters of the mother wavelet
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ψ. If the length of the signal is Np, the CWT produces Np coefficients at every

scale analysed.

Wavelet analysis can be performed more efficiently by replacing the CWT

with the discrete wavelet transform (DWT). In this case, the dilation is per-

formed in powers of two, with the mother wavelet starting at its minimum

width and is doubled at each dyadic scale j. The DWT is calculated using a

hierarchical cascade of filter banks, making it more efficient numerically, while

dramatically reducing the number of wavelet coefficients produced.

The DWT of a time series sampled at Np = 2j points can be formulated

over the dyadic scales 2j, j = 1, . . . , J using a filter bank of high and low pass

quadrature mirror filters of even filter width, Λ, where hl (l = 0, . . . ,Λ− 1) is

the high pass (or wavelet) filter, gl is the low pass (or scaling) filter and

gl ≡ (−1)l+1hΛ−1−l (5.5)

At the first stage of the algorithm, j = 1, these filters are circularly con-

volved with p(t) and the downsampled by a factor of 2 to give a set of wavelet,

w, and approximation, A, coefficients of length Np/2:

w1,k ≡
√
2w̃1,2k+1 k = 0, . . . ,

Np

2
− 1

√
2w̃1,k ≡

Λ−1∑
l=0

hlpt−l mod Np k = 0, . . . , Np − 1 (5.6)

A1,k ≡
√
2Ã1,2k+1 k = 0, . . . ,

Np

2
− 1

√
2Ã1,k ≡

Λ−1∑
l=0

glpt−l mod Np k = 0, . . . , Np − 1 (5.7)

At subsequent stages of the algorithm, j, the approximation from the previous

stage of the algorithm, Aj−1,k is used instead of p(t) in Equations 5.6 and 5.7 to

give wavelet coefficients over all scales j = 1, . . . , J and a final approximation

coefficient.

A drawback of the DWT is that as the scale doubles, the number of wavelet

coefficients halves, which makes comparative analysis between scales problem-

atic. Therefore the stationary wavelet transform (SWT) is instead used, which
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Figure 5.5: Approximation (A) and wavelet (w) coefficients resulting from a
multiscale SWT decomposition of the pressure signal shown in Figure 5.1. The
wavelet filter used is a Daubechies wavelet with 5 vanishing moments.

retains the efficiency of working with dyadic scales only but is an undecimated

transform, as the downsampling undertaken in the DWT is eliminated. This

means that each point in time has a unique coefficient for each scale, i.e. there

are Np wavelet coefficients at each scale, making between-scale analysis eas-

ier. A detailed description of the implementation of the SWT can be found in

Appendix A.

A minor drawback of the SWT is that 2j has to be a factor of the length of

the signal, Np, for j = 1, . . . , J . However, this can be overcome in this situation

by extending the signal up to the next dyadic scale using zero padding at the

end of the signal. The fact that the signal already starts and finishes with

values of approximately zero, the addition of zero padding does not cause

any significant discontinuities in the signal that may affect the SWT, and the

padding can be removed after the filtering has been performed.

Figure 5.5 shows the output of multiscale SWT when applied to the pres-

sure signal shown in Figure 5.1. The signal has been decomposed into approxi-
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Wavelet Db5
Centre frequency approximation, Fc =

2
3

Figure 5.6: Comparison of wavelet db5 and centre frequency based approxi-
mation.

Scale, Pseudo-frequency,
j Fj (Hz)
1 333
2 167
3 83
4 41
5 21
6 10
7 5

Table 5.1: Wavelet scales and their equivalent pseudo-frequencies.
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mation coefficients at scale j = 7 and wavelet coefficients at scales j = 1, . . . , 7.

Although it is impossible to directly convert a wavelet scale into a frequency,

a pseudo-frequency corresponding to a scale can be calculated in order to give

an approximate associated frequency. This is done by associating with the

wavelet a purely periodic signal of frequency Fc (Figure 5.6), known as the

centre frequency. Fc is equal to the frequency that maximises the fast Fourier

transform of the wavelet modulus, which for the Db5 wavelet is 2
3
Hz. The

pseudo-frequency, Fj, in Hz is then given by

Fj =
Fc

j ·∆
, (5.8)

where j is the scale and ∆ is the sampling period. The pseudo-frequencies

corresponding to the wavelet scales from the SWT decomposition in Figure

5.5 are shown in Table 5.1.

Looking at the multiscale SWT decomposition of the pressure signal (Fig-

ure 5.5), it can be seen that the high-frequency components of the signal that

are filtered into wavelet scales w1,k and w2,k are rapidly fluctuating but with

approximately constant magnitude throughout the entire length of the sig-

nal Np. Wavelet scales w3,k, w4,k and w5,k also contain some low-amplitude,

time-invariant components. The fact that the components are high-frequency,

time-invariant and present throughout the entire length of the signal, suggests

that they correspond to the effects of electronic noise on the signal.

Given that it has the lowest variation in magnitude and corresponds to the

highest frequencies present in the signal, wavelet scale w1,k is likely to contain

the most components that correspond to electronic noise. This wavelet scale is

therefore used to set a threshold value that is used to filter out the electronic

noise from the signal. The mean value of the wavelet scale w1,k coefficients

is approximately zero and they follow an approximately Gaussian distribution

(Figure 5.7), so it is therefore assumed that the electronic noise is Gaussian

white noise. The threshold value is obtained using estimates of the wavelet

scale w1,k coefficients’ standard deviation. The estimator used is based on the

median absolute deviation, and has been shown to be well suited to zero mean

Gaussian white noise [Donoho and Johnstone, 1994]. The median absolute

deviation is then used as part of a penalization method [Birge and Massart,

1997] applied to the wavelet scale w1,k coefficients in order to determine the

threshold value.
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Figure 5.7: Histogram of wavelet scale w1,k coefficient values (blue bars) cor-
responding to electronic noise. Red line shows a normal (Gaussian) density
function fitted to the data. The dashed green line represents the mean value
of the data.
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Figure 5.9: Original signal (top), de-noised signal (middle) and residuals of
the de-noised signal (bottom).
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Figure 5.10: De-noised (left hand column) and interval-filtered (right hand
column) wavelet coefficients at all scales. Red dashed lines indicate the interval
separation point.

Once the threshold value has been obtained it is applied to all the wavelet

scales, but not the approximation coefficients, and coefficients with magnitude

less than the threshold value are set to zero (Figure 5.8). The de-noised signal

and residuals (calculated by subtracting the de-noised signal from the original

signal) are shown in Figure 5.9. The mean value of the residuals, R̄, is ap-

proximately zero and the approximately constant level of variation across the

entire length of the signal, indicate that the wavelet coefficients of the signal

removed during the de-noising process correspond only to the electronic noise

present in the signal and that no other signal features have been lost.

Attention is now turned to the removal of the low-frequency pressure waves

that appear at the beginning of the signal. Conversely to the electronic noise,

the bulk of the coefficients that correspond to these pressure waves are found

in wavelet scales w7,k and w6,k, and a minority are found in wavelet scales

w5,k, w4,k and w3,k (Figure 5.5). This is to be expected as, as previously

132



5.1. AIR PRESSURE SIGNAL NOISE REMOVAL

0 500 1000 1500 2000 2500 3000
−1

−0.5

0

0.5

1
De-noised signal, Dp(k)

k

p
(P

a
)

0 500 1000 1500 2000 2500 3000
−1

−0.5

0

0.5

1
Interval-filtered signal, Fp(k)

k

p
(P

a)

0 500 1000 1500 2000 2500 3000
−0.2

−0.1

0

0.1

0.2
Residuals

k

D
p
(k
)
−

F
p
(k
)

Figure 5.11: De-noised signal (top), interval-filtered signal (middle) and resid-
uals of the interval-filtered signal (bottom).
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noted, the pressure wave has a frequency of ≈ 8Hz and wavelet scales w7,k

and w6,k correspond to a frequency range of ≈ 5 - 10Hz. The fact that the

effects of the pressure wave are only observed during the early part of the

signal means that the wavelet scales can be split by introducing an interval at

a certain value of t (or k), and filtering only applied to pre-interval wavelet

coefficients. While sophisticated automated interval identification algorithms

do exist [Lavielle, 1999, Donoho and Johnstone, 1994], scrutinisation of a large

number of pressure signals revealed that the pressure wave consistently oc-

curred during the first 0.75 s of the signal, additionally the earliest positive

pressure peaks caused by the current arriving at the first (lowest value of s)

sensor occurred at ≈ 0.85 s. Given these observations, coupled with the fact

the main aim of studying these pressure signals is to gain information about

the internal dynamics of the currents (i.e. from the positive pressure peak and

onwards), use of automated interval identification algorithms was deemed un-

necessary, and instead a fixed interval separation point was placed at 0.75 s (or

k = 750) for all wavelet scales. All wavelet coefficients occurring before this

interval separation point were then set to zero (Figure 5.10). The interval-

filtered signal and residuals are shown in Figure 5.11, and it can be seen that

this method has successful removed the low frequency pressure wave from the

early part of the signal without effecting the rest of the signals features.

5.2 Air pressure signals

Air pressure measurements from a series of experiments of the same EPS bead

size, release volume and at the same slope angle have been superimposed in

Figure 5.12. Similar to other air pressure measurements collected from both

field and laboratory experiments [Turnbull and McElwaine, 2008], the vortex

behind the head was found to be a very repeatable flow feature.

Current air pressure data from series’ of experiments conducted with differ-

ent combinations of variables is presented in Figure 5.13. The data presented

for each series of experiments (i.e. where all variables are kept constant) con-

sists of an ensemble average of the air pressure data collected from each of

the experiments in the series, plus or minus the standard deviation from the

mean. The repeatability of the vortex behind the head is again highlighted

by the lack of scatter in the ensemble data. This is especially true up to the
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Figure 5.12: Air pressure measurements from five 3300 cm3 of 2.7mm diameter
EPS bead currents at a slope angle of 80◦. The time origin, t = 0, corresponds
to the arrival of the currents at a sensor positioned a distance yp = 1m from
the release mechanism.

negative pressure peak, after this the level of scatter increases, indicating a

higher level of turbulence in the tail of the current. Several other trends can

be identified in the data presented in Figure 5.13. As slope angle θ increases

((i)→(iii)), the magnitude of both the positive and negative pressure peaks

decreases. Additionally, there is a slight decrease in the positive and negative

pressure peak magnitudes as EPS bead diameter dp increases ((a)→(c)). For

all values of dp and θ, it can be observed that increasing the release volume Vi

causes a slight increase in positive and negative pressure peak magnitudes.

5.2.1 Scaling of pressure signals

Based on rotational theory of the head of a gravity current, modelled as a

wedge flow with vortex-like recirculation, a series of expressions have been

derived that describe the pressure along the surface through the centre of a

gravity current [McElwaine, 2004]. The expression that describes the pressure

along the surface between the moving front of the current and the centre of

the vortex (i.e. the positive pressure peak to the negative pressure peak) is

p = 1
2
ρau

2 (1− ξ η
L
) + 2g(ρc − ρa) η sin(

1
2
ϕ) cos(θ + 1

2
ϕ), (5.9)
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5.2. AIR PRESSURE SIGNALS

where ξ ≈ 1.01, L is the effective length scale of the flow and η = (t0 − t)Uf

is the distance from the moving front of the current, where t0 is the time at

which the front arrives at the sensor. The angle ϕ is the acute angle that the

moving front makes with the chute surface.

Based on the variables in Equation 5.9, the pressure scale,

p̃ =
p

1
2
ρau2

(5.10)

and the timescale,

t̃p =
t(

L
g′

) 1
2

, (5.11)

where g′ = g((ρ−ρa)/ρa), can be found. The effective length scale L is taken to

be the aerodynamic flow radius, equal to the current height, hc. The pressure

versus time signals shown in Figure 5.13 are non-dimensionalised using these

pressure and timescales (Figure 5.14). When all of the non-dimensionalised

signals for a particular value of dp and θ are presented as an ensemble average,

as they are in Figure 5.15, the lack of scatter indicates that this scaling of

the data has succeeded in making the pressure data independent of release

volume Vi. The data in Figures 5.14 and 5.15 also appears to be independent

of slope angle θ and EPS bead diameter dp. In order to further investigate

this, individual non-dimensionalised pressure signals are grouped according to

EPS bead diameter and ensemble average signals produced for each value of dp

(Figure 5.16(a)), this process is then repeated for the different values of slope

angle used (Figure 5.16(b)). The results indicate that the scaled pressure data

is indeed independent of both EPS bead diameter and slope angle, and when

all the non-dimensionalised signals are compared together (Figure 5.16(c)),

this scaling provides a remarkably good collapse of the data, given the number

and range of variables involved and the level of turbulence in parts of the flow.

The success of these pressure and timescales in scaling the data provides

further evidence that the air flow inside the head of a gravity current is indeed

dominated by a large vortex-like structure and that the dynamic theory of the

air flow [McElwaine, 2004] provides a good model (up to the minimum pressure

peak) for the pressure through a gravity current.
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Figure 5.16: Non-dimensional air pressure signals. (a) Solid lines show ensem-
ble mean average signal with different colours representing different EPS bead
diameters, dp. (b) Solid lines show ensemble mean average signal with differ-
ent colours representing different slope angles, θ. (c) Solid line shows ensemble
mean average signal of all experiments. In all plots black dashed lines show
plus or minus one standard deviation from the ensemble mean.
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Figure 5.17: Current front edge profile (blue line) with discretization applied
(red line). s-plane separation of discretization points (⋄) is equal to two EPS
bead diameters (2dp) and current front angle, ϕ, is the angle between the front
edge profile and the s-plane.

5.3 Current front angles

In addition to modelling the air pressure through a gravity current, dynamic

theory also states that the acute angle between the front of the gravity current

and the chute, ϕ = 60◦ [von Kármán, 1940, McElwaine, 2004]. Although

this result is based on the assumption that the cross-sectional profile of the

current is a ‘wedge’, with the foremost point located on the chute surface, as

opposed to the raised ‘nose’ profile observed in the currents in this study, it is

of interest to measure ϕ for these currents and compare the results with the

value suggested by dynamic theory.

McElwaine [2004]’s air flow model is based on an expansion about the

stagnation point, and it is therefore at this point that the front angle should

be 60◦. As previously discussed (§1.4.1), for a gravity current with a raised
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Figure 5.18: Current front angle, ϕ, versus distance distance from foremost
point of the current, s, for the front edge profile shown in Figure 5.17.
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nose the stagnation point is located just below the nose of the current [Härtel

et al., 2000], therefore in this situation the chute surface is not a suitable datum

from which to measure the front angle. As the exact location of the stagnation

point for each current is unknown, a line that passes through the nose and is

parallel to the chute surface is instead used as the datum (Figure 5.17).

Looking at a front-edge profile taken from one of the side-on images it is

clear that the angle that the profile makes with the datum varies greatly along

its length (Figure 5.17). Taking a measurement just above the nose gives an

angle of ϕ ≈ 90◦, with this value tending to zero as distance from the nose

of the current, s, increases. It can also be seen that the rate at which ϕ

decreases also changes as s increases, decreasing rapidly immediately behind

the nose and less so further away. This variation in rate of decrease is used to

select a section of the front profile to be used to measure ϕ. It is desirable to

select a section of the front profile above, and as close as possible to the nose.

However this section must also provide a good reflection of the angle that a

reasonable length of the front profile makes with the datum, therefore the rate

of change of ϕ needs to be small around this section. To find such a section the

curved front-edge profile is first discretized into a series of small straight-line

segments (Figure 5.17). The angle that each of these segments makes with the

datum is then calculated and the results plotted against s (Figure 5.18). All

of the front profiles produced ϕ versus s plots with similar features, rapidly

decreasing front angles at low values of s that then level off before deceasing

again as s increases (and often levelling off again as s increases further). The

first ‘plateau’ of ϕ values is taken as the front angle for the front profile. In

order to detect the first plateau in ϕ values a curve is fitted to the points of the

ϕ versus s plot using a least squares method. Stationary points on this curve

are then identified, with the first one found to be a saddle point corresponding

to the first plateau.

Clearly the front profile needs to be discretized into appropriately sized

straight-line sections to ensure accurate results. If the sections are too large

then they will not provide a good approximation for the section of curve that

they represent, additionally accuracy of the rate of change of ϕ will be lost.

Conversely, if the sections are too small the accuracy of the results may be

affected by small fluctuations in the profile caused by individual EPS beads.

Similar to the discretization applied when detecting lobe and clefts (§3.8), an
interval size equal to 2dp was found to provide an good representation of the
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Figure 5.19: Current front angle, ϕ, versus slope angle, θ

144



5.3. CURRENT FRONT ANGLES

40 50 60 70 80
0

0.02

0.04

0.06

0.08

θ = 65◦

Front angle, φ (◦)

D
en

si
ty

V
a
lu
e

40 50 60 70 80
0

0.05

0.1

θ = 70◦

Front angle, φ (◦)
D
en

si
ty

V
a
lu
e

40 50 60 70 80
0

0.02

0.04

0.06

0.08

θ = 75◦

Front angle, φ (◦)

D
en

si
ty

V
al
u
e

40 50 60 70 80
0

0.02

0.04

0.06

0.08

θ = 80◦

Front angle, φ (◦)

D
en

si
ty

V
al
u
e

40 50 60 70 80
0

0.02

0.04

0.06

0.08

θ = 85◦

Front angle, φ (◦)

D
en

si
ty

V
a
lu
e

Figure 5.20: Kernel density estimate plots of the front angle data for each
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profile.

The results in Figure 5.19 show that the front angle of the current ϕ is

independent of slope angle θ, and although there is a reasonably large amount

of scatter in the results, the mean value of ϕ for all slope angles plus or minus

one standard deviation is 57.6◦ ± 4.9◦. A normal kernel function was used

to obtain a probability density estimate [Bowman and Azzalini, 1997] for the

values of ϕ at each slope angle (Figure 5.20). These density estimates show

that for the majority of slope angles the font angle is unimodal, with the modal

value in the range ≈ 55 – 60◦. The exception is the data from the experiments

conducted at a slope angle θ = 70◦, which is bimodal, with a large peak at

approximately 54◦ and a smaller peak at approximately 66◦.

It is unclear whether this high degree of scatter arises naturally from the

data itself, or is related to the measurement technique. In the future it would be

beneficial to verify this result by refining the technique used here, or developing

an improved system.

5.4 Wavelet-based visualisation of air pressure

signal features

An additional advantage of using the wavelet-based method for de-noising

of the signals is that it forms the basis of, and can easily be extended to,

a method for visualization of a signal’s features developed by Keylock [2007].

This technique makes use of the wavelet decomposition data and allows wavelet

coefficients and scales that actively contribute to flow features to be identified.

In order to achieve this the variance of the wavelet coefficients, both on a

global and scale-by-scale level, is first calculated. All wavelet coefficients are

set to zero where the sign of the coefficient at a point in time is opposite that

of the sum of the coefficients at that point in time. The remaining coefficients

are then normalised by the global (Figure 5.21(b)) or scale-by-scale (Figure

5.21(c)) standard deviations for each component.

The advantage of this method over a standard SWT decomposition, is

that only wavelet coefficients that contribute to a particular flow event are

shaded, since coefficients with an opposite sign are in white. This makes
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Figure 5.21: Wavelet-based visualisation of flow features. (a) De-noised and fil-
tered pressure signal. (b) Wavelet coefficients normalised by the global wavelet
variance. (c) Wavelet coefficients normalised by scale-by-scale wavelet vari-
ance. For (b) and (c), darker values indicate a higher value for the coefficients
and coefficients that are opposite in sign to the detected fluctuation are set to
zero.
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Figure 5.22: Ensemble wavelet-based visualisation of flow features. Wavelet
coefficients normalised by scale-by-scale wavelet variance. Darker values indi-
cate a higher value for the coefficients and coefficients that are opposite in sign
to the detected fluctuation are set to zero.

it easier to focus upon the relevant scales for generating a particular flow

event and hence the likely processes in operation. Scaling with respect to

the global variance indicates the scales that dominate the whole flow (Figure

5.21(b)), but makes it harder to determine the importance of a contribution

at a particular scale to the detected flow event. Normalising with respect to

scale-by-scale variances (Figure 5.21(c)) compensates for differences in energy

between scales and produces a wavelet spectrum analogous to the Fourier

spectrum. It can be seen in Figure 5.21(b) that overall the flow is dominated

by the high amount of energy at level 7, correlating with the peak at ≈ 1Hz

in the power spectrum produced from the DFT of the signal. This energy

corresponds to the large positive and negative pressure peaks caused by the

large vortex-like structure at the centre of the flow. However when differences

in energy between scales are accounted for, it is found that higher frequency

(scales 2–6) components that occur around and after the negative pressure

peak are equally significant (Figure 5.21(c)). It seems likely that these high

frequency components correspond to fluctuations in the flow velocity caused

by turbulence.

5.5 Summary

The non-dimensionalisation of the pressure signals was found to provide good

scaling of the vortex-like structure behind the head and allowed ensemble sig-
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nals consisting of data from different experiments to be produced (§5.2.1).
However the turbulent fluctuations in air pressure observed around and after

the negative pressure peak are not well accounted for, and the process of pro-

ducing ensemble signals causes a significant loss of information about these

fluctuations. By applying the wavelet-based visualisation technique to non-

dimensionalised air pressure signals from individual experiments, information

about the scale of the coefficients that contribute to flow events is obtained.

The wavelet coefficient data collected from each individual experiment can

then be used to produce an ensemble of all the experiments conducted (Figure

5.22), and general trends in the scale and occurrence of flow features identified.

Similar to the results from an individual experiment (Figure 5.21(b)) there

are peaks in the energy levels of wavelet coefficient scales 6 and 7 that coin-

cide with the occurrence to the positive and negative air pressure peaks. The

strength of these peaks in coefficient energy level and the short time period

over which they occur in the ensemble plot suggest that they were a regular,

repeatable feature in the signals. The lower scale (3–5) coefficients appear

over approximately the same time period, but are more evenly distributed and

less significant (when compared with scales 6 and 7) than those seen in the

individual experiment result. The scale (corresponding to high frequencies)

and temporal position of these relatively high energy level wavelet coefficients

provides further evidence for them relating to the turbulent fluctuations ob-

served in the air pressure signals. This is further backed-up by the differences

in distribution and significance when the ensemble result is compared to an

individual result. By its very definition a turbulent fluctuation will not always

occur at a certain time, therefore when looking at ensemble data of a turbu-

lent process we would expect to see occurrences spread across the time period

where turbulence is expected. This spreading of occurrences leads to a reduc-

tion in peak wavelet coefficient energy levels and a reduction in significance in

the ensemble data. However, despite the reduction of significance caused by

the averaging of the data, the contribution made to the air pressure signals by

the lower scale wavelet coefficients is still significant and represents a regularly

occurring process in the flow, which is most likely turbulent.

Wavelet-based analysis techniques have been demonstrated to be an ex-

tremely useful and powerful tool for processing and studying air pressure sig-

nals obtained from laboratory-scale powder snow avalanches. As well as de-

noising and filtering the signals, wavelet-based analysis has been demonstrated
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to be capable of enabling visualisation of flow data and identification of im-

portant flow events. Information about both the time and frequency levels

of these events can be obtained as well as their energy levels relative to both

the energy of other events with similar frequencies and to the total energy

of the signal as a whole. In addition to being applied to data obtained from

laboratory-scale experiments, these wavelet-based techniques could also be ap-

plied to field or large-scale model powder snow avalanche air pressure data, or

indeed any other kind of time series data.
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Chapter 6

Identification of flow patterns

using Particle Image

Velocimetry

The image and air pressure data examined so far in this study has suggested the

presence of various flow patterns within the currents. In this chapter we seek

to provide further evidence for the existence of such patterns by attempting to

visualise and measure them. These data will then enable further investigation,

and potentially direct quantification, of the effect that these flow features have

on the development of lobe-and-cleft-type patterns and flow dynamics.

6.1 Particle Image Velocimetry

In order to visualise flow patterns within the EPS bead-air currents, the im-

ages collected during the experiments were analysed using DigiFlow image pro-

cessing software [Dalziel, 2002–2013]. Particle velocimetry can be conducted

using two different techniques, Particle Tracking Velocimetry (PTV) or Parti-

cle Image Velocimetry (PIV). Particle Image Velocimetry is based on pattern

matching in an essentially Eulerian way, and has the advantages of excellent

velocity resolution and being fairly robust to noise. The disadvantages of this

technique are its inability to cope with any structure across the plane being

analysed (i.e. velocity gradients parallel to the viewing direction) and that it

does not allow individual particles to be tracked, and hence Lagrangian de-

153



6.1. PARTICLE IMAGE VELOCIMETRY

scriptions of particle motion cannot be obtained. The advantages of Particle

Tracking Velocimetry are that it does allow tracking of individual particles,

enabling description of some of the Lagrangian flow features, and that it can

be used to analyse flows with significant velocity gradients parallel to the di-

rection of viewing. However, these advantages are best realised in, and will

henceforth be referred to as, a ‘typical’ PTV set-up. This typical set-up in-

volves using transparent seeding particles that are suspended in, and closely

follow, the flowing fluid. The volume or area of the fluid under investigation is

then illuminated (normally with a laser), causing light to scatter off the seed-

ing particles and making them visible to the camera recording the experiment

[Grue et al., 2004]. The density of the seeding particles is dense enough such

that there is a sufficient number of particles in all parts of the fluid to capture

and reflect all of the flow features, but not so dense that individual particles

cannot be identified. The flows in this study are likely to have significant ve-

locity gradients normal to the chute (i.e. parallel to the direction of viewing

for the plan view images) and would therefore suggest that the PTV-based

technique would be better suited to analysing our images [Grue et al., 2004].

However, rather than tracking specifically added seeder particles, this study

is attempting to track the EPS beads that are modelling powder snow. The

density of the EPS beads means that the PTV algorithms struggle to identify

individual particles, the opacity of the beads means that only beads on the

flow surface can potentially be identified, and the three-dimensional velocity

field means that beads only remain on the surface for very brief time periods.

These factors make the PTV-based technique unsuitable for analysing the im-

ages obtained from the experiments in this study, and the PIV-based technique

is used instead. Although it is only possible to analyse flow features on the

outer surface of the current using this technique, it is nevertheless worthwhile

as any features observed on the outer surface of the current will likely extend

into, and possibly right through, the current.

To allow the relative motions of the EPS beads to be visualised, the mean

downslope velocity of the current is calculated and the images are pre-processed

to remove the effects of this averaged downslope motion. This pre-processing

first involves selecting a region of interest to which the PIV is to be applied,

which in this case is the part of the image that contains all, or part, of the

current. The mean velocity in terms of pixels per frame is then calculated and

the window is moved down the images in the sequence at this rate, effectively
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creating a Lagrangian interrogation region in which the Eulerian PIV technique

is applied.

The pattern matching algorithm used in the PIV process is applied to a

certain area, known as the interrogation window, of the region of interest at a

time. The interrogation window is then shifted to another position within the

region of interest and the pattern matching algorithm is again applied, this

process is repeated until the entire region of interest has been covered. The

size of the interrogation window and the spacing between the points where it

is applied are adjustable, and appropriate values need to be selected in order

to produce meaningful results. The overall quality of the output data is a

compromise between velocity a spatial resolution [Grue et al., 2004]. A good

balance was found to be achieved when the size of the interrogation was set

to twice the size of the spacing value. As the patterns being matched by the

algorithm are made up of EPS beads, it is therefore the size of these beads

that determine the size of the interrogation window, and consequentially the

spacing value. After testing various values based on multiples of the EPS bead

diameter dp used, it was found that an interrogation window size of 4dp and

spacing value of 2dp gave the most coherent results.

The velocity1 and vorticity fields obtained from PIV analysis of the plan

view images (Figures 6.1, 6.2, 6.3 and 6.4) show that lobes consist of two re-

gions rotating in opposite directions, with the left hand side of the lobe having

negative (clockwise) and the right hand side positive (anticlockwise) vorticity.

These observations are consistent with the theory of twin vortices proposed by

Nohguchi and Ozawa [2008]. During the earlier stages of the currents motion

down the chute (Figures 6.1 and 6.3) these regions are relatively small, don’t

extend back behind the front very far and are rapidly shifting. During the later

stages (Figures 6.2 and 6.4) the regions of rotation are more stable and extend

further back into the flow, especially for the currents consisting of the smaller

diameter EPS beads. This longitudinal extension of the regions of rotation is

not just due to the more extended lobes observed in the currents consisting

of smaller diameter EPS beads, the large regions of approximately constant

vorticity also extend further beyond the lobe and into the main body of the

current. The levels of vorticity observed in the flows consisting of smaller di-

ameter EPS beads are also stronger than those of the flows consisting of larger

1Note for increased clarity of velocity fields the image intensity, I, has been inverted and
made 50% lighter throughout this chapter.
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6.1. PARTICLE IMAGE VELOCIMETRY

diameter EPS beads.

The velocity and vorticity fields obtained from PIV analysis of the side

view images (Figures 6.1, 6.2, 6.3 and 6.4) show that in the central part of the

current, in the plane normal to the chute (y-z), there is clockwise rotational

motion consistent with there being a large vortex-like structure at the centre

of the current. A small region of anticlockwise rotational motion can also be

seen below the nose of the current head. This is probably caused by the

unstable stratification in this region, which is thought to be the origin of

the classic lobe-and-cleft instability. Note that in this analysis this region

of anticlockwise rotational motion probably appears to extend further back

from the nose (increasing values of s) than it actually does in reality, due to

the cameras position and the uneven nature of the front. The region of positive

vorticity of the most extended (greatest value of y position) lobe can end up

appearing to merge with the region of positive vorticity of a lesser extended

lobe that is closer to the camera. Small regions of anticlockwise vorticity also

appear on the upper outer edge of the current, and appear to be caused by

individual EPS beads being thrown clear of the main body of the current. All

of these flow features that appear in the y-z plane appear to be fairly consistent

in terms of size and magnitude between both the stage of the current’s motion

and the size of the EPS beads used.

6.1.1 Lobe bifurcation

PIV analysis was conducted on images showing the bifurcation of lobes in order

to try and gain more information on the mechanisms behind, and the potential

causes of, this process. Figure 6.5 shows the vorticity fields produced from PIV

analysis of a typical sequence of images. The left hand side of the lobe has

largely negative (clockwise) vorticty and the right hand side of positive (anti-

clockwise), however small regions of vorticity acting in the opposite direction

frequently appear in both sides of the lobe. Often these regions remain small

and quickly disappear, however sometimes they grow in both size and magni-

tude and develop into a new lobe. Figure 6.5 shows such a region forming on

the left hand side of the lobe at t = 1.025 s, it subsequently increases in size

and magnitude as a separate lobe is formed.

Whilst it would be of interest to also analyse sequences of side on images
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6.1. PARTICLE IMAGE VELOCIMETRY

of lobes bifurcating using PIV, unfortunately no image sequences that clearly

capture this process are available due to either the obstruction or distortion of

the PIV analysis in the region of interest caused by other lobes located closer

to the camera. Even if such data were available, we can only speculate how

informative it would be because this form of PIV analysis is heavily biased

towards the motion of the outer edges of the current (§6.1), and it may well

be that the mechanism that leads to lobe bifurcation originates and is only

observable in the centre of the lobe. This limitation of the current PIV set-up

is also applicable to the analysis of the plan view image sequences discussed

in the previous paragraph. This is an issue that would need to be addressed

before it can be clearly determined whether the previously discussed features

observed at the outer edge of the current are the cause or a symptom of the

bifurcation of a lobe.

6.1.2 PIV and pressure signal comparison

The coordination of the collection of air pressure and image data allowed direct

comparisons to be made between the air pressure signal and the PIV analysis.

The aim of this comparison was to try and establish whether any of the air

pressure signal features, most notably the small fluctuations found between the

positive and negative peaks, could be directly attributed to flow velocity or

vorticity features identified by the PIV analysis. Additionally, any potential

effects that the lobe and cleft pattern may have on the air pressure signal

were also investigated by identifying and selecting experiments where either

the centre of a lobe, cleft or the eye of one of the twin vorticies located in a

lobe passes directly over a pressure sensor. In order to avoid the issues of PIV

obstruction or distortion by other lobes on the side view images (as discussed in

§6.1), only experiments where one of the lobes was significantly more extended

than the rest were used for the lobe and eye of vortex comparisons. For the

cleft comparisons it is clearly impossible to obtain unobstructed side view (y-z

plane) PIV data using this set-up, and these experiments were limited to plan

view (x-y plane) comparisons only.

Once suitable data sets had been identified, each front and side (where

available) frame of velocity and vorticity data, along with breakdowns of down

(y) and cross-chute (x) velocity components at the sensor location, was com-

pared with the section of the air pressure signal that they correspond to (see
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6.1. PARTICLE IMAGE VELOCIMETRY
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Figure 6.7: Non-dimensional air pressure signal plots (scaling is the same as
that used in Chapter 5). Solid lines represent ensemble mean average of ex-
periments where a lobe passes directly over a pressure sensor (red) or where a
cleft passes directly over a pressure sensor (blue). Dashed lines represent plus
or minus one standard deviation from the mean.
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6.2. SUMMARY

Figure 6.6 for an example). Unfortunately, no consistent patterns between air

pressure and PIV data features were observed, either between data sets from

different experiments or even between data collected at different times during

an individual experiment. A potential explanation for this is the fact that this

PIV set-up is tracking the motion of particles on the outer edges of the current

(§6.1) and may not be identifying the flow features inside the current that are

causing the fluctuations in air pressure detected by the sensor. Additionally,

ensemble scaled air pressure signals (Figure 6.7) show no significant difference

between those obtained from experiments where a lobe passed directly over

a sensor and those where a cleft passed directly over. Which again indicates

that the large vortex-like structure at the centre of the current is the dominant

influence on the air pressure signal and the influence of the formation and dy-

namics of lobe and cleft structures on the air pressure signal are likely to be

either negligible or extremely subtle.

6.2 Summary

Particle Image Velocimetry has been used in order to provide qualitative evi-

dence of the existence of regions of opposing vorticity within the lobes that form

at the leading edge of fully suspended, non-Boussinesq particle-laden gravity

currents. The size of these areas of opposing vorticity have been shown to in-

crease with both the size of particles that make up the current and its position

on the chute. Qualitative evidence of a large rotational motion in the main

body of the current has also been shown, along with a smaller area of rotation

in the opposite direction just below the nose of the current.

Whilst attempts were made to quantify and link local aspects of these

features to fluctuations in the corresponding air pressure signals, this unfor-

tunately proved unsuccessful. In order to perform a full quantitative analysis

it is likely that the experimental set-up and procedure would need significant

adjustment so that detailed image data relating to the internal flow conditions

could be obtained.

Nevertheless, the flow features observed in the Particle Image Velocime-

try analysis of the flows surface show good quantitative agreement with the

findings of the lobe-and-cleft-type pattern (Chapter 4) and air pressure signal

analysis (Chapter 5) conducted in this study. The large rotational motion
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in the main body of the current suggests that the flow dynamics are indeed

dominated by a large vortex-like structure; with the smaller area of opposite

rotation below nose indicating a region of unstable stratification, likely to be

the source of the classic lobe and cleft instability. The small, rapidly shifting

regions of opposing vorticity observed in the plan view PIV analysis of the early

stages of motion suggest that it is this instability that is initially dominant.

While the larger, more stable regions of opposing vorticity observed in the PIV

analysis of the later stages, coupled with the fact that the size of these regions

increases with particle diameter, provides further evidence for the existence of

a velocity boundary layer which determines the size of the regions of opposing

vorticity, and in turn the wavelength of the lobe-and-cleft-type pattern.
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Chapter 7

Conclusions

The aim of this work was to gain a better understanding of the dynamics of

powder snow avalanches, with a specific focus on the mechanisms behind, and

the development of the lobe-and-cleft-type pattern at the leading edge of these

particle-laden gravity currents. This was achieved through the physical mod-

elling of powder snow avalanches on a laboratory scale using gravity currents

consisting of expanded polystyrene beads and air. These currents have the

required similarity criteria to model powder snow avalanches well, including

the transition from dense granular flow to fully suspended gravity current and

the formation of lobe and cleft type patterns at the leading edge. The exper-

imental set-up allowed key parameters and variables to be adjusted in order

to investigate their effects on the formation and features of the lobe-and-cleft-

type patterns. A level set-based technique has been developed and successfully

applied to image data collected from experiments in order to accurately track

the position of the leading edge of the current and measure frontal pattern

features such as wavelength, amplitude and lobe radius of curvature. Process-

ing of the image data also allowed various other flow features to be measured,

including front velocity and flow and nose height. Additionally, Particle Imag-

ing Velocimetry analysis was conducted using the image data, which enabled

visualisation and qualitative comparison of flow features.

Analysis of leading edge profiles and PIV data revealed that these currents

initially behave in a similar manner to homogenous Boussinesq gravity currents

with regard to formation of patterns at their leading edge. A classic lobe-and-

cleft instability, characterized by rapidly shifting patterns of low amplitude
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lobes and clefts, is observed during the early stages of the flows’ motion. Ge-

ometric similarity of the currents’ profiles and agreement in the relationship

between the wavelength of the lobe-and-cleft-type pattern and the Grashof

number of the flows, confirms that it is the same classic lobe-and-cleft insta-

bility observed in homogenous Boussinesq gravity currents that causes, and

determines the wavelength of the initial lobe-and-cleft-type pattern in these

non-Boussinesq, particle-laden gravity currents.

At later stages of motion, the scaled front velocities of these currents were

found to be much higher than those of flows where the classic lobe-and-cleft

instability is dominant. The leading edge profiles and PIV data revealed a

much more laterally stable pattern, the amplitude of which increased once

the flows reached an approximately steady velocity. Particle diameter of the

granular material has been found to play a central role in determining the wave-

length and development of the lobe-and-cleft-type pattern, as hypothesised by

Nohguchi and Ozawa. When scaled with particle diameter, a relationship be-

tween Froude number of the flow and wavelength of the lobe-and-cleft-type

pattern has been found,

λ̃dp = 2.3Frdp + 1 (7.1)

that is applicable to these non-Boussinesq, particle-laden gravity currents when

tdp > 50, where

t̃dp = t/
√
dp/g. (7.2)

This relationship highlights the importance of the role played by drag forces

acting on the individual particles in determining the wavelength and devel-

opment of the frontal pattern after the initial stages of the flows’ motion. It

supports the concept of a velocity boundary layer at the leading edge of the

flow and the formation of twin vortices within each lobe, the existence of which

have been observed in the PIV analysis of the image data.

Air pressure data were also collected from the chute surface during the

experiments in order to provide information on the internal structure and ve-

locities of the currents, as well as alternative methods of measuring the front

velocity. Scaling of these air pressure signals, along with PIV data was found

to provide good evidence that the air flow inside the head of a gravity current

is indeed dominated by a large vortex-like structure and that the dynamic

theory of the air flow [McElwaine, 2004] provides a good model for the pres-

sure through a gravity current. Application of a wavelet-based visualisation
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technique to scaled air pressure data revealed the regular occurrence of high fre-

quency pressure fluctuations within the flow, which we hypothesise are caused

by turbulence.

Attempts were made to quantify and link local aspects of flow features iden-

tified in PIV analysis to fluctuations in the corresponding air pressure signals,

however these proved unsuccessful. In order to perform a full quantitative PIV

analysis in future studies, it is likely that the experimental set-up and proce-

dure would need significant adjustment so that detailed image data relating to

the internal flow conditions could be obtained.
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Appendix A

The Stationary Wavelet

Transform

In order to implement the stationary wavelet transform (SWT), the filters first

need to be rescaled to account for the lack of downsampling. Defining the filter

width at scale j as Λj ≡ (2j − 1)(Λ− 1) + 1, the jth level SWT high and low

pass filters are expressed as

h̃j,l ≡ hj,l/2
j/2

g̃j,l ≡ gj,l/2
j/2. (A.1)

The SWT wavelet and approximation coefficients (equivalent to the DWT

expressions in Equations 5.6 and 5.7) are then given as

wj,k ≡
Λi−1∑
l=0

h̃j,l pk−l mod Np

Aj,k ≡
Λi−1∑
l=0

g̃j,l pk−l mod Np . (A.2)

The filters then require periodization so that, instead of an explicit circular

convolution with Equation A.1, implicit circular filtering using a standard

convolution and a periodized filter is performed, where

h̃◦j,l ≡
+∞∑

n=−∞

h̃j,l + nNp. (A.3)
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Expressing Equation A.2 in terms of Equation A.3 gives

w◦
j,k ≡

Np−1∑
l=0

h̃◦j,l pk−l mod Np

A◦
j,k ≡

Np−1∑
l=0

g̃◦j,l pk−l mod Np . (A.4)

Equation A.4 can then be evaluated from a recursion which states that, given

the approximation A◦
j,k, w

◦
j+1,k and A◦

j+1,k can be obtained from

w◦
j+1,k =

Λ−1∑
l=0

h̃◦lA
◦
j,k−2j l mod Np

A◦
j+1,k =

Λ−1∑
l=0

g̃◦l A
◦
j,k−2j l mod Np

(A.5)
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Appendix B

Published work

The following paper, based on the work presented in this thesis, was published

in the journal Nonlinear Processes in Geophysics, volume 20, February 2013.
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Abstract. Lobe and cleft patterns are frequently observed
at the leading edge of gravity currents, including non-
Boussinesq particle-laden currents such as powder snow
avalanches. Despite the importance of the instability in driv-
ing air entrainment, little is known about its origin or the
mechanisms behind its development. In this paper we seek
to gain a better understanding of these mechanisms from
a laboratory scale model of powder snow avalanches using
lightweight granular material.

The instability mechanisms in these flows appear to be a
combination of those found in both homogeneous Boussi-
nesq gravity currents and unsuspended granular flows, with
the size of the granular particles playing a central role in de-
termining the wavelength of the lobe and cleft pattern. When
scaled by particle diameter a relationship between the Froude
number and the wavelength of the lobe and cleft pattern is
found, where the wavelength increases monotonically with
the Froude number.

1 Introduction

Both homogeneous particle-laden gravity currents and flows
of unsuspended granular material typically feature character-
istic three-dimensional wavy patterns at their leading edge
(as illustrated by Fig. 5). An example of this instability can
be found at the leading edge of a powder snow avalanche.
Although this lobe-and-cleft-type structure contributes sig-
nificantly to air entrainment (Simpson and Britter, 1979),
and thus the dynamics of powder snow avalanches, little is
known about the mechanisms that cause the formation of
these patterns. Here we attempt to gain a better understanding
of the instability in particle-laden flows by experimentally
modelling powder snow avalanches on a laboratory scale. A
powder snow avalanche is an inclined gravity current consist-
ing of fully suspended, lightweight granular material (pow-

der snow) which has much greater density than the ambi-
ent fluid (density ratio≈ 10), and exhibits characteristics of
both homogeneous gravity currents and unsuspended gran-
ular flows. Several instability mechanisms have been identi-
fied in gravity currents and unsuspended granular flows that
may also play a role in powder snow avalanches.

For homogenous Boussinesq gravity currents flowing
along a horizontal surface a shifting pattern of lobes and
clefts has been observed at the leading edge (Simpson, 1972;
Neufeld, 2002; Ḧartel et al., 2000). Clefts merge together
whilst new ones form when a lobe reaches a certain size, as
a result the total number of lobes and clefts remains roughly
constant. Linear-stability analysis and direct numerical sim-
ulations (Ḧartel et al., 2000) have shown that the stagnation
point at the front of a gravity current is located below the
nose. The formation of the lobe and cleft pattern is the result
of a local instability at the leading edge of the front caused
by the area of unstable stratification in the flow region be-
tween the nose and the stagnation point. In this paper we will
henceforth refer to this instability as the classical lobe and
cleft instability. For clarity it should be pointed out that we
will refer to the wavy patterns observed at the front of the
flows as lobe-and-cleft-type patterns, however the formation
of these patterns is not necessarily caused by the classic lobe
and cleft instability. There are several other mechanisms that
could be causing the formation of a lobe-and-cleft-type pat-
tern, which we shall now introduce.

In contrast to homogenous Boussinesq gravity currents,
flows of dense granular material moving down an inclined
plane exhibit different forms of wave-like patterns at the
moving front (Nohguchi and Ozawa, 2008; Pouliquen et al.,
1997). While it is possible that the classic lobe and cleft in-
stability causes the initial fluctuations in the moving front,
the aforementioned continuously shifting pattern of lobes
and clefts is not present in these cases. Instead a more sta-
ble pattern develops with lobes developing into fingers that
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accelerate downslope ahead of the remainder of the flow.
This pattern is similar in appearance to the instability seen
in viscous fluids flowing down an incline (Huppert, 1982);
however, in the latter case the instability is driven by surface
tension, which is not present in a granular material.

Nohguchi and Ozawa (2008) hypothesise that pairs of vor-
tices form between clefts in the front of a granular flow.
These vortices rotate in a manner that reduces the air drag
force at the moving front, causing the vortices to grow and
deform the initial perturbation into a finger-like pattern. The
existence of a velocity boundary layer at the moving front has
been proposed, the thickness of which is assumed to be equal
to the distance that a single particle travelling at the flow ve-
locity can move against the drag force of the static air. The
velocity boundary layer thicknessδv is therefore defined as

δv =
2ρpd

3Cdρa
, (1)

whereρp and ρa are the densities of the particle and the
surrounding air respectively,d is the diameter of a single
particle, andCd is the drag coefficient. In order to main-
tain steady-state vortex motion the radius of each lobe would
need to be twice the thickness of the velocity boundary layer.
This then suggests that the size of the lobes will be related
to the drag forces acting on the particles as drag force plays
a key role in determining the velocity boundary layer thick-
ness.

A further mechanism that leads to the formation of lobe-
and-cleft-type patterns is caused by polydispersity of the
granular medium (Pouliquen et al., 1997). The high concen-
tration of large particles located in the vicinity of a cleft leads
to a local increase of the friction in these areas. The mate-
rial thus locally slows down, amplifying the perturbation and
leading to the formation of fingers.

Finally, the Rayleigh–Taylor instability is a fingering in-
stability that occurs at an interface between two fluids of dif-
ferent density, for example a heavy fluid initially lying on top
of light fluid in a gravitational field (Lord Rayleigh, 1900;
Taylor, 1950). For inviscid fluids the interface will always be
unstable, with the growth rate of the unstable modes increas-
ing as their wavelengths decrease (Chandrasekhar, 1961).

This paper focuses on studying the development of lobe-
and-cleft-type patterns at the leading edge of a laboratory
scale avalanche, using line releases of expanded polystyrene
beads suspended in air. Following the findings of Nohguchi
and Ozawa (2008), we assume the granular material is homo-
geneous with narrow size distribution (see Table 1), that there
is minimal lateral spreading at the edges of the flow, negating
the need for sidewalls, and that the base of the chute is flat.
We present detailed measurements of the wavelength of the
pattern found at the leading edge of the flow, and consider
how the wavelength depends on the key experiment parame-
ters.

Table 1.Properties of EPS beads used in our experiments.

Diameter∗, Bulk Density, Particle Settling
Reynolds Velocity∗,
Number∗,

d (mm) ρp (kg m−3) Rep vt (m s−1)

1.3± 0.05 22 175± 15 0.5± 0.05
1.5± 0.06 22 200± 17 0.6± 0.06
1.8± 0.09 21 225± 22 0.7± 0.07
2.1± 0.07 21 250± 24 0.7± 0.07
2.5± 0.09 20 325± 28 0.8± 0.07
2.7± 0.08 19 325± 29 0.8± 0.09
5.0± 0.13 11 525± 51 1.1± 0.08
6.8± 0.20 10 750± 72 1.1± 0.09

∗ Mean value±1 standard deviation.

Line release 

mechanism

1 m

1.9 m

0.85 m

Variable slope angle

{{

Electromagnet

Mass

Fig. 1. Front and side view schematic of the chute used for experi-
ments.

2 Experiments

The lightweight granular material used in this study is
expanded-polystyrene (EPS) bead which has been shown
(Turnbull and McElwaine, 2008) to provide a good model for
powder-snow avalanches by matching important similarity
criteria . The bulk density of the EPS bead isρp ≈ 20 kg m−3,
with a relative densityρp/ρa ≈ 17, whereρa = 1.20 kg m−3

denotes air density (at 20◦C and 1 atm) and is here assumed
throughout to be a constant. Eight different sizes of parti-
cles are used in the experiments, the properties of which
are shown in Table 1. The relative density of the EPS beads
means that the relatively high level of momentum carried by
the snow particles in a powder-snow avalanche is well mod-
elled.

The experiments were carried out using a 1 m wide, 1.9 m
long, flat chute (Fig.1). The chute was covered in a black
felt cloth and inclined at slopes between 60◦ and 90◦, where
θ denotes the angle between the chute and the horizontal. The
EPS beads were released using an electromagnetically con-
trolled hopper attached to the top of the chute (see Fig. 1). In
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order to create a pseudo two-dimensional line release, a lin-
ear hopper was used which had a semi-elliptical cross section
(with aspect ratio= 0.9) and a length of 0.85 m. Three differ-
ent sized linear hoppers were used so that the release volume
could be varied between 1000 cm3, 2100 cm3 and 3300 cm3.
Each flow was observed using two high-speed digital video
cameras sampling at 400 Hz. One camera was positioned nor-
mal to the transverse plane of the chute to capture the plan
view of the flow, ensuring that the full width of the release
hopper and the full length of the chute were in view. The sec-
ond camera was positioned to the side and aligned to view
across the transverse plane of the chute, which allowed the
head height of the avalanche to be measured. Schematic dia-
grams of a laboratory-scale avalanche, including the relevant
parameters and variables, are shown in Fig. 2.

The particle Reynolds number for a bead of diameterd

moving with velocityu is

Rep =
ρaud

µ
, (2)

whereµ is the dynamic viscosity of the ambient fluid. The
particle Reynolds number determines whether the drag act-
ing on the particle is dominated by viscous or pressure forces.
Particle Reynolds numbers for powder snow avalanches are
typically of the order 3× 103 (Turnbull et al., 2007) and the
drag force exerted on the particles from the ambient fluid will
largely be due to the form drag of the particles. For values
500< Rep < 105 the drag coefficient for a spherical parti-
cle is essentially independent of the particle Reynolds num-
ber (Massey, 2006). Typical values ofRep for the EPS beads
used in the experiments reported are shown in Table 1, and
lie on the lower boundary of this range, but correspond to the
case where the pressure forces are dominant compared to the
viscous forces.

The sedimentation velocity of a particle normal to the
slope,vt, needs to be taken into account in order to ensure
that suspension is maintained over the length of the chute.
The length scale

L =
v2

t

g
, (3)

determines the size of the experiment.vt was measured by
releasing individual EPS beads with the chute inclined at 90◦

to the horizontal. Using the captured images, the particles
were tracked and their terminal velocity calculated. Typical
values ofL for our experiments are≈ 0.1 m, much less than
the vertical length of the chute, meaning suspension will be
maintained and a steady-state powder snow avalanche will
be well modelled.

The Richardson number for a layer of heighth and veloc-
ity u on a slope at angleθ is

Ri =
g′h cosθ

u2
, (4)

�

u

b

f

g

s
h

u
f

�

	

d

Fig. 2.Schematic diagrams of a particulate gravity current of height
h, width b, densityρ travelling a distances down an inclined plane
with a front velocityuf . The particulate material has a diameterd

and a lobe and cleft pattern with wavelengthλ forms at the moving
front.

where the reduced gravityg′ = g (ρ − ρa)/ρa with ρ the den-
sity of the current. The density ratio(ρ − ρa)/ρa is typi-
cally used to calculate reduced gravity for fully suspended
gravity currents (Turner, 1973) and is comparable to the At-
wood number used for other types of density stratified flow.
By using steep slope angles the values ofRi in our exper-
iments (Ri ≈ 2) were comparable to those observed in full-
scale powder-snow avalanches (Ri ≈ 1). In order to calculate
ρ, the head of the current is assumed to be semi-circular in
cross section, with radius equal to the current head height,
h. The volume of the current can then be calculated as
Vc =

(

πbh2
)

/2 whereb is the width of the release hopper.
The proportion ofVc that is made up of entrained air is then
obtained by subtracting the initial release volume,Vi from
Vc. For the purpose of calculatingρ it is also assumed that
all of the EPS beads released are contained within the cur-
rent head, meaning that the proportion ofVc made up of EPS
bead will be equal toVi . The density of the current is then
calculated asρ =

[

(1− α)ρa+ αρp
]

, whereα = Vi/Vc.

3 Method for tracking the moving front and lobe and
cleft formation

The captured images were analysed using a level set method
(McElwaine et al., 2004) to accurately track the front posi-
tion of the flow and determine the formation of lobes and
clefts. For each sequence of images the arrival timeT(x,y)

of the flow is detected for each pixel. The matrixT(x,y) of
first arrival times is classified as a level set, with the contours
T(x,y) = t corresponding to the front of the flow at a partic-
ular time. This technique was applied to both the plan view
and side view images. The contours were used to measure
flow properties, such as current head height, front position
and velocity.

Calculating the gradient of the level set (∇T ) produces a
vector field where each vector is normal to the surface of the
moving front. The divergence of the vector field can be used
to calculate the curvature of the level set,

κ = ∇.
∇T

|∇T |
. (5)

In the next section we show how the curvature can be used
to provide a robust and repeatable method for detecting and
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(a)

1.7m

0.85m 0.4 s 0.6 s 0.8 s 1.0 s

(b) 0.2 s 0.4 s 0.6 s 0.8 s 1.0 s

Fig. 3. Video stills taken at 0.2 s intervals from experiments conducted at a slope angle of 65◦ using:(a) 2100 cm3 of 1.8 mm diameter EPS
beads and(b) 3300 cm3 of 5.0 mm diameter EPS beads.

tracking lobes and clefts, with lobes corresponding to regions
of small positive curvature and clefts to lines of large nega-
tive curvature.

4 Results

For each particle diameter,d, shown in Table 1 and for each
initial release volume,Vi , experiments were carried out at
five different slope angles: 65◦, 70◦, 75◦, 80◦ and 85◦. Fig-
ure 3 shows images from two separate experiments: (a) for
d = 1.8 mm and a release volume of 2100 cm3; and (b) for
d = 5.0 mm and a release volume of 3300 cm3. In both cases
the slope angle was set at 65◦. In each experiment a well-
defined front is observed that propagates down the slope.
Immediately after the release the front is seen to accelerate
down the slope for a short distance (≈ 0.5 m) before reaching
an approximately constant velocity.

Although the particles start from a pseudo two-
dimensional linear distribution, a wavy pattern quickly ap-
pears in the moving front. As the fronts continue to propagate
downslope these fluctuations grow in amplitude. Clear qual-
itative differences can be observed between the two flows
shown in Fig. 3. One of the most striking is the difference
in wavelength of the lobe-and-cleft-type pattern created by
the fluctuations in the moving front during the later stages

of the flows motion. That is, the lobe and cleft structure in
Fig. 3a (for d = 1.8 mm), has a noticeably smaller wave-
length than that observed for the larger particles shown in
Fig. 3b (ford = 5.0 mm). Also, the lobes that form in Fig. 3a
(for d = 1.8 mm) have a greater amplitude than those in
Fig. 3b (ford = 5.0 mm).

By taking particle diameterd as our lengthscale, a non-
dimensional timescale can be calculated,

t̃ = t/
√

d/g. (6)

Images taken at the same non-dimensional time,t̃ = 50, from
four experiments using the same release volume, but differ-
ent sized particles are shown in Fig. 4. It can be shown that
for a given value of̃t , as particle diameter increases the wave-
length of the lobe-and-cleft-type pattern and the downslope
position of the front also increase, but the ratio of the wave-
length to amplitude remains approximately constant.

Front profiles generated from the flows in Fig. 3a and b
are shown in Fig. 5, with the curvature of the correspond-
ing level sets shown in Fig. 6. These figures show an ini-
tially shifting pattern of lobes and clefts. Lobes develop and
grow in size, occasionally bifurcating, whilst clefts regularly
merge together. This indicates that the lobe and cleft insta-
bility observed in fully suspended, Boussinesq gravity cur-
rents is dominant during the early phases of the flow. In the
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d = 1.8mm d = 2.7mm d = 5.0mm d = 6.8mm

Fig. 4. Video stills taken at̃t = 50 from experiments conducted at a slope angle of 65◦ using 2100 cm3 of: 1.8 mm, 2.7 mm, 5.0 mm and
6.8 mm diameter EPS beads.
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Fig. 5. (a) and (b) front profiles at 0.05 s intervals taken from the flows shown in Fig. 3a and b, respectively. The highlighted profiles
correspond to the position of the fronts at the times shown in Fig. 3.

later stages of the flow, the position of the lobes is much
more stable and there is less merging and bifurcation. As al-
ready noted, at later times the amplitude of the lobes has in-
creased, this is particularly apparent for the flows consisting
of smaller particles. This indicates that the fingering instabil-
ities observed in unsuspended granular flows become more
dominant in the later phases of the flow.

In order to investigate the effects of changing the release
volume, wavelength against average distance from the line

release (s) for one particle size (2.7 mm) is shown in Fig. 7.
Results from each of the three different release volumes are
plotted separately and it can be seen that the volume of gran-
ular material released has no effect on the wavelength of the
pattern in the moving front. Changing the volume of material
released did have an observable effect towards the rear of the
flows; as the volume was increased, the amount of detrain-
ment at the rear of the flow also increased.
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Fig. 6. (a) and(b) curvature (κ) of the level setT(x,y) calculated from the flows shown in Fig. 3a and b, respectively. Areas of negative
curvature (dark) indicate the location of clefts, whilst areas of positive curvature (light) indicate the location of lobes.
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Fig. 7. Average wavelength (λ) versus distance from line release
(s) for experiments using 2.7± 0.08 mm diameter particles, plus or
minus the standard deviation from the mean (dashed lines).

Figure 8 shows average wavelength (λ) plotted against av-
erage distance from the line release for each particle size. The
wavelength values for each particle size are obtained by tak-
ing the average from experiments conducted using the three
release volumes. The results verify the observation that the
pattern observed in the flows made up of smaller particles
had a smaller wavelength than those made up of larger par-
ticles. It can also be seen that the wavelength remains rel-
atively stable once the flow has reached an approximately
constant velocity.

Current head heights for flows consisting of 1.8 mm and
6.8 mm diameter EPS beads are shown for each release vol-
ume and slope angle in Fig. 9. Several trends can be seen
in the data; current height increases monotonically with in-
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Fig. 8.Average wavelength (λ) versus distance from line release (s),
plus or minus the standard deviation from the mean (dashed lines).

creasing slope angle and release volume, but with decreasing
particle diameter. That is, currents consisting of smaller par-
ticles have larger heads, and therefore higher levels of sus-
pension, due to the particles having lower settling veloci-
ties resulting in lower levels of particle sedimentation. Larger
heads and greater levels of suspension are observed at higher
slope angles as the component of the particles settling veloc-
ity normal to the slope is reduced. The data in Fig. 9 shows
agreement with qualitative observations of detrainment lev-
els at the rear of the flow. That is, it was observed that as
the release volume was increased, higher levels of rear de-
trainment were observed, especially for currents consisting
of smaller diameter EPS beads. Increased detrainment was
also observed at higher slope angles. These observations are
supported by Fig. 9 where the data for the smaller particles
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Fig. 9. Current head height (h) versus slope angle (θ ) for currents
consisting of 1.8 mm and 6.8 mm diameter EPS beads. Head height
was measured at a distance of 1 m from the line release. Error bars
have length equal to the standard deviation from the mean.

shows a much smaller increase in current head height be-
tween the middle and largest size of release volume than that
between the smallest and middle size. For both particle sizes
the difference in current head height between the three re-
lease volume sizes decreases as slope angle increases. These
observations and results indicate that there may be a limit to
the amount of material that can be suspended within the head
of the current, and as this limit is approached the amount of
material detrained from the rear of the head increases.

In Fig. 10 the average wavelength at a distance of 1 m from
the line release is plotted against slope angle for each of the
particle sizes used. It was observed during the experiments
that increasing the angle of the slope increased the level of
suspension within the flow. At higher slope angles, more air
was entrained into the current and its height (h) perpendic-
ular to the slope visibly increased. As the slope angle be-
comes steeper, the increased component of gravity driving
the current is counteracted by an increase in air entrainment
(Turnbull and McElwaine, 2007). However, it can be seen
from Fig. 10 that the wavelength of the pattern is indepen-
dent of the slope angle, indicating that level of suspension
or air entrainment has no effect on the formation of the pat-
tern. Interestingly, in Fig. 10 there appears to be a bifurcation
in the data between the smaller particles (d = 1.5−2.7 mm)
and the larger particles (d = 5.0−6.8 mm). This bifurcation
could be due to the higher levels of polydispersity of the
smaller particles (standard deviation≈ 5 % of mean parti-
cle diameter) compared with the larger particles (standard
deviation≈ 2.5 % of mean particle diameter). Whilst it is
possible that the granular fingering mechanism observed by
Pouliquen et al. (1997) could play a more significant role
in the flows consisting of smaller particles, this seems un-
likely as in the experiments conducted by Pouliquen et al. this
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Fig. 10. Average wavelength (λ) 1 m from the line release versus
slope angle (θ ). Error bars have length equal to the standard devia-
tion from the mean. Results are offset horizontally for clarity.

mechanism was only observed when the standard deviation
of the mean particle diameter was greater than 10 %. Another
potential explanation for the bifurcation in the data could be
the role played by viscous drag forces for the different par-
ticle sizes. As previously mentioned, the values ofRep are
high enough for pressure drag forces to constitute the bulk of
the total drag force. However, whilst the larger particle’sRep
values are within the region where the drag coefficient for
a spherical particle is independent ofRep, the smaller par-
ticle’s values lie just below this region. Therefore, although
pressure drag forces are still dominant, viscous forces will
have a more significant effect on the drag force acting on the
particles.

The Rayleigh–Taylor instability should be the limiting
case as we tend towards a vertical chute. Hydrodynamically,
the growth of the Rayleigh–Taylor instability is predicted by
a perturbation analysis that shows that the growth rate of
the fingers depends on the perturbation wavelength (Chan-
drasekhar, 1961; Youngs, 1984; Duff et al., 1962; Sharp,
1984). In the presence of a stabilising influence, e.g. vis-
cosity or surface tension, some wavelengths are damped and
a dominant mode develops. In our EPS suspension experi-
ments, we have neither viscosity nor surface tension present.
However, we speculate that the air drag experienced by the
particle clusters, and the restrictions on lobe shape that this
imposes (Bush et al., 2003), would play a similar role in al-
lowing a dominant wavelength to grow. This should provide
a rich focus for future modelling.

For comparison with the results of Nohguchi and Ozawa
(2008), the mean radius of curvature of the lobes for each
particle size was calculated (Fig. 11). These values were cal-
culated from the level set contours corresponding to when the
flows had reached a distance of 1 m down the chute ensuring
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Fig. 11.Radius of curvature of lobes versus particle diameter. Re-
sults from the experiments presented in this paper (•) are compared
with the experimental results (△) and analytical results (solid line)
of Nohguchi and Ozawa (2008).

that, as with the results of Nohguchi and Ozawa (2008),
the flows had reached an approximately steady velocity. The
lobes at the leading edge of the flows consisting of smaller
particles had smaller radii of curvature, consistent with the
observations of sharper lobes and smaller wavelengths for
these flows. The results show good agreement with Nohguchi
and Ozawa’s experimental data (which are also shown in
Fig. 11), however both sets of data are slightly below the an-
alytical estimater ≈ 2δv. When deriving the expression for
boundary layer thickness Nohguchi and Ozawa ignored inter-
particle collisions in the velocity boundary layer for simpli-
fication. In reality, a particle moving through the velocity
boundary layer is likely to experience collisions with other
particles, reducing the distance that it can move against the
drag force of the ambient fluid. Therefore, the analytical re-
sults are likely to overestimate the velocity boundary layer
thickness which may explain the discrepancy seen between
the theoretical and experimental results.

5 Non-dimensionalisation

Both granular fingering (Pouliquen et al., 1997) and velocity
boundary layer (Nohguchi and Ozawa, 2008) theories sug-
gest that the velocity of the moving front could play a role
in determining the wavelength of the pattern that forms at
the front. Fingers are created due to differences in velocity
between smaller particles and larger particles that slow down
due to higher levels of friction as they bunch up around clefts.
A velocity boundary layer’s thickness will also be affected by
front velocity, which could in turn affect the wavelength of
the pattern.

Using the variables shown in the schematic (Fig. 2), the
non- dimensional group, which is the Froude number

Fr =
uf

√

g′Lsinθ
, (7)

can be formed whereL is an appropriate length scale. The
theory of a velocity boundary layer at the moving front sug-
gests that there is a relationship between front velocity and
wavelength which is determined by an individual particle’s
interaction with the ambient air. As previously mentioned,
Nohguchi and Ozawa (2008) have proposed that the wave-
length of the frontal pattern is determined by the size of pairs
of vortices that form at the moving front. The size of these
vortices is in turn determined by the thickness of the velocity
boundary layer. Faster moving flows will have thicker veloc-
ity boundary layers as the particles can move a greater dis-
tance against the drag force of the static air, resulting in the
formation of larger vortices and therefore a larger wavelength
pattern. From Eq. (1) it can be seen that particle diameterd

is a key variable in determining the boundary layer thick-
nessδv; therefore, we will look for a relationship between
the Froude number and wavelength based on the length scale
L = d.

The dimensionless wavelength (λ̃d = λ/d) is plotted
against the Froude number in Fig. 12. Interestingly, when
scaled with a length scale characterised by the particle diam-
eter there appears to be a monotonically increasing relation-
ship between the Froude number and wavelength. A linear fit
of the data,

λ̃d = 2.3Frd + 1, (8)

is shown in Fig. 12, with a residual of 0.12 indicating a good
level of fit.

This dimensionless rendering of the data seems to offer
good agreement with the concept of a velocity boundary
layer determining the wavelength of the frontal pattern. The
data shows that when scaled with respect to particle diame-
ter, the smaller particles have higher velocities and therefore
thicker boundary layers resulting in wider lobes and a larger
wavelength.

6 Conclusions

This paper has presented experiments on the flows of fully
suspended, lightweight granular material down an inclined
surface. These currents have been found to exhibit char-
acteristics of the instabilities found at the leading edge of
both homogenous particle-laden gravity currents and flows
of unsuspended granular material. During the early stages
of motion a lobe and cleft instability mechanism, similar to
that observed in homogenous particle-laden gravity currents,
appears to be dominant. As the flow propagates down the
slope the pattern of lobes and clefts becomes more stable
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Fig. 12.Non-dimensional wavelength (λ̃d) versus the Froude number (Frd). Particle sizes: 1.3 mm (△), 1.5 mm (�), 1.8 mm (♦), 2.1 mm
(∇), 2.5 mm (◦), 2.7 mm (⊲), 5.0 mm (⋆) and 6.8 mm (⊳). Marker shades correspond to slope angle: 65◦ – clear, through to 85◦ – black.
Marker size corresponds to the size of the release volume. Dashed line shows linear fit,λ̃d = 2.3Frd + 1 (Eq.8).

suggesting that the dominant instability mechanism is now
more similar to those observed in unsuspended granular
flows. Particle diameter of the granular material has been
found to play a central role in determining the wavelength
of the lobe and cleft pattern, as hypothesised by Nohguchi
and Ozawa (2008). When scaled with particle diameter, a
relationship between the Froude number of the flow and
wavelength of the lobe and cleft pattern has been found. This
relationship highlights the importance of the role played by
drag forces acting on the individual particles in determining
the wavelength of the frontal pattern, and appears to support
the concept of a velocity boundary layer at the moving front
of the flow.
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Appendix C

Chute design CAD drawings
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C.1. COMPLETE CHUTE ASSEMBLY

C.1 Complete chute assembly – front – iso-

metric projection
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C.2. COMPLETE CHUTE ASSEMBLY

C.2 Complete chute assembly – rear – isomet-

ric projection
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C.3. COMPLETE CHUTE ASSEMBLY

C.3 Complete chute assembly – first angle pro-

jection

188



C.4. SENSOR ADJUSTMENT

C.4 Sensor adjustment – horizontal – isomet-

ric projection
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C.5. SENSOR ADJUSTMENT

C.5 Sensor adjustment – horizontal – first an-

gle projection
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C.6. SENSOR ADJUSTMENT

C.6 Sensor adjustment – vertical – isometric

projection
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C.7. SENSOR ADJUSTMENT

C.7 Sensor adjustment – vertical – first angle

projection
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C.8. SENSOR ADJUSTMENT

C.8 Adjustable sensor holder – isometric pro-

jection
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C.9. SENSOR ADJUSTMENT

C.9 Adjustable sensor holder – first angle pro-

jection
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C.10. SENSOR ADJUSTMENT

C.10 Sensor adjustment endplate – bottom –

isometric projection
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C.11. SENSOR ADJUSTMENT

C.11 Sensor adjustment endplate – bottom –

first angle projection
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C.12. SENSOR ADJUSTMENT

C.12 Sensor adjustment endplate – top – iso-

metric projection
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C.13. SENSOR ADJUSTMENT

C.13 Sensor adjustment endplate – top – first

angle projection
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C.14. RELEASE MECHANISM

C.14 Release mechanism surround board – iso-

metric projection
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C.15. RELEASE MECHANISM

C.15 Release mechanism surround board – first

angle projection
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C.16. RELEASE MECHANISM

C.16 Release mechanism support leg – isomet-

ric projection
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C.17. RELEASE MECHANISM

C.17 Release mechanism support leg – first

angle projection

202



C.18. RELEASE MECHANISM

C.18 Release mechanism – inner – isometric

projection
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C.19. RELEASE MECHANISM

C.19 Release mechanism – inner – first angle

projection
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C.20. RELEASE MECHANISM

C.20 Release mechanism – outer – isometric

projection
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C.21. RELEASE MECHANISM

C.21 Release mechanism – outer – first angle

projection
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