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Abstract

In this thesis we study some new classes of nonassociative division algebras. First we introduce a generalisation of both associative cyclic algebras and of Waterhouse’s nonassociative quaternions. An important aspect of these algebras is the simplicity of their construction, which is a modification of the classical definition of associative cyclic algebras. By taking the parameter used in the classical definition from a larger field, we lose the property of associativity but gain many new examples of division algebras. This idea is also applied to obtain a generalisation of the first Tits construction.

We go on to study constructions of Menichetti, Knuth, and Hughes and Kleinfeld, which have previously only been considered over finite fields. We extend these definitions to infinite fields and get new examples of division algebras, including some over the real numbers.

Recently, both associative and nonassociative division algebras have been applied to the theory of space-time block coding. We explore this connection and show how the algebras studied in this thesis can be used to construct space-time block codes.
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Chapter 1

Introduction

Hamilton introduced quaternion algebras in 1843 as a 4-dimensional real vector space with basis \{1, i, j, k\} and multiplication defined by the famous formula

\[ i^2 = j^2 = k^2 = ijk = -1. \]

This classical construction, denoted \( \mathbb{H} \) in honour of Hamilton, is familiar to all algebraists. However, the most elegant construction method of quaternion algebras is perhaps that of a Cayley-Dickson doubling of a quadratic separable field extension. This goes as follows: let \( F \) be a field and let \( L \) be a quadratic separable extension of \( F \) with non-trivial automorphism, \( x \mapsto \sigma(x) \). Pick a nonzero scalar \( \lambda \in F \) and define the \( F \)-vector space

\[ \text{Cay}(L/F, \lambda) := L \oplus L. \]

The bilinear product

\[ (x, y)(u, v) = (xu + \lambda y\sigma(v), xv + y\sigma(u)), \]

for all \( x, y, u, v \in L \), gives \( \text{Cay}(L/F, \lambda) \) the structure of an \( F \)-algebra. Quaternion algebras are associative, central simple and can be applied to many areas of mathematics and physics.

Nonassociative quaternions were first discovered by Dickson \[18\] in 1935. However, it was Waterhouse, in \[56\], who first carried out a systematic study.
of these algebras. He showed that they could be built by using the same construction for a quadratic separable field extension $L$ of $F$ but taking the element $a$ from $L \setminus F$ instead. These new algebras are nonassociative, but for every choice of $a \in L \setminus F$, they are division algebras. Comparing this to the associative case, where Cay($L/F, \lambda$) is a division algebra if and only if $\lambda$ is not the norm of any element $l \in L$, we see that it is much easier to find examples of division algebras using Waterhouse’s construction. For example, over the real numbers, $\mathbb{H}$ is the only associative quaternion division algebra up to isomorphism; however, there are infinitely many nonisomorphic, nonassociative quaternion division algebras.

The classification of all division algebras over a fixed base field is one of the major open problems in algebra and, in particular, the classification question for real division algebras is an area of much active research (see [14] for a nice reference on current progress). More recently, both associative and nonassociative division algebras over number fields have become important in the context of space-time block coding (see [51] and [47], for example), thus highlighting the importance of this problem. A complete solution of the classification question is a massive and seemingly intractable problem at the current time. One way to attack it is to find new classes of division algebras and try to find patterns and structure in them. The above example shows us that by a simple modification of a well-known construction, we get new examples of division algebras. This theme reoccurs throughout the thesis.

In the next chapter we will introduce the necessary preliminaries and notations used throughout. Recall that if $F$ is a field and $L$ is a cyclic field extension of $F$ of degree $n$ then we can form the cyclic algebra $(L/F, \sigma, a)$ of degree $n$, where $\sigma$ is the generator of the Galois group of $L/F$ and $a$ is some nonzero scalar in $F$ (see [30, §30.A.]). The properties of these central simple associative algebras are well known (see [30] or [44, Ch 15]).

A priori, it is not straightforward to determine whether a given cyclic algebra is a division algebra, or if there even exist any cyclic division algebras
over a given field. For example, there do not exist any cyclic division algebras over finite fields. In Chapter 3 we generalise both nonassociative quaternion algebras and associative cyclic algebras of degree $n$ to what we call nonassociative cyclic algebras of degree $n$. We define nonassociative cyclic algebras by imitating the classical definition, but now taking $a \in L \setminus F$. We show that if the elements $1, a, a^2, \ldots a^{n-1}$ are linearly independent over $F$, where $n$ is the degree of $L/F$, then the resulting nonassociative cyclic algebra is division (loc. cit. Theorem 3.2.10). To ensure this we simply choose $a$ such that it belongs to no proper subfield of $L$. In particular, if $L/F$ is of prime degree, every choice of $a \in L \setminus F$ yields a division algebra. We study these algebras in some detail and prove results concerning their automorphisms and derivations. We also look at their subalgebras and study them in detail for nonassociative cyclic algebras of degree 4 (i.e., when $L/F$ is a field extension of degree 4). The contents of this chapter will be published in the Israel Journal of Mathematics [53].

Recall that a multiplicative form of degree $n$ on an $F$-algebra $A$ is a homogeneous polynomial map $N : A \to F$ of degree $n$ such that $N(xy) = N(x)N(y)$ for all $x, y \in A$. The most common examples of multiplicative forms are the field norm of a finite field extension and the reduced norm of a central simple algebra. In Chapter 4 we introduce the concept of semi-multiplicative maps. These can be thought of as a generalisation of multiplicative forms. We consider maps $M_A : A \to D$, where $D$ is some subalgebra of $A$, such that $M_A$ satisfies $M_A(dx) = M_A(d)M_A(x)$ for all $d \in D$ and $x \in A$. It can be shown that a nonassociative cyclic algebra of degree $n$ possesses a semi-multiplicative map which motivated our study of these objects. In particular, we look at the quadratic and the cubic case in detail and prove several results about them which are analogous to known results for quadratic and cubic multiplicative forms.

The first Tits construction is intimately linked with cubic algebras and in particular, can be used to construct an Albert algebra from a central
simple algebra of degree 3. We consider a generalisation of this in Chapter 5. Our generalised first Tits construction possesses a map which satisfies some kind of Jordan semi-multiplicativity and is analogous to the cubic map on a classical first Tits construction.

In Chapter 6 we construct nonassociative cyclic algebras over finite fields. In fact, this special case was studied already by Sandler in [48] and was generalised in [40] and [25], again over finite fields. Although these constructions are well known to those who work with finite division algebras, they have not received much attention outside of this area. By a famous theorem of Wedderburn [35], any associative division algebras over a finite field is, again, a finite field. However, if we drop the condition of associativity then there are many examples of finite division algebras. These are called semifields in the literature and surveys can be found in [13], [27] and [34]. Traditionally, semifields are studied in the context of finite geometries due to their connections with projective planes. In fact, every proper semifield coordinatizes a non-Desarguesian projective plane and two semifields coordinatize the same projective plane if and only if they are isotopic [3]. Because of this, semifields are usually classified up to isotopy rather than up to isomorphism. In this chapter we study them as algebraic objects in their own right. By using the results found in the more general context of Chapter 3, we are able to determine the automorphism groups of these semifields. We also consider the question of how many nonisomorphic semifields of this type exist given a finite field $F$ and a finite extension $L/F$.

In Chapters 7 and 8 we look at other well-known constructions of finite semifields and generalise these to algebras over general fields. In particular, we look at the constructions of Menichetti, Hughes-Kleinfeld and Knuth. We obtain results about their automorphisms, which we can then apply to gain new insights about the automorphism groups of some classical semifield constructions.
In the final chapter, we highlight the connection between the nonassociative division algebras we built and space-time block codes. This connection has received some attention recently from coding theorists and we briefly look at how the constructions defined in the previous chapters can be used for space-time block codes.
Chapter 2

Preliminaries

2.1 Nonassociative Algebras

Throughout, let $F$ be a field. By an $F$-algebra $A$, we mean a finite-dimensional $F$-vector space equipped with a (not necessarily associative) bilinear map $A \times A \to A$ which is the multiplication of the algebra. The associator of $x, y, z \in A$ is defined to be

$$[x, y, z] := (xy)z - x(yz).$$

The nucleus of $A$ is then defined to be the set

$$Nuc(A) := \{x \in A \mid [x, A, A] = [A, x, A] = [A, A, x] = 0\}.$$

This is an associative subalgebra of $A$ (which may be zero) and we have $(xy)z = x(yz)$ if one of $x, y$ or $z$ belongs to $Nuc(A)$. One can define the left, right and middle nuclei denoted $Nuc_l(A), Nuc_r(A)$ and $Nuc_m(A)$ respectively, as the set of elements whose corresponding associator vanishes, for example the left nucleus is given as $Nuc_lA := \{x \in A : [x, A, A] = 0\}$.

It follows from this that the nucleus is the intersection of the left, right and middle nuclei. The commuter of $A$ is the set of elements which commute with every other element,

$$Comm(A) := \{x \in A \mid xy = yx \text{ for all } y \in A\}.$$
The centre is then given by the intersection of $\text{Nuc}(A)$ and $\text{Comm}(A)$ and is denoted $Z(A)$. $A$ is called unital if there exists a unique element, denoted $1_A$ or simply 1 if the context is clear, such that $1x = x1 = x$ for all $x \in A$. We will always assume that homomorphisms between two unital $F$-algebras, $A$ and $B$, send $1_A$ to $1_B$. Any isomorphism $f : A \to B$, maps the nucleus of $A$ isomorphically onto the nucleus of $B$.

An $F$-algebra $A$ is called a division algebra if the maps $L_x : y \mapsto xy$ and $R_x : y \mapsto yx$ are bijective for all nonzero $x \in A$. Since we are working with finite-dimensional vector spaces, this is equivalent to the condition that $A$ contains no nontrivial zero divisors (19). A derivation of an $F$-algebra $A$ is a $F$-linear map $\delta : A \to A$, which satisfies the Leibniz rule:

$$\delta(xy) = \delta(x)y + x\delta(y),$$

for all $x, y \in A$.

## 2.2 Cyclic Algebras

In this section we recall an important class of associative, central simple algebras known as cyclic algebras.

**Definition 2.2.1.** Let $L/F$ be a cyclic field extension of degree $n$ with Galois group generated by the automorphism $\sigma$. Pick a nonzero element $a \in F^\times$ and define the $L$-vector space

$$(L/F, \sigma, a) := L \oplus Lz \oplus \cdots \oplus Lz^{n-1},$$

where $\{1, z, \ldots, z^{n-1}\}$ is called the standard basis of $(L/F, \sigma, a)$. We give $(L/F, \sigma, a)$ the structure of an $F$-algebra by defining an associative product via the rules

$$zl = \sigma(l)z \quad \text{and} \quad z^n = a,$$

for all $l \in L$. We call $(L/F, \sigma, a)$ a cyclic algebra of degree $n$. 
Remark 2.2.2. Cyclic algebras can be defined more generally using an étale $F$-algebra $L$ instead of a cyclic field extension (see [30, §19 & §30], for example). However, since we will be concerned with finding division algebras throughout this thesis, we will only consider the case where $L$ is a field extension.

Cyclic algebras play an important role in the theory of central simple algebras and a more in-depth discussion on them can be found in many textbooks, for example [19, §10] or [44, Ch. 15]. In particular, we recall the following well-known results (see [32, §14]).

**Theorem 2.2.3** (Albert). If $L/F$ is a field extension of prime degree then $(L/F,\sigma,a)$ is a division algebra if and only if $a \not\in N_{L/F}(L^\times)$.

**Theorem 2.2.4** (Wedderburn). If $L/F$ is a field extension of degree $n$ and the order of $a$ in $F/N_{L/F}(L^\times)$ is $n$ then $(L/F,\sigma,a)$ is a division algebra.

### 2.3 The Cayley-Dickson Process

Suppose that $L/F$ is a separable quadratic extension. Applying Definition 2.2.1 to $L/F$ yields a quaternion algebra. As mentioned in the introduction, the Cayley-Dickson doubling process is a very elegant method for constructing quaternion algebras. In fact, the Cayley-Dickson process can be applied to any unital algebra with an involution and can be used to construct all composition algebras over a field of characteristic not 2. We briefly give the details here.

Let $A$ be a unital $F$-algebra. An *involution* on $A$ is a map $\sigma : A \to A$ satisfying the following conditions:

1. $\sigma(x + y) = \sigma(x) + \sigma(y)$,
2. $\sigma(xy) = \sigma(y)\sigma(x)$,
3. $\sigma(\sigma(x)) = x$,
for all $x, y \in A$. $A$ is called a composition algebra if there exists a nondegenerate quadratic form $N_A$ on $A$ such that

$$N_A(1_A) = 1 \quad \text{and} \quad N_A(xy) = N_A(x)N_A(y),$$

for all $x, y \in A$. The quadratic form $N_A$ is said to permit composition.

**Definition 2.3.1** (The Cayley-Dickson Process). Let $A$ be a unital algebra over a field $F$ and let $\sigma$ be an involution of $A$. By picking a scalar $\lambda \in F^\times$, we may form a new unital $F$-algebra called the Cayley-Dickson doubling of $A$ and denoted $\text{Cay}(A, \lambda)$, by setting

$$\text{Cay}(A, \lambda) := A \oplus A,$$

and defining multiplication by

$$(x, y)(u, v) = (xu + \lambda \sigma(v)y, vx + y\sigma(u)),$$

for all $x, y, u, v \in A$. We extend the involution on $A$ to $\text{Cay}(A, \lambda)$ by setting

$$\sigma(x, y) := (\sigma(x), -y),$$

for all $x, y \in A$. If the involution on $A$ is such that the norm $N_A(x) := x\sigma(x) \in F1$ and trace $Tr_A(x) := x + \sigma(x) \in F1$, then we can extend these maps to $\text{Cay}(A, \lambda)$ by setting

$$N(x, y) := N_A(x) - \lambda N_A(y) \in F1, \quad \text{and} \quad Tr(x, y) := Tr_A(x) \in F1,$$

for all $x, y \in A$. The algebra $\text{Cay}(A, \lambda)$ is clearly twice the dimension of $A$ and has unit $1 = (1, 0)$. It also contains $A$ as a subalgebra. If $A$ is an associative composition algebra then $\text{Cay}(A, \lambda)$ is a composition algebra, but it is not necessarily associative.

**Remark 2.3.2.** If $A$ is a quadratic separable field extension of $F$ and $\sigma$ is the non-trivial automorphism of $A$ then, by choosing the basis $1 = (1, 0)$ and $z = (0, 1)$ of $\text{Cay}(A, \lambda)$, it is easy to see that $\text{Cay}(A, \lambda)$ is the cyclic algebra $(A/F, \sigma, \lambda)$ of degree 2, i.e., a quaternion algebra.
Example 2.3.3. Let $F$ be a field of characteristic not 2. We assume that the involution $\sigma$ is the trivial map, $x \mapsto x$, on $F$. Picking $\lambda_1 \in F$ and setting $L := \text{Cay}(F, \lambda_1)$, we see that $L$ is a 2-dimensional $F$ algebra, which is a field if $\lambda_1$ is not a square in $F$, otherwise, $L$ is said to be split and is isomorphic to $F \times F$. Choosing another scalar $\lambda_2 \in F$ and repeating the process we get $Q := \text{Cay}(L, \lambda_2)$. This is a quaternion algebra and is division if $L$ is a field and $\lambda_2 \neq N_L(x)$ for any $x \in L$. If $\lambda_2 = N_L(x)$ for some $x \in L$, then $Q$ is a split quaternion algebra, i.e., it is isomorphic to $\text{Mat}_2(F)$. We can repeat the process again with another scalar $\lambda_3 \in F$ to get $O := \text{Cay}(Q, \lambda_3)$, which is an octonion algebra. Octonion algebras are not associative but they are alternative, i.e., $(xx)y = x(xy)$ and $y(xx) = (yx)x$ for all $x, y \in O$. $O$ is a division algebra if $Q$ is division and $\lambda_3 \neq N_Q(q)$ for any $q \in Q$, otherwise it is also called split. Each of these algebras is a composition algebra with the quadratic form inherited in the Cayley-Dickson process.

One can repeatedly apply the Cayley-Dickson process to get an infinite sequence of algebras, each twice the dimension of the previous one. However, after applying the process to an octonion algebra, the quadratic form on the resulting algebra no longer permits composition. It is a remarkable fact that all composition algebras over a field $F$ of characteristic unequal to 2, can be constructed using the Cayley-Dickson process in this manner and, therefore, composition algebras can only be of dimensions 1, 2, 4 or 8. For more details on the Cayley-Dickson process and composition algebras, we refer the reader to [30, §33].

2.4 The First Tits Construction

In Jacobson’s book [23], the author mentions two constructions for cubic Jordan algebras, communicated to him by Jacques Tits. The so-called first and second Tits constructions can be used to construct all degree-3 Jordan algebras over fields. The first Tits construction can be thought of as analogous to the Cayley-Dickson process and we give a generalisation of it in Chapter
Let $F$ be a field of characteristic not 2. A *Jordan algebra*, $J$, over $F$ is an algebra with bilinear product denoted $x \bullet y$, satisfying
\[
x \bullet y = y \bullet x,
\]
\[
(x^2 \bullet y) \bullet x = x^2 \bullet (y \bullet x),
\]
for all $x,y \in J$. For an associative algebra $A$ over $F$, we denote by $A^+$ the algebra which has the same vector-space structure as $A$, but with new product
\[
x \bullet y := \frac{1}{2}(xy + yx),
\]
for all $x,y \in A$. This product satisfies the two identities above and, therefore, $A^+$ is a Jordan algebra.

Any Jordan algebra $J$, which is a subalgebra of $A^+$, for some associative algebra $A$, is called a *special* Jordan algebra, otherwise $J$ is called *exceptional*. It turns out that the only exceptional Jordan algebras are the 27-dimensional Albert algebras. The details of this fact are not relevant to this work, however, for an excellent historical survey and introduction to Jordan algebras we refer the reader to McCrimmon’s book [38]. For the purposes of this thesis, the following definition will suffice.

**Definition 2.4.1.** An *Albert Algebra* is a 27-dimensional, exceptional Jordan algebra.

Albert algebras can be built from certain 9-dimensional, associative cubic algebras via the first Tits construction in a similar manner to how octonion algebras can be built from quaternion algebras via the Cayley-Dickson process.

**Definition 2.4.2.** Let $A$ be a unital associative algebra over a field $F$ of characteristic not 2 or 3. A *cubic norm form* on $A$ is a map $N_A : A \to F$ such that $N_A(\alpha x) = \alpha^3 N_A(x)$ for all $\alpha \in F$ and $x \in A$, and $N_A(1_A) = 1_F$, where $1_A$ and $1_F$ are the units in $A$ and $F$ respectively. We define linearisations
\(N_A(x; y)\) of the norm map by the directional derivative

\[N_A(x; y) := \partial_y N_A |_x,\]

in the direction of \(y\), evaluated at \(x\). This map is quadratic in \(x\) and linear in \(y\) and linearises to the trilinear map

\[N_A(x, y, z) := N_A(x + z; y) - N_A(x; y) - N_A(z; y),\]

for all \(x, y, z \in A\). \(N_A(x, y, z)\) is symmetric in all three variables.

The main ingredient of the first Tits construction is an associative algebra with a cubic norm form. We also require that the algebra be of degree 3. This definition is as follows.

**Definition 2.4.3.** Let \(A\) be a unital associative algebra with a cubic norm form \(N_A\). We define

\[
\begin{align*}
Tr_A(x) & := N_A(1; x), \\
Tr_A(x, y) & := T_A(x)T_A(y) - N_A(1, x, y), \\
S_A(x) & := N_A(x; 1),
\end{align*}
\]

for all \(x, y \in A\). Since \(N_A(1) = 1\), we have \(Tr_A(1) = S_A(1) = 3\). We also define an adjoint map, \(\sharp : A \rightarrow A\), by

\[
x^\sharp := x^2 - Tr_A(x)x + S_A(x)1,
\]

for all \(x \in A\). We say \(A\) is of degree 3 over \(F\) if the following identities hold in all scalar extensions.

\[
\begin{align*}
x^3 - Tr_A(x)x^2 + S_A(x) - N_A(x)1 & = 0, \\
Tr_A(x^\sharp, y) & = N_A(x; y), \\
Tr_A(x, y) & = T_A(xy),
\end{align*}
\]

for all \(x, y \in A\).

As a consequence (see [RS, §II.4.5]) these algebras satisfy the adjoint identity:

\[(x^\sharp)^\sharp = N_A(x)x.\]
The first Tits Construction can be defined in an explicit manner as follows: let $F$ be a field of characteristic not 2 or 3 and let $A$ be an associative $F$-algebra of degree 3 with cubic norm form $N_A$. Pick an invertible scalar $\mu \in F^\times$. Define

$$J(A, \mu) := A \oplus A \oplus A,$$

with multiplication given by

$$(x_0, x_1, x_2) \cdot (y_0, y_1, y_2) = (x_0 \cdot y_0 + x_1y_2 + x_2y_1, \overline{x_0y_1} + \overline{y_0x_1} + \mu^{-1}(x_2 \times y_2), \overline{x_0y_2} + \overline{y_0x_2} + \mu(x_1 \times y_1)),$$  \hspace{1cm} (2.1)

where

$$x \cdot y = \frac{1}{2}(xy + yx),$$

$$\overline{x} = \frac{1}{2}(\text{Tr}_A(x) - x),$$

and

$$x \times y = x \cdot y - \frac{1}{2}\text{Tr}_A(x)y - \frac{1}{2}\text{Tr}_A(y)x + \frac{1}{2}(\text{Tr}_A(x)\text{Tr}_A(y) - \text{Tr}_A(x \cdot y)),$$

for all $x, y, x_i, y_i \in A$ \cite{39, §39} or \cite{42, p. 15}).

The resulting algebra $J = J(A, \mu)$ is a Jordan algebra of dimension $3n$, where $n = \dim_F A$. Given any central simple algebra $A$ of degree 3 and any scalar $\mu \in F^\times$, the first Tits construction $J = J(A, \mu)$ is a 27-dimensional Jordan algebra. It can be shown to be exceptional and, therefore, $J$ is an Albert algebra. For more details on these constructions and their significance in Jordan theory see \cite{23, Ch. IX §12} or \cite{38, §II.4].

### 2.5 Nonassociative Quaternion Algebras

In this section we will define the construction which was the inspiration for this thesis. Although nonassociative quaternions were studied by Dickson \cite{18} and later by Althoen, Hansen and Kugler \cite{4} over the reals, the first
systematic study of them was by Waterhouse in [56]. Waterhouse gave the following definition of a nonassociative quaternion algebra.

**Definition 2.5.1.** An *nonassociative quaternion algebra* is a unital, 4-dimensional $F$-algebra whose nucleus is equal to a quadratic separable field extension $L/F$.

Starting from this definition, Waterhouse was able to give a more explicit characterisation of these algebras.

**Theorem 2.5.2.** Let $F$ be a field and $L/F$ be a quadratic separable field extension of $F$ with non-trivial automorphism $\sigma$. Nonassociative quaternion algebras are precisely the algebras which have the vector-space structure

$$L \oplus Lz,$$

and multiplication defined by

$$(x_0 + x_1 z)(y_0 + y_1 z) = (x_0y_0 + ax_1\sigma(y_1)) + (x_0y_1 + x_1\sigma(y_0))z,$$

for all $x_i, y_i \in L$ and where $a \in L \setminus F$.

This characterisation is almost identical to the definition of the Cayley-Dickson doubling process for a quadratic separable field extension used to construct an associative quaternion algebra. The only difference here is that the element $a$ in the definition of multiplication belongs to the larger field $L$, rather than to $F$. We will thus denote the nonassociative quaternion algebra built from the field extension $L/F$ with multiplication given by (2.2) by $(L/F, \sigma, a)$. For reference we recall the main facts about nonassociative quaternion algebras; all proofs can be found in [56].

**Theorem 2.5.3.** Let $L/F$ be a quadratic separable field extension with non-trivial automorphism $\sigma$. For all $a \in L \setminus F$, the nonassociative quaternion algebra $(L/F, \sigma, a)$ is a division algebra.

**Theorem 2.5.4.** Let $A = (L/F, \sigma, a)$ and $B = (L'/F, \sigma', b)$ be nonassociative quaternion algebras over $F$. Then
(i) $A \cong B$ only if $L \cong L'$.

(ii) If $L = L'$ then $A \cong B$ if and only if $a = N_{L/F}(l)b$ or $\sigma(a) = N_{L/F}(l)b$ for some $l \in L$. Every $l \in L$ yields a unique isomorphism from $A$ to $B$ given by

$$x_0 + x_1z \mapsto x_0 + x_1lz \quad \text{or} \quad x_0 + x_1z \mapsto \sigma(x_0) + \sigma(x_1)lz.$$

**Corollary 2.5.5.** Let $A = (L/F, \sigma, a)$ be a nonassociative quaternion algebra. For every $l \in L$ such that $N_{L/F}(l) = 1$, the map

$$x_0 + x_1z \mapsto x_0 + x_1lz$$

is an automorphism of $A$. These are the only automorphisms of $A$ unless there exists an element $l' \in L$, such that $\sigma(a) = N_{L/F}(l')a$. In this case the map

$$x_0 + x_1z \mapsto \sigma(x_0) + \sigma(x_1)l'z$$

is also an automorphism.

**Theorem 2.5.6.** Let $A = (L/F, \sigma, a)$ be a nonassociative quaternion algebra. The derivations of $A$ consist of all maps of the form

$$\delta(x_0 + x_1z) = cx_1z,$$

where $c \in L$ is such that $c + \sigma(c) = 0$. 
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Chapter 3

Nonassociative Cyclic Algebras

The construction of nonassociative quaternion algebras, mentioned at the end of Chapter 2, has two obvious generalisations. Firstly, since octonion algebras can be constructed using the Cayley-Dickson process in a similar manner to quaternion algebras, one could double an associative quaternion algebra $Q$ but now take the scalar $\lambda$, used in the Cayley-Dickson process, to be an element of $Q$ outside of $F$. This generalisation has been studied by Pumplün in [45] and gives new examples of division algebras, including some over the reals.

On the other hand, quaternion algebras are cyclic algebras of degree 2 so modifying the construction of cyclic algebras given in Chapter 2, Definition 2.2.1 is another possible generalisation of Waterhouse’s work. In this chapter we do just that, defining nonassociative cyclic algebras.

3.1 Cubic Nonassociative Cyclic Algebras

Let $L/F$ be a cubic cyclic field extension with Galois group $\{\text{Id}, \sigma, \sigma^2\}$. Pick an element $a \in L \setminus F$ and define the cubic nonassociative cyclic algebra $(L/F, \sigma, a)$ to be the 3-dimensional, left $L$-vector space

$$(L/F, \sigma, a) := L1 \oplus Lz \oplus Lz^2$$
with basis $1, z, z^2$. For two elements $x = x_0 + x_1 z + x_2 z^2$ and $y = y_0 + y_1 z + y_2 z^2$ of $(L/F, \sigma, a)$, their product $xy$ is defined by

$$xy = (x_0 y_0 + x_1 \sigma(y_2) a + x_2 \sigma^2(y_1) a) + (x_0 y_1 + x_1 \sigma(y_0) + x_2 \sigma^2(y_2)a) z + (x_0 y_2 + x_1 \sigma(y_1) + x_2 \sigma^2(y_0)) z^2.$$ 

$(L/F, \sigma, a)$ is a nine-dimensional, unital $F$-algebra with unit $1_L$.

Note that from this definition we get

$$zl = \sigma(l) z \text{ for all } l \in L,$$

$$z^2 z = a$$

and

$$zz^2 = a.$$ 

In particular, $z^3$ is well defined and hence all conditions defining the multiplication in classical cyclic algebras also hold in this setting.

However, this multiplication is not associative, in fact it is not even fourth-power associative. For example

$$(zz^2)z = z^3 z = az,$$

but on the other hand

$$z(z^2 z) = zz^3 = za = \sigma(a) z.$$ 

These two expressions are not equal since $\sigma(a) \neq a$.

**Proposition 3.1.1.** Let $A = (L/F, \sigma, a)$ be a cubic nonassociative cyclic algebra. Then $Nuc_l(A) = Nuc_r(A) = Nuc_m(A) = L$, hence $Nuc(A) = L$.

**Proof.** Here we show $Nuc_r(A) = L$, the other equalities are proved similarly. Let $x = x_0 + x_1 z + x_2 z^2$ and $y = y_0 + y_1 z + y_2 z^2$ be elements of $A$ and let $l \in L$. From the definition of multiplication in $A$ we can see

$$(xy)l = (x_0 y_0 l + x_1 \sigma(y_2) al + x_2 \sigma^2(y_1) al) + (x_0 y_1 \sigma(l) + x_1 \sigma(y_0) \sigma(l) + x_2 \sigma^2(y_2)a \sigma(l)) z + (x_0 y_2 \sigma^2(l) + x_1 \sigma(y_1) \sigma^2(l) + x_2 \sigma^2(y_0) \sigma^2(l)) z^2,$$
whereas $y_l = y_0 l + y_1 \sigma(l) z + y_2 \sigma^2(l) z^2$, so

$$
x(y_l) = (x_0 y_0 l + x_1 \sigma(y_2 \sigma^2(l)) a + x_2 \sigma^2(y_1 \sigma(l)) a)
+ (x_0 y_1 \sigma(l) + x_1 \sigma(y_0 l) + x_2 \sigma^2(y_2 \sigma^2(l)) a) z
+ (x_0 y_2 \sigma^2(l) + x_1 \sigma(y_1 \sigma(l)) + x_2 \sigma^2(y_0 l)) z^2.
$$

Multiplying out the powers of $\sigma$ shows that $(xy)_l = x(y_l)$ for all $x, y \in A$ and $l \in L$. Hence $L \subseteq Nuc_r(A)$.

Conversely, suppose that $x = x_0 + x_1 z + x_2 z^2 \in Nuc_r(A)$. Then we should have $(zz^2)x = z(z^2 x)$, however

$$(zz^2)x = ax = ax_0 + ax_1 z + ax_2 z^2,$$

whereas

$$z(z^2 x) = z(\sigma^2(x_0) z^2 + \sigma^2(x_1) a + \sigma^2(x_2) a) z = x_0 a + x_1 \sigma(a) z + x_2 \sigma(a) z^2.$$

If we compare coefficients we see that these two expressions can only be equal if $x_1 = x_2 = 0$ since $a \neq \sigma(a)$. In other words $x = x_0 \in L$. Hence $Nuc_r(A) \subseteq L$ and so $Nuc_r(A) = L$.

\[ \square \]

**Proposition 3.1.2.** Let $A = (L/F, \sigma, a)$ be a cubic nonassociative cyclic algebra, then $\text{Comm}(A) = F$. Hence $Z(A) = F$.

\begin{proof}
Let $x = x_0 + x_1 z + x_2 z^2 \in A$ and let $k \in F$. Then

$$xk = x_0 k + x_1 \sigma(k) z + x_2 \sigma^2(k) z^2 = k x_0 + k x_1 z + k x_2 z^2 = k x$$

since $\sigma(k) = k$ for all $k \in F$. Therefore $F \subseteq \text{Comm}(A)$.

Conversely, suppose $x \in \text{Comm}(A)$ and let $l \in L \setminus F$ be nonzero. We should have $xl = lx$, however,

$$lx = lx_0 + lx_1 z + lx_2 z^2,$$
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whereas
\[ xl = x_0 l + x_1 \sigma(l) z + x_2 \sigma^2(l) z^2. \]

For the same reasons as in the proof of the previous proposition, this shows that \( x_1 = x_2 = 0 \) and hence \( x = x_0 \in L \). Moreover, we should also have \( x_0 z = z x_0 = \sigma(x_0) z \), but this is true if and only if \( x_0 \in F \). Therefore \( \text{Comm}(A) \subseteq F \) so we get the first claim. The center of \( A \), being the intersection of \( \text{Comm}(A) \) and \( \text{Nuc}(A) \), is also \( F \).

Our main result is the following:

**Theorem 3.1.3.** For any \( a \in L \setminus F \) the cubic nonassociative cyclic algebra \((L/F, \sigma, a)\) is a division algebra.

**Proof.** Write an element \( x_0 + x_1 z + x_2 z^2 \in (L/F, \sigma, a) \), with \( x_i \in L \), as \((x_0, x_1, x_2)\). Then it is easy to see that the multiplication \((x_0, x_1, x_2)(y_0, y_1, y_2)\) can be described by

\[
(x_0, x_1, x_2) \begin{pmatrix} y_0 & y_1 & y_2 \\ a \sigma(y_2) & \sigma(y_0) & \sigma(y_1) \\ a \sigma^2(y_1) & a \sigma^2(y_2) & \sigma^2(y_0) \end{pmatrix},
\]

where this product is ordinary matrix multiplication. Denote the \( 3 \times 3 \) matrix given above by \( R_y \) where \( y \) is the element \((y_0, y_1, y_2)\).

Suppose
\[ xy = (x_0, x_1, x_2)(y_0, y_1, y_2) = 0 \]
for some nonzero \( x \) and \( y \) in \((L/F, \sigma, a)\), i.e.

\[
(x_0, x_1, x_2) \begin{pmatrix} y_0 & y_1 & y_2 \\ a \sigma(y_2) & \sigma(y_0) & \sigma(y_1) \\ a \sigma^2(y_1) & a \sigma^2(y_2) & \sigma^2(y_0) \end{pmatrix} = (0, 0, 0).
\]

Elementary linear algebra tells us that if \( \text{Det}(R_y) \neq 0 \) then this implies \( x_0 = x_1 = x_2 = 0 \). Now

\[
\text{Det}(R_y) = N_{L/F}(y_0) + a N_{L/F}(y_1) + a^2 N_{L/F}(y_2) - a Tr_{L/F}(y_0 \sigma(y_1) \sigma^2(y_2)),
\]
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where $N_{L/F}$ and $Tr_{L/F}$ are the field norm and trace, respectively. The elements $1, a$ and $a^2$ are linearly independent over $F$ and all norms and traces belong to $F$, so if $\text{Det}(R_y) = 0$ then $N_{L/F}(y_0) = N_{L/F}(y_2) = 0$. This implies that $y_0 = y_2 = 0$ since field norms are anisotropic. In turn, this gives $y_1 = 0$ and so $y = 0$. We conclude that $(L/F, \sigma, a)$ contains no zero divisors.

We can also classify these algebras up to isomorphism.

**Proposition 3.1.4.** Let $A = (L/F, \sigma, a) = L \oplus Lz \oplus Lz^2$ and $B = (L'/F, \sigma', b) = L' \oplus L'u \oplus L'u^2$ be cubic nonassociative cyclic algebras over $F$. Then

(i) $A \cong B$ only if $L \cong L'$.

(ii) If $L = L'$ then $A \cong B$ if and only if $\sigma^i(a) = N_{L/F}(l)b$ for some $i \in \{0, 1, 2\}$ and $l \in L$. Every $l \in L$ yields a unique isomorphism from $A$ to $B$ given by

$$(x_0 + x_1z + x_2z^2) \mapsto (\sigma^i(x_0) + \sigma^i(x_1)lu + \sigma^i(x_2)\sigma(l)u^2).$$

**Proof.** The first claim is clear since any isomorphism must preserve the nucleus. For (ii), let $f : A \to B$ be an isomorphism. We must have $f(L) = L$ so $f|_L$ is an $F$-automorphism and hence $f|_L \in \{\text{Id, } \sigma, \sigma^2\}$. Suppose that $f|_L = \sigma^i$ for $i \in \{0, 1, 2\}$, and $f(z) = l_0 + l_1u + l_2u^2$ for some $l_i \in L$. Then, for every $m \in L$, we have

$$f(z)f(m) = l_0\sigma^i(m) + l_1\sigma^{i+1}(m)u + l_2\sigma^{i+2}(m)u^2,$$

where the indices of $\sigma$ are read modulo 3. Also we get

$$f(zm) = f(\sigma(m)z) = \sigma^{i+1}(m)l_0 + \sigma^{i+1}(m)l_1u + \sigma^{i+1}(m)l_2u^2,$$

where indices are read modulo 3 as well. Comparing coefficients we see that $f(z)f(m) = f(zm)$ for all $m \in L$ if and only if $l_0 = l_2 = 0$. Hence $f(z) = lz$ for some $l \in L$. Finally, we get that

$$\sigma^i(a) = f(a) = f(z^3) = (lu)^3 = l\sigma(l)\sigma^2(l)u^3 = N_{L/F}(l)b.$$
For ease of notation when showing these maps give isomorphisms we will assume $f\big|_L = \text{Id}$ so $f(x_0 + x_1z + x_2z^2) = (x_0 + x_1lu + x_2\sigma(l)u^2)$. The other maps are exactly the same except with the appropriate power of $\sigma$ inserted. It is clear that such maps are bijective and $F$-linear. Suppose $x = x_0 + x_1z + x_2z^2$ and $y = y_0 + y_1z + y_2z^2$ are elements of $A$. Then using the definition of the multiplication we have

$$f(xy) = (x_0y_0 + x_1\sigma(y_2)a + x_2\sigma^2(y_1)a)$$
$$+ (x_0y_1 + x_1\sigma(y_0) + x_2\sigma^2(y_2)a)lu$$
$$+ (x_0y_2 + x_1\sigma(y_1) + x_2\sigma^2(y_0))l\sigma(l)u^2.$$

Similarly, we calculate

$$f(x)f(y) = (x_0 + x_1lu + x_2\sigma(l)u^2)(y_0 + y_1lu + y_2\sigma(l)u^2)$$
$$= (x_0y_0 + x_1l\sigma(y_2)\sigma(l)\sigma^2(l)b + x_2l\sigma(l)\sigma^2(y_1)\sigma^2(l)b)$$
$$+ (x_0y_1 + x_1l\sigma(y_0)) + x_2l\sigma(l)\sigma^2(y_2)\sigma^2(l)b)lu$$
$$+ (x_0y_2l\sigma(l) + x_1l\sigma(y_1)\sigma(l) + x_2l\sigma(l)\sigma^2(y_0))u^2$$
$$= (x_0y_0 + x_1\sigma(y_2)N_{L/F}(l)b + x_2\sigma^2(y_1)N_{L/F}(l)b)$$
$$+ (x_0y_1 + x_1\sigma(y_0) + x_2\sigma^2(y_2)N_{L/F}(l)b)lu$$
$$+ (x_0y_2 + x_1\sigma(y_1) + x_2\sigma^2(y_0))l\sigma(l)u^2.$$

Hence $f(xy) = f(x)f(y)$ since $a = N_{L/F}(l)b$. \hfill \Box

**Corollary 3.1.5.** Let $A = (L/F, \sigma, a)$ be a cubic nonassociative cyclic algebra. For every $l \in L$ such that $N_{L/F}(l) = 1$, the map

$$(x_0 + x_1z + x_2z^2) \mapsto (x_0 + x_1lz + x_2l\sigma(l)z^2)$$

is an automorphism of $A$. These are the only automorphisms of $A$ unless there exists an element $l' \in L$, such that $\sigma^i(a) = N_{L/F}(l')a$ for $i = 1$ or 2. In this case the map

$$(x_0 + x_1z + x_2z^2) \mapsto (\sigma^i(x_0) + \sigma^i(x_1)l'z + \sigma^i(x_2)l'\sigma(l')z^2)$$

is also an automorphism.
Proof. An automorphism \( f \) of \( A \) can have three possible actions on the field \( L \); either \( f|_L = \text{Id} \), \( f|_L = \sigma \) or \( f|_L = \sigma^2 \). If \( f|_L = \text{Id} \), then by Proposition 3.1.4, \( a = N_{L/F}(l)a \) for some \( l \in L \), whence \( N_{L/F}(l) = 1 \). If \( f|_L \) is either of the other two possibilities then Proposition 3.1.4 again gives the required condition.

Corollary 3.1.6. Consider \( N_{L/F} \) as a group homomorphism from \( L^\times \) to \( F^\times \). Then \( \text{Ker}(N_{L/K}) \) is isomorphic to a subgroup of the automorphism group of \((L/F,\sigma,a)\).

Recall that a derivation of an \( F \)-algebra \( A \) is an \( F \)-linear map \( \delta \) which satisfies the Leibniz rule:

\[
\delta(xy) = \delta(x)y + x\delta(y),
\]

for all \( x, y \in A \). If \( A \) is an associative algebra then for any \( c \in A \), the map

\[
\delta_c : x \mapsto cx - xc,
\]

for all \( x \in A \), is a derivation. The set of all such maps forms an important subclass of derivations of \( A \) known as inner derivations. If \( A \) is not associative then the map \( \delta_c \) is not necessarily a derivation. However, the following lemma shows one case in which it is.

Lemma 3.1.7. Let \( A \) be a nonassociative \( F \)-algebra and suppose that \( c \in \text{Nuc}(A) \). The map \( \delta_c \) is a derivation of \( A \).

Proof. For \( x, y \in A \), we have

\[
\delta_c(xy) = c(xy) - (xy)c \\
= (cx)y - x yc \\
= (cx)y - (xc)y + x(cy) - x yc \\
= \delta_c(x)y + x\delta_c(y),
\]

as required.
Theorem 3.1.8. Let \( A = (L/F, \sigma, a) \) be a cubic nonassociative cyclic algebra and let \( c \in L \). The map
\[
x_0 + x_1z + x_2z^2 \mapsto (c - \sigma(c))x_1z + (c - \sigma^2(c))x_2z^2
\]
is a derivation of \( A \). If \( F \) is not of characteristic 2, these are all the derivations.

Proof. It is easy to see that
\[
x_0 + x_1z + x_2z^2 \mapsto (c - \sigma(c))x_1z + (c - \sigma^2(c))x_2z^2
\]
is simply the map \( \delta_c(x) = cx - xc \) which is a derivation for this algebra by the previous lemma. For the second claim, suppose \( \text{char} F \neq 2 \). Let \( A = (L/F, \sigma, a) \) be a cubic nonassociative cyclic algebra and let \( \delta \) be a derivation of \( A \). Suppose that \( \delta(l) = l_0 + l_1z + l_2z^2 \) for every \( l \in L \). We claim that \( l_0 = 0 \); suppose also that \( \delta(m) = m_0 + m_1z + m_2z^2 \). Then consider the map \( \delta' \) sending each \( l \in L \) to the first component of \( \delta(l) \), i.e., \( l_0 \) in this case. Then
\[
\delta(lm) = l\delta(m) + \delta(l)m
\]
\[
= lm_0 + lm_1z + lm_2z^2 + l_0m + l_1\sigma(m)z + l_2\sigma^2(m)z^2.
\]
Hence
\[
\delta'(lm) = lm_0 + l_0m = l\delta'(m) + \delta'(l)m.
\]
So \( \delta' \) is an \( F \)-derivation of the separable \( F \)-algebra \( L \). It is known that all derivations of separable algebras are inner ([21]) and since \( L \) is a commutative algebra this means that \( \delta' \) must be zero. So
\[
\delta(l) = l_1z + l_2z^2, \tag{3.1}
\]
for all \( l \in L \). Now let
\[
\delta(a) = sz + tz^2 \tag{3.2}
\]
and suppose that
\[
\delta(z) = u + vz + wz^2. \tag{3.3}
\]
Then \( \delta(z^2) = z\delta(z) + \delta(z)z \) and we get

\[
\delta(z^2) = (w + \sigma(w))a + (u + \sigma(u))z + (v + \sigma(v))z^2. \tag{3.4}
\]

In \( A \) we have \( a = z^3 = z^2z = z^2z^2 \), so again using the Leibniz property of derivations: \( \delta(z^2z) = z^2\delta(z) + \delta(z^2)z \) and \( \delta(zz^2) = z\delta(z^2) + \delta(z)z^2 \), we obtain

\[
\delta(z^2z) = (v + \sigma(v) + \sigma^2(v))a + (w + \sigma(w) + \sigma^2(w))az \\
+ (u + \sigma(u) + \sigma^2(u))z^2, \tag{3.5}
\]

whereas

\[
\delta(zz^2) = (v + \sigma(v) + \sigma^2(v))a + (w + \sigma(w) + \sigma^2(w))z^2a + (u + \sigma(u) + \sigma^2(u))z^2. \tag{3.6}
\]

Comparing the \( z \) terms of (3.5) and (3.6) gives

\[
wa + (\sigma(w) + \sigma^2(w))a = wa + (\sigma(w) + \sigma^2(w))\sigma(a). \]

Since \( a \neq \sigma(a) \), this implies \( \sigma(w) + \sigma^2(w) = 0 \). Applying \( N_{L/F} \) we get that \( N_{L/F}(w) = -N_{L/F}(w) \) and, since \( F \) has characteristic unequal to 2, we must have \( w = 0 \). If \( Tr \) denotes the field trace from \( L \) to \( F \), then comparing with (3.2) shows that \( s = 0 \) and \( Tr(v)a = 0 \), which means \( Tr(v) = 0 \). Comparing the \( z^2 \) terms of (3.2) and (3.5) tells us that \( t = Tr(u) \), therefore we have the identities

\[
\delta(a) = tz^2 = Tr(u)z^2, \\
\delta(z) = u + vz, \\
\delta(z^2) = (u + \sigma(u))z + (v + \sigma(v))z^2.
\]

Using these simplifications we calculate

\[
\delta(az) = a(u + Tr(u)) + avz. \tag{3.7}
\]

Then, using this and the fact \( \delta((az)z^2) = az\delta(z^2) + \delta(az)z^2 \), yields

\[
\delta((az)z^2) = a^2(Tr(v)) + (aTr(u) + aTr(u))z^2. \tag{3.8}
\]
On the other hand, we know \( \delta((az)^2) = \delta(aa) = \delta(a) + \delta(a)a \), so

\[
\delta((az)^2) = \delta(aa) = (a Tr(u) + \sigma^2(a) Tr(u)) z^2. \tag{3.9}
\]

Comparing the \( z^2 \) term of (3.8) and (3.9) shows that \( a Tr(u) = \sigma^2(a) Tr(u) \), which implies that \( Tr(u) = 0 \) and hence \( \delta(a) = Tr(u) z^2 = 0 \). Now \( \delta(a) = 0 \) implies that \( \delta(l) = 0 \) for all \( l \in L \), since by (3.1) we may assume \( \delta(l) = l_1 z + l_2 z^2 \). Consider

\[
\delta(al) = \delta(a) l + a \delta(l) = 0 + a l_1 z + a l_2 z^2
\]

whereas

\[
\delta(la) = \delta(l) a + l \delta(a) = l_1 \sigma(a) z + l_2 \sigma^2(a) z^2 + 0.
\]

Since \( a \) and \( l \) commute, these should be equal, thus \( l_1 = l_2 = 0 \) so \( \delta(l) = 0 \) for all \( l \in L \). In particular, \( \delta(\sigma(a)) = 0 \). Then

\[
\delta(za) = \delta(z) a + z \delta(a) = u a + v \sigma(a) z + 0,
\]

however,

\[
\delta(\sigma(a) z) = \delta(\sigma(a)) z + \sigma(a) \delta(z) = 0 + \sigma(a) u + \sigma(a) vz.
\]

Comparing terms shows us that \( u = 0 \) and we conclude \( \delta(z) = vz \) and \( \delta(z^2) = (v + \sigma(v))^2 z^2 \). Hence

\[
\delta(x_0 + x_1 z + x_2 z^2) = x_1 vz + x_2 (v + \sigma(v)) z^2.
\]

Finally, to see that this map is of the form described in the theorem recall that any \( v \) of trace zero is of the form \( c - \sigma(c) \) for some \( c \in L \), then

\[
v + \sigma(v) = c - \sigma(c) + \sigma(c) - \sigma^2(c) = c - \sigma^2(c)
\]

as required. \( \square \)
3.2 General Nonassociative Cyclic Algebras

A natural generalisation for the above construction is to consider cyclic field extensions of higher degree and define a nonassociative cyclic algebra of degree \( n \). Let \( L/F \) be a cyclic field extension of degree \( n \) with Galois group generated by the automorphism \( \sigma \). Pick an element \( a \in L \setminus F \) and define \( (L/F, \sigma, a) \) to be the \( n \)-dimensional left \( L \)-vector space

\[
(L/F, \sigma, a) := \bigoplus_{i=0}^{n-1} Lz^i,
\]

with basis \( \{1 := z^0, z, \ldots, z^{n-1}\} \), where the \( z^i \) are formal symbols. We define a multiplication on elements \( lz^i \) and \( mz^j \) for \( l, m \in L, 0 \leq i, j < n \), by

\[
(lz^i)(mz^j) = \begin{cases} 
\sigma^i(m)z^{i+j} & \text{if } i + j < n \\
\sigma^i(m)az^{(i+j)-n} & \text{if } i + j \geq n
\end{cases}
\]

and then extend it linearly to all of \( (L/F, \sigma, a) \). We say that the above algebra is a nonassociative cyclic algebra of degree \( n \).

**Remarks 3.2.1.**

(i) The definition of the multiplication implies that

\[
zl = \sigma(l)z
\]

for all \( l \in L \). Moreover, for all \( i, j \) such that \( i + j = n \), we have

\[
z^iz^j = a.
\]

Putting \( z^n := a \) gives us the two conditions which define the multiplication in the classical case.

(ii) When \( n = 2 \) this construction is simply that of a nonassociative quaternion algebra and when \( n = 3 \) the definition is the same as in the cubic case from the previous section.

(iii) A nonassociative cyclic algebra of degree \( n \) is not \((n + 1)\)th power associative since \((z^{n-1}z)z = az\) and \(z(z^{n-1}z) = za = \sigma(a)z\), which are not equal since \( a \in L \setminus F \).
(iv) It should be noted that these algebras are not of degree \( n \) themselves. The ‘degree \( n \)' in the name refers only to the field extension used to construct the algebra.

Let \( A := (L/F, \sigma, a) \) be a nonassociative cyclic algebra of degree \( n \). The calculation of the nuclei is slightly different than in the cubic case and, in fact, the size of the left nucleus depends on whether \( a \) belongs to a proper subfield of \( L \) or not.

**Proposition 3.2.2.** For any \( a \in L \setminus F \), \( Nuc_r(A) = Nuc_m(A) = L \).

**Proof.** We begin with \( Nuc_r(A) \). By the distributivity of the multiplication in \( A \) is is enough to check associativity for elements \( xz^i \) and \( yz^j \) and \( l \) where \( x, y \) and \( l \in L \) and \( 0 \leq i, j \leq n - 1 \). We have

\[
((xz^i)(yz^j))l = \begin{cases} x\sigma^i(y)\sigma^{i+j}(l)z^{i+j} & \text{if } i + j < n \\ x\sigma^i(y)az^{(i+j)-n}(l)z^{(i+j)-n} & \text{if } i + j \geq n, \end{cases}
\]

whereas

\[
(xz^i)((yz^j)l) = (xz^i)(y\sigma^j(l)z^j) = \begin{cases} x\sigma^i(y)\sigma^{i+j}(l)z^{i+j} & \text{if } i + j < n \\ x\sigma^i(y)\sigma^{(i+j)-n}(l)az^{(i+j)-n} & \text{if } i + j \geq n. \end{cases}
\]

These are both equal so \( L \subseteq Nuc_r(A) \).

Conversely, let \( w = \sum_{i=0}^{n-1} w_i z^i \) be an element of the right nucleus and suppose that \( w_k \neq 0 \) for some \( k \geq 1 \). Then the \( z^k \)th term of the associator \([z, z^{n-1}, w]\) is

\[
(zz^{n-1})w_k z^k - z(z^{n-1}w_k z^k) = aw_k z^k - z(\sigma^{n-1}(w_k)a)z^{k-1}
\]

\[
= (aw_k - w_k \sigma(a))z^k,
\]

which is nonzero since \( \sigma(a) \neq a \) for all \( a \in L \setminus F \). Hence we must have \( w_i = 0 \) for all \( 1 \leq i \leq n - 1 \). Therefore \( w = w_0 \in L \).

For the middle nucleus we again consider elements \( xz^i \) and \( yz^j \) in \( A \) and \( l \in L \) where \( 0 \leq i, j \leq n - 1 \). We have

\[
((xz^i)l)(yz^j) = (x\sigma^i(l)z^i)(yz^j) = \begin{cases} (x\sigma^i(l)\sigma^i(y)z^{i+j}) & \text{if } i + j < n \\ x\sigma^i(l)\sigma^i(y)az^{(i+j)-n} & \text{if } i + j \geq n. \end{cases}
\]
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whereas

$$(xz^i)(lyz^j)) = (xz^i)(lyz^j) = \begin{cases} x\sigma^i(ly)z^{i+j} & \text{if } i+j < n \\ x\sigma^i(ly)az^{i+j-n} & \text{if } i+j \geq n. \end{cases}$$

These are both equal so $L \subseteq Nuc_m(A)$.

Conversely, let $w = \sum_{i=0}^{n-1} w_iz^i$ be an element of the middle nucleus and suppose that $w_k \neq 0$ for some $k \geq 1$. If $k \neq n-1$ then the $z$ term of the associator $[z, w, z^{n-k}]$ will be

$$(zw_kz^k)z^{n-k} - z(w_kz^kz^{n-k}) = (\sigma(w_k)z^{k+1})z^{n-k} - z(w_ka) = \sigma(w_k)az - \sigma(w_k)\sigma(a)z.$$ 

On the other hand, if $k = n-1$ then the $z$ term of the associator $[z, w, z^{n-k}] = [z, w, z]$ will be

$$(zw_{n-1}z^{n-1})z - z(w_{n-1}z^{n-1}z) = (\sigma(w_{n-1})a)z - z(w_{n-1}a) = \sigma(w_{n-1})az - \sigma(w_{n-1})\sigma(a)z.$$ 

In either case this will be nonzero since $\sigma(a) \neq a$ for all $a \in L \setminus F$. Hence we must have $w_i = 0$ for all $1 \leq i \leq n-1$. Therefore $w = w_0 \in L$.

The left nucleus of a nonassociative cyclic algebra depends on the choice of $a \in L \setminus F$. Recall that by the definition of $(L/F, \sigma, a)$ we cannot have $a \in F$. However, $a$ may belong to some proper subfield $E \subset L$. In this case there exists a proper subgroup $G_E$ of $Gal(L/F)$ such that for all $\tau \in G_E$ we have $\tau(a) = a$. Since $Gal(L/F)$ is a cyclic group, the subgroup $G_E$ is generated by some power of the generator of $Gal(L/F)$. If the generator of $Gal(L/F)$ is $\sigma$ then denote the generator of $G_E$ by $\sigma^s$ where $2 \leq s \leq n-1$.

**Proposition 3.2.3.** Let $A = (L/F, \sigma, a)$ then

$$Nuc_l(A) = L \oplus Lz^s \oplus Lz^{2s} \oplus \cdots \oplus Lz^{n-s}$$

where $s$ is such that $a$ is invariant under the subgroup $\langle \sigma^s \rangle$ of $Gal(L/F)$, i.e., $\sigma^{ks}(a) = a$ for all $k \in \mathbb{Z}$.
Proof. Again we check associativity for elements $wz^m, xz^i$ and $yz^j$ where $m = ks$, so $σ^m(a) = a$, and $0 ≤ m, i, j ≤ n − 1$. We have

$$wz^m((xz^i)(yz^j)) = \begin{cases} wz^m(xσ^i(y)z^{i+j}) & \text{if } i + j < n \\ wz^m(xσ^i(y)az^{(i+j)−n}) & \text{if } i + j ≥ n \end{cases}$$

$= \begin{cases} wσ^m(x)σ^{i+m}(y)z^{i+j+m} & \text{if } i + j + m < n \\ wσ^m(x)σ^{i+m}(y)az^{(i+j+m)−n} & \text{if } n ≤ i + j + m < 2n \\ wσ^m(x)σ^{i+m}(y)a^2z^{(i+j+m)−2n} & \text{if } i + j + m ≥ 2n, \end{cases}$

whereas

$$((wz^m)(xz^i))(yz^j) = \begin{cases} (wσ^m(x)z^{m+i})yz^j & \text{if } m + i < n \\ (wσ^m(x)az^{(m+i)−n})yz^j & \text{if } m + i ≥ n \end{cases}$$

$= \begin{cases} wσ^m(x)σ^{m+i}(y)z^{i+j+m} & \text{if } i + j + m < n \\ wσ^m(x)σ^{m+i}(y)az^{(i+j+m)−n} & \text{if } n ≤ i + j + m < 2n \\ wσ^m(x)σ^{m+i}(y)a^2z^{(i+j+m)−2n} & \text{if } i + j + m ≥ 2n. \end{cases}$

In any of the cases these terms are equal, so we have the inclusion

$$L ⊕ Lz^s ⊕ Lz^{2s} ⊕ ⋯ ⊕ Lz^{n−s} ⊆ Nuc_l(A).$$

Conversely, let $w = \sum_{i=0}^{n-1} w_i z^i$ be an element of the left nucleus and suppose that $w_k ≠ 0$ for some $k$ which is not a multiple of $s$. Then we have $σ^k(a) ≠ a$. The $z^k$ term of the associator $[w, z^{n−k}, z^k]$ is

$$((w_kz^k)z^{n−k})z^k − w_kz^k(z^kz^{n−k}) = w_k az^k − w_kz^k(a) = w_k az^k − w_kσ^k(a)z^k$$

which is not zero since $σ^k(a) ≠ a$. Thus the left nucleus of $A$ contains only the terms mentioned in the proposition.

**Corollary 3.2.4.** Let $A = (L/F, σ, a)$ and suppose that $a$ belongs to no proper subfield of $L$. Then $Nuc_l(A) = L$. 
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Proof. Since $a$ belongs to no proper subfield of $L$, the subgroup $G$ of $Gal(L/F)$ such that $\tau(a) = a$ for all $\tau \in G$ is trivial. The result now follows from above.

Corollary 3.2.5. Let $A = (L/F, \sigma, a)$ where $L/F$ is a cyclic field extension of prime degree. Then $Nuc_1(A) = L$.

Proof. Since $L/F$ is prime, there are no proper intermediate subfields of $L$ and $F$.

Corollary 3.2.6. For all $a \in L \setminus F$, $Nuc((L/F, \sigma, a)) = L$.

Proof. The nucleus is the intersection of the left, middle and right nuclei so, by the above propositions, it is always equal to $L$.

Similarly, we can calculate the centre of a nonassociative cyclic algebra of degree $n$.

Proposition 3.2.7. Let $A$ be a nonassociative cyclic algebra $(L/F, \sigma, a)$ of degree $n$. Then $Comm(A) = F$ and hence $Z(A) = F$.

Proof. Since $\sigma(k) = k$ for all $k \in F$, we have

$$\sum_{i=0}^{n-1} x_i z^i)^k = \sum_{i=0}^{n-1} x_i \sigma^i(k) z^i = \sum_{i=0}^{n-1} x_i k z^i = k \sum_{i=0}^{n-1} x_i z^i,$$

i.e., $xk = kx$ for all $x \in A$ and $k \in F$. Therefore $F \subseteq Comm(A)$. For the reverse inclusion, pick an element $l \in L$ which does not belong to any intermediate field extensions of $L$ and $F$. Then $\sigma^i(l) \neq l$ for all $1 \leq i \leq n-1$. Suppose $x = \sum_{i=0}^{n-1} x_i z^i \in Comm(A)$. Then we have

$$lx = \sum_{i=0}^{n-1} lx_i z^i,$$

whereas

$$xl = \sum_{i=0}^{n-1} x_i \sigma^i(l) z^i.$$
These are equal if and only if \( x_i = 0 \) for all \( 1 \leq i \leq n - 1 \) so \( x = x_0 \in L \). Moreover, we must have

\[
xz = x_0z = zx_0 = \sigma(x_0)z
\]

but this can only happen if \( x_0 \in F \). Hence \( \text{Comm}(A) = F \). \( \square \)

We also can determine when two nonassociative cyclic algebras are isomorphic. Recall that the field norm, \( N_{L/F} : L \to F \), in the case of cyclic field extensions of degree \( n \) is given by \( N_{L/F}(l) = \prod_{i=0}^{n-1} \sigma(l) \).

**Proposition 3.2.8.** Let \( A = (L/F, \sigma, a) \) and \( B = (L'/F, \sigma', b) \) be nonassociative cyclic algebras over \( F \). Then

(i) \( A \cong B \) only if \( L \cong L' \).

(ii) If \( L = L' \) then \( A \cong B \) if and only if \( \sigma^i(a) = N_{L/F}(l)b \) for some \( l \in L \) and \( 0 \leq i < n \) and . Every \( l \in L \) yields a unique isomorphism from \( A \) to \( B \) given by

\[
\sum_{j=0}^{n-1} x_j z^j \mapsto \sum_{j=0}^{n-1} \sigma^i(x_j)l \ldots \sigma^{j-1}(l)u^j.
\]

**Proof.** Part (i) is clear since isomorphisms preserve the nucleus. For (ii), let \( A = \bigoplus_{i=0}^{n-1} Lz^i \) and \( B = \bigoplus_{i=0}^{n-1} Lu^i \) and suppose \( f : A \to B \) is an isomorphism. First note that \( f \) must map the subspace \( Lz^0 \) isomorphically to the subspace \( Lu^0 \) since it must preserve the nucleus. Hence \( f|_L \) is an \( F \)-automorphism so it is of the form \( \sigma^i \) for some \( 0 \leq i < n \). Also the subspace \( Lz \) is mapped to the subspace \( Lu \) since suppose \( f(z) = \sum_{j=0}^{n-1} l_j u^j \), then

\[
f(zm) = f(\sigma(m)z) = \sigma^{i+1}(m) \sum_{j=0}^{n-1} l_j u^j,
\]

whereas

\[
f(z)f(m) = (\sum_{j=0}^{n-1} l_j u^j)\sigma^i(m) = \sum_{j=0}^{n-1} l_j \sigma^{i+j}(m)u^j.
\]
for all \( m \in L \). However, these two expressions are only equal whenever \( j = 1 \), so \( l_j = 0 \) for all \( j \neq 1 \) in order for equality to hold. Hence \( f(z) = lu \) for some \( l \in L \). Finally, we see that

\[
\sigma^i(a) = f(a) = f(z^n) = (lz)^n = l\sigma(l) \ldots \sigma^{n-1}(l)u^n = N_{L/F}(l)b
\]
as required.

Conversely, it is easy to check that if \( \sigma^i(a) = N_{L/F}(l)b \), then the map

\[
f : \sum_{j=0}^{n-1} x_jz^j \mapsto \sum_{j=0}^{n-1} \sigma^i(x_j)l \ldots \sigma^{i-1}(l)u^j,
\]
is an isomorphism from \( A \) to \( B \). To show this we assume \( f|_L = \text{Id} \) (as the other cases are similar). We show that multiplication is preserved for monomials \( xz^j \) and \( yz^j \) since general elements are sums of these monomials and \( f \) is clearly linear. We have

\[
f(xz^i)f(yz^j) = (xl \ldots \sigma^{i-1}(l)u^i)(yl \ldots \sigma^{j-1}(l)u^j)
\]

\[
= xl \ldots \sigma^{i-1}(l)\sigma^i(y)\sigma^i(l) \ldots \sigma^{i+j-1}(l)u^{i+j},
\]

if \( i + j < n \), or

\[
x\sigma^i(y)N_{L/F}(l)l\sigma(l) \ldots \sigma^{i+j-n-1}(l)bu^{i+j-n},
\]
if \( i + j \geq n \). On the other hand

\[
f(xz^iyz^j) = f(x\sigma^i(y)z^{i+j})
\]

\[
= x\sigma^i(y)l \ldots \sigma^{i+j-1}(l)u^{i+j}
\]
if \( i + j < n \). If \( i + j \geq n \) then

\[
f(xz^iyz^j) = f(x\sigma^i(y)az^{i+j-n})
\]

\[
= x\sigma^i(y)al \ldots \sigma^{i+j-n-1}(l)u^{i+j-n}.
\]

In either case, since \( a = N_{L/F}(l)b \), products are preserved by \( f \) so it is an isomorphism. \( \square \)
Corollary 3.2.9. Let $A = (L/F, \sigma, a)$ be a nonassociative cyclic algebra of degree $n$. For all $l \in L$ such that $N_{L/F}(l) = 1$, the map

$$\sum_{i=0}^{n-1} x_i z^i \mapsto \sum_{i=0}^{n-1} x_i \sigma(l) \ldots \sigma^{i-1}(l) z^i,$$

is an automorphism of $A$. These maps are the only automorphisms of $A$ unless there exists an element $l' \in L$ such that $\sigma^i(a) = N_{L/F}(l') a$ for some $i = 1, \ldots, n - 1$.

The proof is exactly the same as in the cubic case (Corollary 3.1.5). Again this corollary implies that the kernel of the norm map is isomorphic to a subgroup of $\text{Aut}(L/F, \sigma, a)$.

Theorem 3.2.10. Let $A = (L/F, \sigma, a)$ be a nonassociative cyclic algebra of degree $n$. If the elements $1, a, \ldots, a^{n-1}$ are linearly independent over $F$, then $A$ is a division algebra.

Proof. We write an element $x_0 + x_1 z + \cdots + x_{n-1} z^{n-1} \in A$ as the $n$-tuple $(x_0, x_1, \ldots, x_{n-1})$. The multiplication of elements $(x_0, \ldots, x_{n-1})$ and $(y_0, \ldots, y_{n-1})$ in $A$ is given by the matrix multiplication

$$(x_0, \ldots, x_{n-1}) \begin{pmatrix} y_0 & y_1 & y_2 & \cdots & y_{n-1} \\ a\sigma(y_{n-1}) & \sigma(y_0) & \sigma(y_1) & \cdots & \sigma(y_{n-2}) \\ a\sigma^2(y_{n-2}) & a\sigma^2(y_{n-1}) & \sigma^2(y_0) & \cdots & \sigma^2(y_{n-3}) \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ a\sigma^{n-1}(y_1) & a\sigma^{n-1}(y_2) & a\sigma^{n-1}(y_3) & \cdots & \sigma^{n-1}(y_0) \end{pmatrix}.$$

Now the proof follows the same argument as in Theorem 3.1.3. Suppose that

$$(x_0, \ldots, x_{n-1})(y_0, \ldots, y_{n-1}) = (0, \ldots, 0)$$

in $A$. Denoting the above $n \times n$ matrix by $R_y$, we see that if $\text{Det}(R_y)$ is non zero then the only solution is $(x_0, \ldots, x_{n-1}) = (0, \ldots, 0)$. It is a well-known fact that if we were to replace the element $a$ in $R_y$ by an element $a' \in F$ then the determinant would also be an element of $F$. It follows that the
determinant of \( R_y \) is a polynomial in \( a \) with coefficients in \( F \). It is easy to see that the highest power of \( a \) in the determinant is \( n - 1 \), in fact, the coefficient of \( a^{n-1} \) will be \( \pm N_{L/F}(y_{n-1}) \). Since \( 1, a, \ldots, a^{n-1} \) are linearly independent, it follows that if the determinant of this matrix is zero then all coefficients of \( a \) in the determinant must be zero. In particular, \( N_{L/F}(y_{n-1}) = 0 \) since this is the only coefficient of the \( a^{n-1} \) term. It is also easy to check that the only constant term (i.e., without a power of \( a \)) will be the product of the elements on the main diagonal of the matrix, which is \( N_{L/F}(y_0) \). Since the norm is an anisotropic form, this implies \( y_0 \) and \( y_{n-1} \) are both zero. Hence, if \( \text{Det}(R_y) = 0 \), we have

\[
R_y = \begin{pmatrix}
0 & y_1 & y_2 & \cdots & 0 \\
0 & 0 & \sigma(y_1) & \cdots & \sigma(y_{n-2}) \\
a\sigma^2(y_{n-2}) & 0 & 0 & \cdots & \sigma^2(y_{n-3}) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
a\sigma^{n-1}(y_1) & a\sigma^{n-1}(y_2) & a\sigma^{n-1}(y_3) & \cdots & 0
\end{pmatrix}.
\]

The only remaining coefficient for \( a^{n-2} \) must be \( \pm N_{L/F}(y_{n-2}) \), so, by the linear independence of the \( a^i \), this must also be zero, which means \( y_{n-2} \) is zero. If we continue in this manner, calculating the coefficients of the \( a^i \), we get that \( N_{L/F}(y_i) = 0 \) for all \( i \) which, in turn, implies that \( y_i = 0 \) for each \( i \). Hence \( \text{Det}(R_y) = 0 \) if and only if \( (y_0, \ldots, y_{n-1}) = (0, \ldots, 0) \) and so \( A \) contains no nontrivial zero divisors.

**Corollary 3.2.11.** Let \( A = (L/F, \sigma, a) \) be a nonassociative cyclic algebra of prime degree \( p \). Then \( A \) is a division algebra.

**Proof.** Consider the proper field extension \( F(a) \), we have that

\[
[L : F] = [L : F(a)][F(a) : F].
\]

Since \( [L : F] \) is prime we must have \( F(a) = L \), hence \( 1, a, a^2, \ldots, a^{p-1} \) are linearly independent over \( F \). □
Proposition 3.2.12. Let $A = (L/F, \sigma, a)$ be a nonassociative cyclic algebra of degree $n$. For every element $c \in L$, the map

$$
\sum_{i=0}^{n-1} x_i z^i \mapsto \sum_{i=1}^{n-1} (c - \sigma^i(c)) x_i z^i
$$

is an $F$-derivation of $A$.

Proof. As in Theorem 3.1.8, these are just the inner derivations of the form

$$
x \mapsto cx - xc,
$$

which are derivations since $c \in Nuc(A)$. \hfill \square

At this point we briefly discuss the algebras constructed by Sandler [48] which are mentioned in the introduction. We will give a full exposition of the finite field case in Chapter 6. Let $A := (L/F, \sigma, a)$ be a nonassociative cyclic algebra of degree $n$. We want to consider the opposite algebra $A^{op}$. This algebra has the same vector space structure as $A$ but with a new multiplication given by

$$
x \circ y = yx,
$$

where juxtaposition is used to denote the multiplication in $A$. We also consider the following algebra, originally constructed by Sandler over finite fields [48].

Definition 3.2.13. Let $L/F$ be a cyclic field extension of degree $n$ with Galois group generated by $\sigma$. Pick a nonzero element $a \in L \setminus F$. We consider the $L$-vector space with basis $\{1, z, \ldots, z^{n-1}\}$

$$
\Omega_{L,a,\sigma} := L \oplus zL \oplus \cdots \oplus z^{n-1}L.
$$

Endow this with a multiplication, $*$, given as follows

$$
(z^i x) * (z^j y) = \begin{cases} 
z^{i+j} \sigma^j(x)y & \text{if } i + j < n \\
z^{(i+j)-n} a \sigma^j(x)y & \text{if } i + j \geq n \end{cases}
$$

for $x, y \in L$ and extend this linearly to all of $\Omega_{L,a,\sigma}$.  
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To avoid confusion with our definition of a nonassociative cyclic algebra 
\((L/F, \sigma, a)\), we use the notation \(\Omega_{L,a,\sigma}\) for this algebra.

**Proposition 3.2.14.** Let \(A = (L/F, \sigma, a)\). Then \(A^{op} \cong \Omega_{L,a,\sigma}\).

**Proof.** Define the map 
\[ f : A^{op} \to \Omega_{L,a,\sigma} \]
by 
\[ \sum_{i=0}^{n-1} x_i z^i \mapsto \sum_{i=0}^{n-1} z^i x_i. \]
This is clearly a vector space isomorphism. We show that \(f\) respects the 
multiplication of elements \(x z^i\) and \(y z^j\) in \(A^{op}\) where \(0 \leq i, j \leq n - 1\), then, 
since \(f\) is linear, this will show that \(f\) is an algebra isomorphism.

\[
\begin{align*}
  f(x z^i \circ y z^j) &= f((y z^j)(x z^i)) = \\
  &= \begin{cases} 
    f(y \sigma^i(x) z^{i+j}) & \text{if } i + j < n \\
    f(y \sigma^i(x) a z^{(i+j)-n}) & \text{if } i + j \geq n 
  \end{cases} \\
  &= \begin{cases} 
    z^{i+j} y \sigma^i(x) & \text{if } i + j < n \\
    z^{(i+j)-n} y \sigma^i(x) a & \text{if } i + j \geq n 
  \end{cases} \\
  &= (z^i x) \ast (z^j y) \\
  &= f(x z^i) \ast f(y z^j)
\end{align*}
\]
as required. \(\Box\)

**Remark 3.2.15.** It appears there is a mistake in [48, Theorem 1] of Sandler’s 
paper where he claims that the middle nucleus of his algebra will be strictly 
bigger than \(L\) if \(a\) belongs to a proper subfield of \(L\). However, since Sandler’s 
algebras are isomorphic to \(A^{op}\) for \(A\) a nonassociative cyclic algebra, and 
since \(\text{Nuc}_m(A) = \text{Nuc}_m(A^{op})\) for any algebra \(A\), Proposition 3.2.2 implies 
that the middle nucleus of Sandler’s algebras will always be \(L\).

The question arises of whether \((L/F, \sigma, a)^{op}\) is isomorphic to \((L/F, \sigma, b)^{op}\) for 
any \(b \in L^\times\). It turns out that this happens only in the case of nonassociative 
quaternion algebras.
Proposition 3.2.16. Let \( A := (L/F, \sigma, a) \) be a nonassociative quaternion algebra, i.e., \( L/F \) is a quadratic extension and \( \sigma \) is the nontrivial automorphism on \( L \). Then \( A \cong A^{\text{op}} \).

Proof. An isomorphism \( f : A \rightarrow A^{\text{op}} \) is simply an anti-automorphism of \( A \), so \( f(xy) = f(y)f(x) \) for all \( x, y \in A \). We claim that the map

\[
f : A \rightarrow A \quad x_0 + x_1 z \mapsto x_0 + \sigma(x_1)z,
\]

is an anti-automorphism. To see this, let \( x_0 + x_1 z \) and \( y_0 + y_1 z \) be elements of \( A \). Then

\[
f((x_0 + x_1 z)(y_0 + y_1 z)) = f(x_0 y_0 + x_1 \sigma(y_1)a + (x_0 y_1 + x_1 \sigma(y_0))z) = x_0 y_0 + x_1 \sigma(y_1)a + (\sigma(x_0 y_1) + \sigma(x_1)y_0)z,
\]

and

\[
f(y_0 + y_1 z)f(x_0 + x_1 z) = (y_0 + \sigma(y_1)z)(x_0 + \sigma(x_1)z) = y_0 x_0 + \sigma(y_1)x_1 a + (y_0 \sigma(x_1) + \sigma(y_1)\sigma(x_0))z.
\]

So \( f \) is the required map. \(\square\)

For a nonassociative cyclic algebra of degree \( n > 2 \), the opposite algebra \( (L/F, \sigma, a) \) is not isomorphic to \( (L/F, \sigma, b) \) for any \( b \in L \). To prove this we use the following definition and lemma.

Definition 3.2.17. Let \( A \) be a nonassociative algebra and let \( n \) be a positive integer. An element \( x \in A \) is said to be \( n \)-th power associative if \( x^j \) is well-defined for all \( j \leq n \), i.e., the product of \( j \) copies of \( x \) always gives the same result, no matter which order we bracket them, for all \( j \leq n \).

Note that every element in an algebra \( A \) is first and second power associative.

Lemma 3.2.18. Let \( f : A \rightarrow B \) be an algebra homomorphism or anti-homomorphism. If \( x \in A \) is \( n \)-th power associative in \( A \) then \( f(x) \) is \( n \)-th power associative in \( B \).
Proof. For $n = 3$ we have
\[(f(x)f(x))f(x) = f((xx)x) = f(x(xx)) = f(x)(f(x)f(x))\]
for a homomorphism $f$ and for an anti-homomorphism we have
\[(f(x)f(x))f(x) = f((xx)x) = f(x)(f(x)f(x)).\]
Now suppose $x \in A$ is $n$th power associative and that $f(x)^i$ is well-defined for all $i < n$. Then for all $0 < i, j, k < n$ such that $i + j + k = n$, we have
\[0 = f(0) = f([x^i, x^j, x^k]) = [f(x)^i, f(x)^j, f(x)^k]\]
for a homomorphism $f$ and
\[0 = f(0) = f([x^i, x^j, x^k]) = [f(x)^k, f(x)^j, f(x)^i]\]
for an anti-homomorphism $f$. This shows that $f(x)^n$ is well-defined. \(\square\)

**Theorem 3.2.19.** Let $A = (L/F, \sigma, a)$ be a nonassociative cyclic algebra of degree $n \geq 3$. Then $A^{op}$ is not isomorphic to a nonassociative cyclic algebra $(L/F, \sigma, b)$ for any $b \in L \setminus F$.

**Proof.** Let
\[B = (L/F, \sigma, b) = \sum_{i=0}^{n-1} Lu^i\]
and suppose $f : A^{op} \to B$ is an isomorphism. Since isomorphisms must preserve the nucleus we have $f(L) = L$ so $f|_L \in \text{Gal}(L/F)$, say $f|_L = \sigma^k$.

Now suppose
\[f(z) = l_0 + l_1 u + l_2 u^2 + \cdots + l_{n-1} u^{n-1}.\]
Let $\circ$ denote the multiplication in $A^{op}$, i.e., $x \circ y = yx$ for all $x, y \in A$, and pick $m \in L$ such that $m$ does not belong to any proper subfield of $L$. Then
\[f(m)f(z) = \sigma^k(m)(l_0 + l_1 u + \cdots + l_{n-1} u^{n+1}) = \sigma^k(m)l_0 + \sigma^k(m)l_1 u + \cdots + \sigma^k(m)l_{n-1} u^{n-1},\]
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whereas
\[ f(m \circ z) = f(zm) = f(\sigma(m)z) = f(z \circ \sigma(m)) \]
\[ = (l_0 + l_1u + \cdots + l_{n-1}u^{n+1})\sigma^{k+1}(m) \]
\[ = l_0\sigma^{k+1}(m) + l_1\sigma^{k+2}(m)u + \cdots + l_{n-1}\sigma^{(k+1)+(n-1)}(m)u^{n-1}, \]

where powers of $\sigma$ are read modulo $n$. Since $m$ does not belong to a proper subfield of $L$, the elements $\sigma^i(m)$, for $i = 0, \ldots, n - 1$, are all distinct. The two expressions above are only equal at the $(n - 1)$th term and so $l_i = 0$ for all $0 \leq i \leq n - 2$. Therefore $f(z) = lu^{n-1}$ for some $l \in L^\times$. Now the element $z \in A$ is $n$th power associative, in particular, it is third power associative, however, the element $lu^{n-1} = f(z)$ is not. We have
\[ (lu^{n-1}lu^{n-1})lu^{n-1} = (l\sigma^{n-1}(l)au^{n-2})lu^{n-1} = l\sigma^{n-1}(l)\sigma^{n-2}(l)a^2u^{n-3}, \]

however,
\[ lu^{n-1}(lu^{n-1}lu^{n-1}) = lu^{n-1}(l\sigma^{n-1}(l)au^{n-2}) = l\sigma^{n-1}(l)\sigma^{n-2}(l)a\sigma^{n-1}(a)u^{n-3}. \]

These two are not the same since $a \neq \sigma^{n-1}(a)$. Hence $f$ cannot be an isomorphism.

\[ \square \]

### 3.3 Nonassociative Cyclic Algebras of Degree 4

One might hope that the construction of nonassociative cyclic algebras of degree $n$ will always give division algebras for any choice of $a \in L \setminus F$. However, we can easily get a counter example of degree 4.

**Example 3.3.1.** Let $F$ be a field containing a primitive fourth root of unity, denoted $i$, and let $\omega$ be a root of the irreducible polynomial $x^4 - c$ for some $c \in F^\times$. Then the field extension $L = F(\omega)$ is a cyclic field extension of degree 4 with Galois group $G = \langle \sigma \rangle$. We note the following explicit calculations of the automorphism $\sigma$:

\[ \sigma(\omega) = i\omega, \quad \sigma^2(\omega) = -\omega, \quad \sigma(\omega^2) = -\omega^2, \quad \sigma^2(\omega^2) = \omega^2. \]
Let $a = -\omega^2/c \in L \setminus F$ and consider the nonassociative cyclic algebra $A = (L/F, \sigma, a)$. We claim that $A$ contains zero divisors. Consider elements $x = \omega + \omega^2 z^2$ and $y = \omega z + \omega^2 z^3$. These are nonzero elements of $A$ and

$$xy = (\omega^2 + \omega^2 \sigma^2(\omega^2)a)z + (\omega^3 + \omega^2 \sigma^2(\omega))z^3 = 0.$$ 

In this section we want to look at certain subalgebras of nonassociative cyclic algebras. It is clear that a nonassociative cyclic algebra $(L/F, \sigma, a)$ contains both $L$ and $F$ as subalgebras. In the case that $L/F$ is a field extension of prime degree, we suspect that these are all subalgebras, but this remains an open question. The most interesting examples of subalgebras occur when the degree of the field extension $L/F$ is not prime. We introduce the following notation.

Let $L/F$ be a cyclic field extension of degree $n$ and suppose that $n = st$ for some integers $1 < s, t < n$. If $G = \text{Gal}(L/F) = \langle \sigma \rangle$, then denote by $G_s$ the subgroup of $G$ generated by $\sigma^s$. Furthermore, denote the fixed field of $G_s$ by $E_s$, so we have a tower of fields:

$$F \subset E_s \subset L.$$ 

**Theorem 3.3.2.** Let $A = (L/F, \sigma, a)$ be a nonassociative cyclic algebra over $F$ of degree $n$ where $n = st$. $A$ contains $A_s := (L/E_s, \sigma^s, a)$ as a subalgebra where $A_s$ is viewed as an $F$-algebra. It is an associative subalgebra if $a \in E_s$ and it is a nonassociative subalgebra if $a \in L \setminus E_s$.

**Proof.** First note that if $a \in E_s$ then $A_s$ is an associative cyclic algebra over $E_s$, and if $a \in L/E_s$ then $A_s$ is a nonassociative cyclic algebra. It can be easily checked that the linear subspace

$$S := L \oplus Lz^s \oplus Lz^{2s} \oplus \cdots \oplus Lz^{(t-1)s}$$

of $A$, together with the multiplication inherited from $A$, is a subalgebra of $A$. Moreover, it has the same vector space structure as the algebra $A_s$ defined
above. Consider a product of monomials \( lz^{is} \) and \( mz^{js} \) in \( S \) for some \( l, m \in L \) and \( 0 \leq i, j \leq t - 1 \). This is

\[
(lz^{is})(mz^{js}) = \begin{cases} 
    l\sigma^{is}(m)z^{(i+j)s} & \text{if } i + j < t \\
    l\sigma^{is}(m)az^{(i+j-t)s} & \text{if } i + j \geq t,
\end{cases}
\]

which is clearly the same as the multiplication in \( A_s \).

**Remark 3.3.3.** An obvious analogue of this result also holds when we have an associative central simple cyclic algebra of degree \( n = st \).

Let \( A = (L/F, \sigma, a) \) be a nonassociative cyclic algebra over \( F \) of degree \( n = st \). If \( a \in E_s \) then we may also consider the vector space

\[ A|_{E_s} := E_s \oplus E_s z \oplus \cdots \oplus E_s z^{n-1}, \]

endowed with the multiplication of \( A \) restricted to \( A|_{E_s} \). With this multiplication it becomes a subalgebra of \( A \). We will study this subalgebra in the case where \( n = 4 \).

For the remainder of this chapter let \( L/F \) be a cyclic field extension of degree 4 with \( \text{Gal}(L/F) = \langle \sigma \rangle \). Set \( G = G_2 = \langle \sigma^2 \rangle \) and \( E = E_2 = \text{Fix}(G) \). Then

\[ A = (L/F, \sigma, a) = L \oplus Lz \oplus Lz^2 \oplus Lz^3 \]

where \( a \in E \) and

\[ A|_{E} := E \oplus Ez \oplus Ez^2 \oplus Ez^3. \]

This is an eight-dimensional algebra over \( F \). Elements are of the form \( x_0 + x_1z + x_2z^2 + x_3z^3 \) for \( x_i \in E \) and multiplication is now given by

\[
x y = (x_0 + x_1z + x_2z^2 + x_3z^3)(y_0 + y_1z + y_2z^2 + y_3z^3)
= x_0y_0 + x_1\sigma(y_0)a + x_2y_2a + x_3\sigma(y_1)a
+ (x_0y_1 + x_1\sigma(y_0)) + x_2y_3a + x_3\sigma(y_2)a \tag{3.10}
+ (x_0y_2 + x_1\sigma(y_1)) + x_2y_0 + x_3\sigma(y_3)a)z^2
+ (x_0y_3 + x_1\sigma(y_2)) + x_2y_1 + x_3\sigma(y_0))z^3,
\]

since \( \sigma^2 \) acts trivially on \( E \) and \( \sigma|_{E} = \sigma^3|_{E} \).
Proposition 3.3.4.  

(i) $\text{Nuc}(A|_E) = E$.

(ii) $\text{Comm}(A|_E) = F \oplus Fz^2$.

Proof. Clearly $E \subset \text{Nuc}(A|_E)$ since $E \subset \text{Nuc}(A)$. Conversely, suppose

$$n = n_0 + n_1z + n_2z^2 + n_3z^3 \in \text{Nuc}(A|_E)$$

for some $n_i \in E$. Calculating the associator $[z, z^3, n]$, we have

$$(zz^3)(n_0 + n_1z + n_2z^2 + n_3z^3) = an_0 + an_1z + an_2z^2 + an_3z^3,$$

on the one hand, whereas

$$z(z^3(n_0 + n_1z + n_2z^2 + n_3z^3)) = z(\sigma^3(n_0)z^3 + \sigma^3(n_1)a + \sigma^3(n_2)az + \sigma^3(n_3)az^2) = n_0a + n_1\sigma(a)z + n_2\sigma(a)z^2 + n_3\sigma(a)z^3.$$

Hence $n_1 = n_2 = n_3 = 0$. For the second claim, it is routine to check from Equation (3.10) that $F \oplus Fz^2 \subseteq \text{Comm}(A|_E)$. Conversely, if $x = x_0 + x_1z + x_2z^2 + x_3z^3 \in \text{Comm}(A|_E)$ then, for all $l \in L$ we have $lx = xl$ which implies that $x_1 = x_3 = 0$. Moreover, $zx = xz$ implies that $x_0, x_2$ must be in $F$. \hfill $\square$

Notice that $A|_E$ contains within it the linear subspace $E \oplus Ez^2$. A routine verification tells us that, under the multiplication inherited from $A$, this is a quadratic étale $E$-algebra, which is a field if $a$ is not a square in $E$. It turns out that $A|_E$ can be built out of two copies of its subalgebra $E \oplus Ez^2$ as follows: denote $B := E \oplus Ez^2$. On $B$ we define two maps

$$\sigma : B \to B; \quad b_0 + b_1z^2 \mapsto \sigma(b_0) + \sigma(b_1)z^2$$

and

$$\psi : B \to B; \quad b_0 + b_1z^2 \mapsto \sigma(b_1)a + \sigma(b_0)z^2.$$ 

We can now define a new algebra.
Definition 3.3.5. On the $F$-vector space $B \oplus Bz$ we define a multiplication 

$$(u + vz)(s + tz) = (us + v\psi_a(t)) + (ut + v\sigma(s))z,$$

for all $u, v, s, t \in B$. With this multiplication the vector space becomes an $F$-algebra which we denote Doub$(B, \psi_a, \sigma)$.

Proposition 3.3.6. $A|_E = \text{Doub}(B, \psi_a, \sigma)$.

Proof. Consider the elements:

\begin{align*}
u &= x_0 + x_2z^2, \\
v &= x_1 + x_3z^2, \\
s &= y_0 + y_2z^2, \\
t &= y_1 + y_3z^2.
\end{align*}

The strangely numbered indices allow us to compare with the multiplication in (3.10) above. First we calculate $us + v\psi_a(t)$, this is

\begin{align*}
(x_0 + x_2z^2)(y_0 + y_2z^2) + (x_1 + x_3z^2)(\sigma(y_3)a + \sigma(y_1)z^2)
\end{align*}

\begin{align*}
= (x_0y_0 + x_2y_2a) + (x_0y_2 + x_2y_0)z^2 \\
+ (x_1\sigma(y_3)a + x_3\sigma(y_1)a) \sigma(y_1) + (x_1\sigma(y_1) + x_3\sigma(y_3)a)z^2.
\end{align*}

Similarly computing the second term $ut + v\sigma(s)$ gives

\begin{align*}
(x_0 + x_2z^2)(y_1 + y_3z^2) + (x_1 + x_3z^2)(\sigma(y_0) + \sigma(y_2)z^2)
\end{align*}

\begin{align*}
= (x_0y_1 + x_2y_3a) + (x_0y_3 + x_2y_1)z^2 \\
+ (x_1\sigma(y_0) + x_3\sigma(y_2)a) + (x_1\sigma(y_2) + x_3\sigma(y_0))z^2.
\end{align*}

Now combining the two terms and comparing with the equation (3.10) above we see that the multiplication for

$$(us + v\psi_a(t)) + (ut + v\sigma(s))z$$

43
in \( \text{Doub}(B, \psi_a, \sigma) \) is the same as the multiplication

\[
(x_0 + x_1 z + x_2 z^2 + x_3 z^3)(y_0 + y_1 z + y_2 z^2 + y_3 z^3)
\]

in \( A|_E \). \hfill \Box

**Theorem 3.3.7.** \( A|_E \) is a division algebra if and only if \( a \) is not a square in \( E \).

**Proof.** If \( a \) is a square in \( E \) then the subalgebra \( E \oplus Ez^2 \) is split and \( A|_E \) contains zero divisors. If \( a \) is not a square then \( E \oplus Ez^2 \) is a field which we denote by \( B \). In view of the previous proposition, we show that \( \text{Doub}(B, \psi_a, \sigma) \) does not contain zero divisors. Suppose

\[
(u + vz)(s + tz) = 0,
\]

where \( u + vz \neq 0 \neq s + tz \). Then

\[
us + v\psi_a(t) = 0 \tag{3.11}
\]

and

\[
vt + v\sigma(s) = 0. \tag{3.12}
\]

We may assume that \( s \neq 0 \) since otherwise a quick check of the above equations implies that either \( u + vz = 0 \) or \( s + tz = 0 \). Similarly we have \( v \neq 0 \). Then, from (3.11), we get

\[
u = -v\psi_a(t)s^{-1}.
\]

Putting this into (3.12) yields

\[
v\psi_a(t)ts^{-1} = v\sigma(s).
\]

Since \( v \neq 0 \), we multiply by \( v^{-1} \) and rearrange to leave

\[
t\psi_a(t) = s\sigma(s).
\]
Now, if \( t = t_0 + t_1 z^2 \) and \( s = s_0 + s_1 z^2 \) are elements of \( B \), then

\[
s\sigma(s) = (s_0 + s_1 z^2)(\sigma(s_0) + \sigma(s_1)z^2)
= (N_{E/F}(s_0) + N_{E/F}(s_1)a) + Tr_{E/F}(s_0\sigma(s_1))z^2
\]

and

\[
t\psi_a(t) = (t_0 + t_1 z^2)(\sigma(t_1)a + \sigma(t_0)z^2)
= Tr_{E/F}(t_0\sigma(t_1))a + (N_{E/F}(t_0) + N_{E/F}(t_1)a)z^2,
\]

where \( N_{E/F} : x \mapsto x\sigma(x) \) and \( Tr_{E/F} : x \mapsto x + \sigma(x) \) are the norm and trace maps from \( E \to F \). Comparing the first term of each equation we get

\[
N_{E/F}(s_0) + (N_{E/F}(s_1) - Tr_{E/F}(t_0\sigma(t_1)))a = 0,
\]

which implies that \( s_0 = 0 \), since 1, a are linearly independent over \( F \). Similarly, looking at the \( z^2 \) term in each equation shows

\[
Tr_{E/F}(s_0\sigma(s_1)) - N_{E/F}(t_0) - N_{E/F}(t_1)a = 0 - N_{E/F}(t_0) - N_{E/F}(t_1)a = 0,
\]

and hence \( t_0 = t_1 = 0 \). Finally, this gives that \( s_1 = 0 \) which is a contradiction of our assumption.

It also turns out that if \( a \in E \), then the cyclic algebra \((L/F,\sigma,a)\) can be viewed as a similar doubling of the (associative) quaternion subalgebra \( A_2 \), defined in Theorem 3.3.2.

**Definition 3.3.8.** Let \( A = (L/F,\sigma,a) \) be a nonassociative cyclic algebra of degree 4, where \( a \) belongs to an intermediate subfield of \( L \) and \( F \) of degree 2. Let \( A_2 = (L/E,\sigma^2,a) \) be the associative quaternion subalgebra of \( A \) with vector space decomposition

\[
A_2 = L \oplus Lz^2.
\]

Define maps on \( A_2 \)

\[
\sigma : A_2 \to A_2, \quad x_0 + x_1 z^2 \mapsto \sigma(x_0) + \sigma(x_1)z^2
\]
and
\[ \psi_a : A_2 \to A_2, \quad x_0 + x_1 z^2 \mapsto \sigma(x_1)a + \sigma(x_0)z^2. \]

On the $F$-vector space $A_2 \oplus A_2 z$

we define a multiplication

\[ (u + vz)(s + tz) = (us + v\psi_a(t)) + (ut + v\sigma(s))z, \]

for all $u, v, s, t \in A_2$. We call this $\text{Doub}(A_2, \sigma, \psi_a)$.

A routine calculation, similar to the proof of Proposition 3.3.5, yields the following result.

**Proposition 3.3.9.** $\text{Doub}(A_2, \sigma, \psi_a) = (L/F, \sigma, a)$.

**Remark 3.3.10.** Note that because $a \in E$ we have $a = \sigma^2(a)$. This fact ensures that the multiplication in $\text{Doub}(A_2, \sigma, \psi_a)$ is the same as that in $(L/F, \sigma, a)$. In the case that $a \in L \setminus E$, the cyclic algebra $(L/F, \sigma, a)$ cannot be represented by this doubling process.

If we assume that $A_2$ is a division algebra, i.e. $a \neq l\sigma^2(l)$ for all $l \in L$,
then we can try the same trick as in Theorem 3.3.7 to check if $(L/F, \sigma, a)$ is a division algebra. Suppose that we have zero divisors

\[ (u + vz)(s + tz) = 0. \]

Then we get the equations

\[ us + v\psi_a(t) = 0, \]

and

\[ ut + v\sigma(s) = 0. \]

Rearranging (and being more careful because of the noncommutative multiplication in $A_2$) we arrive at the equation

\[ \psi_a(t)s^{-1}t = \sigma(s). \] (3.13)
Hence, if Equation 3.13 does not hold for all nonzero $s$ and $t$, then $(L/F, \sigma, a)$ is a division algebra. To study this further we consider $A_2$ as an eight-dimensional $F$-algebra and define a multiplicative norm form $N_{A_2/F}$ on $A_2$ by

$$N_{A_2/F}(u) = N_{E/F}N_{A_2/E}(u) \quad (3.14)$$

for all $u \in A_2$. In (3.14), $N_{A_2/E}$ is the quaternion norm on $A_2$ defined by

$$N_{A_2/E}(u_0 + u_1z^2) = N_{L/E}(u_0) - aN_{L/E}(u_1),$$

for all $u = u_0 + u_1z^2 \in A_2$ and where

$$N_{L/E} : L \to E; \quad l \mapsto l\sigma^2(l), \quad (3.15)$$

for all $l \in L$ and

$$N_{E/F} : E \to F; \quad m \mapsto m\sigma(m), \quad (3.16)$$

for all $m \in E$. Note that

$$N_{E/F}(N_{L/E}(l)) = N_{L/F}(l), \quad (3.17)$$

for all $l \in L$. The map $N_{A_2/F}$ is clearly a multiplicative, anisotropic map since it is a composition of two multiplicative, anisotropic norm maps.

**Lemma 3.3.11.** For all $u \in A_2$, $N_{A_2/F}(\psi_a(u)) = N_{E/F}(a)N_{A_2/F}(\sigma(u))$.

**Proof.** If $u = u_0 + u_1z^2$ then $\psi_a(u) = \sigma(u_1)a + \sigma(u_0)z^2$ and $\sigma(u) = \sigma(u_0) + \sigma(u_1)z^2$. Hence

$$N_{A_2/E}(\psi_a(u)) = N_{L/E}(\sigma(u_1)a) - aN_{L/E}(\sigma(u_0))$$

$$= -a(N_{L/E}(\sigma(u_0)) - aN_{L/E}(\sigma(u_1)))$$

$$= -aN_{A_2/E}(\sigma(u)).$$

Therefore

$$N_{A_2/F}(\psi_a(u)) = N_{E/F}N_{A_2/E}(\psi_a(u))$$

$$= N_{E/F}( - aN_{A_2/E}(\sigma(u)))$$

$$= N_{E/F}(a)N_{A_2/F}(\sigma(u)),$$

as required. \qed
In general $N_{A_2/F}(u) \neq N_{A_2/F}(\sigma(u))$, however, in the case where $a \in F^*$ (so $(L/F, \sigma, a)$ is associative), they are equal.

**Lemma 3.3.12.** Let $a \in F^*$ and let $A = (L/F, \sigma, a)$ be an associative cyclic algebra of degree 4 with quaternion subalgebra $A_2$. Then $N_{A_2/F}(u) = N_{A_2/F}(\sigma(u))$ for all $u \in A_2$.

**Proof.** Let $u = u_0 + u_1z^2 \in A_2$. We have

\[
N_{A_2/F}(u) = N_{E/F}(N_{A_2/E}(u_0 + u_1z^2))
= N_{E/F}(N_{L/E}(u_0) -aN_{L/E}(u_1))
= N_{E/F}(N_{L/E}(u_0)) + N_{E/F}(aN_{L/E}(u_1))
- N_{L/E}(u_0)\sigma(a)\sigma(N_{L/E}(u_1))
- \sigma(N_{L/E}(u_0))aN_{L/E}(u_1).
\]

Also

\[
N_{A_2/F}(\sigma(u)) = N_{E/F}(N_{A_2/E}(\sigma(u_0) + \sigma(u_1)z^2))
= N_{E/F}(N_{L/E}(\sigma(u_0)) -aN_{L/E}(\sigma(u_1)))
= N_{E/F}(N_{L/E}(\sigma(u_0))) + N_{E/F}(aN_{L/E}(\sigma(u_1)))
- N_{L/E}(\sigma(u_0))\sigma(a)\sigma(N_{L/E}(\sigma(u_1)))
- \sigma(N_{L/E}(\sigma(u_0)))aN_{L/E}(\sigma(u_1)).
\]

A quick check using equations (3.15)-(3.17) and the fact that $\sigma(a) = a$ shows that these two expressions are equal.

**Lemma 3.3.13.** Let $L/F$ be a cyclic field extension of degree 4 with $\text{Gal}(L/F) = \langle \sigma \rangle$ and let $E$ be the intermediate field of $L$ and $F$ corresponding to the subgroup $\{1, \sigma^2\}$. If $a \in F^*$ is such that $a^2 \not\in N_{L/F}(L^*)$ then

(i) $a \not\in N_{L/F}(L^*)$.

(ii) $a \not\in N_{L/E}(L^*)$.

(iii) $a \neq \pm N_{E/F}(m)$ for any $m \in E$. 
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Proof. (i) If \( a = N_{L/F}(l) \) for some non-zero \( l \in L \) then
\[
a^2 = N_{L/F}(l)^2 = N_{L/F}(l^2),
\]
which is a contradiction of our hypothesis.

(ii) Suppose \( a \in N_{L/E}(L \times) \), then \( a = l \sigma^2(l) \) for some \( l \in L \times \). This implies
\[
a^2 = a \sigma(a) = l \sigma^2(l) \sigma(l) \sigma^3(l) = N_{L/F}(l).
\]

(iii) Similarly if \( a = \pm m \sigma(m) \) for some \( m \in E \) then
\[
a^2 = m \sigma(m) m \sigma(m) = m \sigma(m) \sigma^2(m) \sigma^3(m) = N_{L/F}(m).
\]

\[\square\]

**Theorem 3.3.14.** Let \( A = (L/F, \sigma, a) \) be an associative cyclic algebra of degree 4. If \( a^2 \notin N_{L/F}(L \times) \) then \( A \) is a division algebra.

**Proof.** By Lemma 3.3.13, \( a^2 \notin N_{L/F}(L \times) \) implies \( a \notin N_{L/E}(L \times) \) and so the quaternion subalgebra \( A_2 \) is a division algebra. We consider \( A \) as the doubling \( \text{Doub}(A_2, \psi_a, \sigma) \). Suppose \( A \) has zero divisors, say
\[
(u + vz)(s + tz) = 0,
\]
for some \( u, v, s, t \in A_2 \). This then reduces to Equation (3.13) above
\[
\psi_a(t)s^{-1}t = \sigma(s).
\]

Applying the norm \( N_{A_2/F} \) to both sides gives
\[
N_{A_2/F}(\psi_a(t))N_{A_2/F}(s^{-1})N_{A_2/F}(t) = N_{A_2/F}(\sigma(s))
\]
since \( N_{A_2/F} \) is multiplicative. Using Lemma 3.3.11 we see
\[
N_{E/F}(a)N_{A_2/F}(\sigma(t))N_{A_2/F}(s^{-1})N_{A_2/F}(t) = N_{A_2/F}(\sigma(s)).
\]

Lemma 3.3.12 and the fact that \( N_{E/F}(a) = a^2 \) then implies that
\[
a^2 N_{A_2/F}(t^2) = N_{A_2/F}(s^2).
\]
If $t = 0$, then $s$ must also equal zero since $N_{A_2/F}$ is anisotropic. If $t \neq 0$ then
\[ a^2 = N_{A_2/F}(s^2)N_{A_2/F}(t^2)^{-1} = N_{A_2/F}(st^{-1})^2, \]
and so
\[ a = \pm N_{A_2/F}(st^{-1}). \]
Recalling that $N_{A_2/F} = N_{E/F}(N_{A_2/E})$ gives
\[ a = \pm N_{E/F}(m), \]
for $m = N_{A_2/E}(st^{-1}) \in E^\times$, but this is a contradiction of our hypothesis that $a^2 \notin N_{L/F}(L^\times)$ by Lemma 3.3.13.

**Remark 3.3.15.** The condition in the above Theorem is equivalent to that in the Theorem of Wedderburn (cf. Theorem 2.2.4). Suppose that $a = N_{L/F}(l)$ for some $l \in L$, then $a^2 = N_{L/F}(l)^2 = N_{L/F}(l^2)$. Similarly, if $a^3 = N_{L/F}(l)$, then
\[ N_{L/F}(a)a^2 = a^4a^2 = a^6 = N_{L/F}(l)^2 = N_{L/F}(l^2), \]
and so $a^2 = N_{L/F}(l^2)N_{L/F}(a^{-1})$. Both cases contradict the hypothesis that $a^2$ is not the norm of some element of $L$. 

---
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Chapter 4

Semi-Multiplicative Maps

4.1 Preliminaries and Basic Properties

In this section we introduce the concept of a semi-multiplicative map of degree $n$ and give some properties of quadratic and cubic semi-multiplicative maps. A nonassociative cyclic algebra of degree $n$ possesses a semi-multiplicative map of degree $n$ and these will be studied in the next sections. This chapter is part of a joint work with Pumplün [46].

Let $M : V \rightarrow W$ be a map between two finite-dimensional $F$-vector spaces, $V$ and $W$. $M$ is said to be of degree $n$ if $M(\lambda v) = \lambda^n M(v)$ for all $\lambda \in F$, $v \in V$ and the map $M : V \times \cdots \times V \mapsto W$ defined by

$$M(v_1, \ldots, v_n) = \sum_{1 \leq i_1 < \cdots < i_l \leq n} (-1)^{n-l} M(v_{i_1} + \cdots + v_{i_l}), \quad (4.1)$$

($1 \leq l \leq n$) is an $n$-linear map over $F$, i.e., $M : V \times \cdots \times V \mapsto W$ ($n$ copies) is an $F$-multilinear map where $M(v_1, \ldots, v_n)$ is invariant under all permutations of its variables.

A map $M : V \mapsto F$ of degree $n$ is called a form of degree $n$ over $F$. A form of degree $n$ is called nondegenerate if $v = 0$ is the only vector such that $M(v, v_2, \ldots, v_n) = 0$ for all $v_i \in V$.

Let $A$ be an algebra over $F$ containing a subalgebra $D$. Suppose we can
define a map

\[ M_A : A \mapsto D \]

on \( A \) of degree \( n \). Then \( M_A \) is called \textit{left semi-multiplicative} if

\[ M_A(ax) = M_A(a)M_A(x) \quad \text{for all } a \in D, x \in A \]

and \textit{right semi-multiplicative} if

\[ M_A(xa) = M_A(a)M_A(x) \quad \text{for all } a \in D, x \in A. \]

\( M_A \) is called \textit{semi-multiplicative} if it is left and right semi-multiplicative.

By linearisation we show:

\textbf{Lemma 4.1.1.} (i) If \( M_A \) is left semi-multiplicative then the multilinear map \( M_A : A \times \cdots \times A \mapsto D \) satisfies

\[ M_A(au_1, \ldots, au_n) = M_A(a)M_A(u_1, \ldots, u_n) \]

for all \( a \in D, u_1, \ldots, u_n \in A \).

(ii) If \( M_A \) is right semi-multiplicative then the multilinear map \( M_A : A \times \cdots \times A \mapsto D \) satisfies

\[ M_A(u_1a, \ldots, u_na) = M_A(a)M_A(u_1, \ldots, u_n) \]

for all \( a \in D, u_1, \ldots, u_n \in A \).

\textit{Proof.} This follows directly from [4.1] and the definition of semi-multiplicativity. \( \square \)

If, in addition, we assume that \( M_A(a) \in F \) for all \( a \in D \), then the restriction of \( M_A \) to the subalgebra \( D \) (denoted \( M_D \)) is a multiplicative form since

\[ M_D(ab) = M_A(ab) = M_A(a)M_A(b) = M_D(a)M_D(b), \]

for all \( a, b \in D \).
4.1.1 Quadratic case

Unless stated otherwise, let $A$ be an algebra over $F$ containing a subalgebra $D$, together with a quadratic map $M_A : A \mapsto D$ and associated symmetric bilinear map $M_A : A \times A \mapsto D$, $M_A(x, y) = M_A(x + y) - M_A(x) - M_A(y)$. If $A$ is unital, define two $F$-linear maps $T_A : A \mapsto D$ and $\tau : A \mapsto A$ by

$$T_A(x) = M_A(1_A, x), \quad \tau = T_A(x) - x.$$ 

**Lemma 4.1.2.** Let $M_A : A \mapsto D$ be a quadratic map.

(i) If $M_A$ is left semi-multiplicative then

$$M_A(au, bv) + M_A(bu, av) = M_A(a, b)M_A(u, v)$$

for all $a, b \in D, u, v \in A$. In particular, if $A$ is unital, then

$$M_A(a, bv) + M_A(b, av) = M_A(a, b)T_A(v)$$

and

$$M_A(au, v) + M_A(u, av) = T_D(a)M_A(u, v) \text{ for all } a, b \in D, u, v \in A.$$ 

(ii) If $M_A$ is right semi-multiplicative then

$$M_A(ua, vb) + M_A(ub, va) = M_A(a, b)M_A(u, v)$$

for all $a, b \in D, u, v \in A$. In particular, if $A$ is unital, then

$$M_A(a, vb) + M_A(b, va) = M_A(a, b)T_A(v)$$

and

$$M_A(ua, v) + M_A(u, va) = T_A(a)M_A(u, v) \text{ for all } a, b \in D, u, v \in A.$$ 

**Proof.** If $M_A$ is left semi-multiplicative then by, Lemma 4.1.1

$$M_A(a)M_A(u, v) = M_A(au, av)$$
for all \( a \in D, u, v \in A \). It follows that
\[
M_A(a, b)M_A(u, v) = M_A(a + b)M_A(u, v) - M_A(a)M_A(u, v) \\
- M_A(b)M_A(u, v) \\
= M_A((a + b)u, (a + b)v) - M_A(au, av) - M_A(bu, bv) \\
= M_A(au, bv) + M_A(bu, av),
\]
as required. If \( A \) is unital, then setting \( u = 1 \) (resp. \( b = 1 \)) gives the second (resp. third) identity. The proof is similar in the case that \( M_A \) is right semi-multiplicative.

**Corollary 4.1.3.** If \( M_A \) is semi-multiplicative then
\[
M_A(au, av) = M_A(ua, va),
\]
and
\[
M_A(au, bv) + M_A(bu, av) = M_A(ua, vb) + M_A(ub, va)
\]
for all \( a, b \in D, u, v \in A \).

**Lemma 4.1.4.** If an element \( x \in A \) satisfies \( xx = M_A(x) \) then it also satisfies the equation
\[
x^2 - T_A(x)x + M_A(x) = 0.
\]
Similarly, if \( x \in A \) satisfies \( x\bar{x} = M_A(x) \) then it also satisfies
\[
x^2 - xT_A(x) + M_A(x) = 0.
\]

**Proof.** The proof follows easily from the definition \( \overline{x} = T_A(x) - x \). ☐

**Example 4.1.5.** Let \( L/F \) be a quadratic separable field extension with non-trivial automorphism \( \sigma \) and let \( a \in L \setminus F \). On the nonassociative quaternion algebra \( Q = (L/F, \sigma, a) \), define a quadratic map, \( M_Q : Q \to L \), as follows: for \( x = x_0 + x_1z \in Q, x_0, x_1 \in L \), set
\[
M_Q(x) := N_{L/F}(x_0) - aN_{L/F}(x_1),
\]

where $N_{L/F}$ is the field norm of $L$. Then $M_Q$ is a semi-multiplicative map and every element $x \in Q$ satisfies the equation

$$x^2 - T_Q(x)x + M_Q(x) = 0.$$  

**Proof.** An element $l \in L$ is identified with the element $l + 0z \in Q$. Thus $M_Q(l) = N_{L/F}(l)$ and, if $x = x_0 + x_1z \in Q$ then,

$$M_Q(lx) = M_Q(lx_0 + lx_1z) = N_{L/F}(lx_0) - aN_{L/F}(lx_1) = N_{L/F}(l)(N_{L/F}(x_0) - aN_{L/F}(x_1)) = M_Q(l)M_Q(x).$$

It is shown similarly that $M_Q(xl) = M_Q(l)M_Q(x)$, so $M_Q$ is semi-multiplicative.

The linearisation of the field norm $N_{L/F}$ is

$$N_{L/F}(x_0, y_0) = x_0\sigma(y_0) + y_0\sigma(x_0),$$

for $x_0, y_0 \in L$, and hence

$$M_Q(x, y) = N_{L/F}(x_0, y_0) - aN_{L/F}(x_1, y_1),$$

where $y = y_0 + y_1z \in Q$. Thus $T_Q(x) = N_{L/F}(1, x_0) = Tr_{L/F}(x_0)$, where $Tr_{L/F}$ is the field trace of $L$. We also see that

$$x = T_Q(x) - x = \sigma(x_0) - x_1z,$$

and therefore

$$\bar{x}x = (\sigma(x_0) - x_1z)(x_0 + x_1z) = (\sigma(x_0)x_0 - x_1\sigma(x_1)a) + (\sigma(x_0)x_1 - x_1\sigma(x_0))z = M_Q(x).$$

**Remark 4.1.6.** The map $M_Q$ defined above bears a striking resemblance to the reduced norm map of an associative quaternion algebra. In the next section, we will define a map for nonassociative cyclic algebras of degree $n$, which can be thought of as an analogue of the reduced norm map for associative cyclic algebras of degree $n$.  
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We say the quadratic map \( M_A \) on \( A \) is nondegenerate if \( M_A(x, y) = 0 \) for all \( y \in A \) implies \( x = 0 \). For a subspace \( D \) of \( A \), we denote by \( D^\perp \) the subspace
\[
D^\perp = \{ x \in A \mid M_A(x, a) = 0 \text{ for all } a \in D \}.
\]

**Theorem 4.1.7.** Let \( A \) be a unital algebra over a field of characteristic not 2 and let \( D \) be a proper finite-dimensional, unital subalgebra of \( A \) such that \( M_A : A \to D \) is a nondegenerate, semi-multiplicative quadratic map which restricts to a nondegenerate quadratic map on \( D \). Suppose further that \( M_A(x, a) \in F \) for all \( x \in A \) and \( a \in D \). Then \( A \) has the \( F \)-vector space decomposition
\[
A = D \oplus D^\perp.
\]
Moreover, \( A \) contains the direct sum subspace
\[
K := D \oplus Dz,
\]
where \( z \in D\perp \) and for \( a + bz \in K \) we have
\[
M_A(a + bz) = M_A(a) - dM_A(b),
\]
for some \( d \in D \setminus \{ 0 \} \) and
\[
\overline{a + bz} = \overline{a} - bz.
\]

**Proof.** The assumptions \( M_A(x, a) \in F \) for all \( a \in D \) and \( \text{char } F \neq 2 \) imply that
\[
M_A(a) = \frac{1}{2}M_A(a, a) \in F,
\]
for all \( a \in D \), so \( M_A|_D \) is a multiplicative, nondegenerate quadratic form on \( D \). Denote the dual space of \( D \) by \( D^* \), then nondegeneracy of \( M_A|_D \) and finite-dimensionality of \( D \) gives an \( F \)-vector space isomorphism
\[
a \mapsto M_A(a, -)|_D : D \to D^*,
\]
for all \( a \in D \). For all \( x \in A \), the restriction of the map \( M_A(x, -) \) to the subalgebra \( D \) is also a linear functional by our assumption that \( M_A(x, a) \in F \).
for all $a \in D$, hence there exists a $d_x \in D$ with
\[ M_A(x, -)|_D = M_A(d_x, -)|_A. \]
Setting $x' = x - d_x$ gives $M_A(x', a) = 0$ for all $a \in D$ and hence the decomposition $x = d_x + x' \in D \oplus D^\perp$ for all $x \in A$. Now $D^\perp \neq 0$ since $D$ is proper and by nondegeneracy
\[ 0 \neq M_A(D^\perp, A) = M_A(D^\perp, D \oplus D^\perp) = M_A(D^\perp, D^\perp). \]
Therefore, there exist $z, z' \in D^\perp$ with $M_A(z, z') \neq 0$. Suppose $M_A(z, z) = M_A(z', z') = 0$, then
\[ M_A(z + z', z + z') = M_A(z, z) + M_A(z', z') + 2M_Z(z, z') \neq 0, \]
since char $F \neq 2$. This implies there exists an anisotropic vector $z \in D^\perp$ say, $M_A(z) =: -d \in D \setminus \{0\}$. We claim that $Dz \subseteq D^\perp$ so the subspace $K = D + Dz$ is direct. This follows from the fact that $T_A(a) = M_A(a, 1) \in F$ and so by Lemma 4.1.2
\[ M_A(az, b) = M_A(z, T_A(a)b) - M_A(az, ab) = M_A(z, \overline{a}b) = 0, \]
for all $a, b \in D$, since $z$ is orthogonal to $D$. For a typical element $a + bz \in K$ we have
\[ M_A(a + bz) = M_A(a) + M_A(a, bz) + M_A(bz) = M_A(a) - dM_A(b), \]
since $bz$ is orthogonal to $D$ and $M_A$ is semi-multiplicative. Furthermore, $T_A(bz) = M_A(bz, 1) = 0$ since $1 \in D$. Therefore,
\[
\overline{a} + \overline{bz} = T_A(a + bz) - (a + bz) = T_A(a) - a + T_A(bz) - bz = \overline{a} - bz.
\]
\[ \square \]

Remark 4.1.8. The previous theorem, which is a generalisation of a well-known result for multiplicative quadratic forms (cf. [24 §7.6, Lemma 3]), shows that nonassociative quaternion algebras are a good prototypical example of algebras carrying a nondegenerate, quadratic semi-multiplicative map.
4.1.2 Cubic case

Let $A$ be an $F$-algebra, $D$ a subalgebra of $A$ and

$$M_A : A \to D$$

a cubic map. The trilinear map $M_A : A \times A \times A \to D$ given by

$$M_A(x, y, z) = M_A(x + y + z) - M_A(x + y) - M_A(x + z) - M_A(y + z)$$

$$+ M_A(x) + M_A(y) + M_A(z),$$

for all $x, y, z \in A$, is symmetric in all three variables. If $1/6 \in F^\times$ then $M_A(x) = 1/6M_A(x, x, x)$. If $M_A$ is left semi-multiplicative then

$$M_A(a, a, a)M_A(x, x, x) = M_A(ax, ax, ax),$$

for all $a \in D$ and $x \in A$ and if $M_A$ is right semi-multiplicative then

$$M_A(a, a, a)M_A(x, x, x) = M_A(xa, xa, xa),$$

for all $a \in D$ and $x \in A$. By linearisation we obtain the following lemma.

Lemma 4.1.9. Let $M_A : A \to D$ be a cubic map

(i) If $M_A$ is left semi-multiplicative then

$$M_A(a, b, c)M_A(x, y, z) = M_A(ax, by, cz) + M_A(ax, cy, bz)$$

$$+ M_A(bx, ay, cz) + M_A(bx, cy, az)$$

$$+ M_A(cx, ay, bz) + M_A(cx, by, az),$$

for all $a, b, c \in D$ and all $x, y, z \in A$.

(ii) If $M_A$ is right semi-multiplicative then

$$M_A(a, b, c)M_A(x, y, z) = M_A(xa, yb, zc) + M_A(xa, yc, zb)$$

$$+ M_A(xb, ya, zc) + M_A(xb, yc, za)$$

$$+ M_A(xc, ya, zb) + M_A(xc, yb, za),$$

for all $a, b, c \in D$ and all $x, y, z \in A$. 
The proof is similar to that of Lemma 4.1.2.

Suppose that $A$ is unital and that $F$ is not of characteristic 2 or 3. We define a linear map $T_A : A \to D$ and a quadratic map $S_A : A \to D$ by
\[ T_A(x) := \frac{1}{2} M_A(x, 1, 1), \quad S_A(x) := \frac{1}{2} M_A(x, x, 1), \]
for all $x \in A$. It is easy to see that
\[ T_A(1) = S_A(1) = 3. \] (4.2)

If $M_A$ is left semi-multiplicative then putting $b = c = 1$ in Lemma 4.1.9 yields
\[ M_A(ax, y, z) + M_A(x, ay, z) + M_A(x, y, az) = T_A(a) M_A(x, y, z), \] (4.3)
for all $a \in D$ and $x, y, z \in A$. Similarly, if $M_A$ is right semi-multiplicative then
\[ M_A(xa, y, z) + M_A(x, ya, z) + M_A(x, y, za) = T_A(a) M_A(x, y, z), \] (4.4)
for all $a \in D$ and $x, y, z \in A$ and if $M_A$ is semi-multiplicative then
\[ M_A([a, x], y, z) + M_A(x, [a, y], z) + M_A(x, y, [a, z]) = 0, \] (4.5)
for all $a \in D$ and $x, y, z \in A$, where $[a, x] = ax - xa$ denotes the commutator of $a$ and $x$.

Define a bilinear map $T_A : A \times A \to D$ by
\[ T_A(x, y) := T_A(x) T_A(y) - M_A(x, y, 1), \] (4.6)
for all $x, y \in A$. If $M_A$ is left semi-multiplicative then putting $y = z = 1$ into equation (4.3) gives us
\[ M_A(ax, 1, 1) + M_A(a, x, 1) + M_A(x, 1, a) = T_A(a) M_A(x, 1, 1), \]
for all $a \in D$ and $x \in A$. We rearrange to get
\[ T_A(ax) = T_A(a) T_A(x) - M_A(x, a, 1) = T_A(a, x). \]
Similarly, if $M_A$ is right semi-multiplicative then
\[ T_A(xa) = T_A(a, x), \]
for all $a \in D$ and $x \in A$. It follows that
\[ T_A(1, x) = T_A(x, 1) = T_A(x), \] (4.7)
for all $x \in A$. We may also bilinearise the quadratic map $S_A$ to get
\[ S_A : A \times A \to D : \quad S_A(x, y) = S_A(x + y) - S_A(x) - S_A(y) = M_A(x, y, 1), \]
for all $x, y \in A$. Comparing with the definition of $T_A(x, y)$ in (4.6) we obtain
\[ S_A(x, y) = M_A(x, y, 1) = M_A(1, x, y) = T_A(x)T_A(y) - T_A(x, y), \] (4.8)
for all $x, y \in A$.

We define a quadratic map $\# : A \to A$ by
\[ x\# = x^2 - T_A(x)x + S_A(x). \]
Its linearisation is
\[ x\#y = (x + y)^2 - x^2 - y^2, \]
and hence,
\[ x\# = 1/2(x\#x). \]

**Proposition 4.1.10.** For all $y \in A$, $1\#y = T_A(y) - y$.

**Proof.** Calculating directly from the linearised sharp map we obtain:
\[
1\#y = (1 + y)^2 - 1^2 - y^2 \\
= (1 + y)^2 - T_A(1 + y)(1 + y) + S(1 + y) \\
- 1 + T_A(1)1 - S_A(1)1 - y^2 + T_A(y)y - S_A(y).
\]
Expanding this and using (4.2) we get
\[
1\#y = -y - T_A(y) + S_A(1 + y) - S_A(1) - S_A(y) = S_A(1, y) - y - T_A(y),
\]
but equations (4.8) and (4.7) imply that
\[
S_A(1, y) = T_A(1)T_A(y) - T(1, y) = 3T_A(y) - T_A(y).
\]
We conclude that $1\#y = T_A(y) - y$. \qed
Proposition 4.1.11. Suppose every element $x \in A$ satisfies $x^2x = M_A(x)$. Then:

(i) Every element $x \in A$ satisfies the equation

$$x^2x - T_A(x)x^2 + S_A(x)x - M_A(x) = 0.$$ 

Proof. The proof is clear from the definition of $\sharp : A \to A$. \hfill $\square$

4.2 A Semi-Multiplicative Map for Nonassociative Cyclic Algebras

In the classical theory of associative algebras, the reduced norm of a central simple algebra of degree $n$ is a multiplicative form of degree $n$. In this section we define an analogous map for a nonassociative cyclic algebra. Although this map is not multiplicative, it is semi-multiplicative of degree $n$.

Let $A := (L/F, \sigma, a)$ be a nonassociative cyclic algebra of degree $n$. Consider it as a left $L$-vector space with basis $\{1, z, \ldots, z^{n-1}\}$. The map of right multiplication by an element $x \in A$: $y \mapsto xy$ for all $y \in A$, is a vector space homomorphism. Write $R_x$ for the matrix of right multiplication by $x$ with respect to the basis $\{1, z, \ldots, z^{n-1}\}$:

$$R_x = \begin{pmatrix}
    x_0 & x_1 & x_2 & \cdots & x_{n-1} \\
    a\sigma(x_{n-1}) & \sigma(x_0) & \sigma(x_1) & \cdots & \sigma(x_{n-2}) \\
    a\sigma^2(x_{n-2}) & a\sigma^2(x_{n-1}) & \sigma^2(x_0) & \cdots & \sigma^2(x_{n-3}) \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    a\sigma^{n-1}(x_1) & a\sigma^{n-1}(x_2) & a\sigma^{n-1}(x_3) & \cdots & \sigma^{n-1}(x_0)
\end{pmatrix},$$

for $x = x_0 + x_1z + \cdots + x_{n-1}z^{n-1}, x_i \in L$. We define a map $M_A : A \to L$ by

$$M_A(x) := \text{Det}(R_x)$$

for all $x \in A$. This is similar to the definition of the reduced norm of an associative cyclic algebra however, in this case $M_A$ is not multiplicative since the map $x \mapsto R_x$ is not an $F$-algebra homomorphism.
Proposition 4.2.1. $M_A(x)$ is a polynomial in $a$ of degree $n - 1$ with coefficients in $F$.

Proof. It is clear that $M_A(x)$ is a polynomial in $a$ of degree $n - 1$ with coefficients in $L$. To show that they actually belong to $F$ we consider a matrix $R^t_x$ with entries in $L[t, t^{-1}]$ given by

$$R^t_x = \begin{pmatrix}
    x_0 & x_1 & x_2 & \cdots & x_{n-1} \\
    t\sigma(x_{n-1}) & \sigma(x_0) & \sigma(x_1) & \cdots & \sigma(x_{n-2}) \\
    t\sigma^2(x_{n-2}) & t\sigma^2(x_{n-1}) & \sigma^2(x_0) & \cdots & \sigma^2(x_{n-3}) \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    t\sigma^{n-1}(x_1) & t\sigma^{n-1}(x_2) & t\sigma^{n-1}(x_3) & \cdots & \sigma^{n-1}(x_0)
\end{pmatrix},$$

for $x = x_0 + x_1 z + \cdots + x_{n-1} z^{n-1}$, with $x_i \in L$. We extend the automorphism $\sigma$ to $L[t, t^{-1}]$ by setting $\sigma(t) = t$. We also define the map $\sigma_A : A \rightarrow A$ by

$$\sigma_A(x_0 + x_1 z + \cdots + x_{n-1} z^{n-1}) = \sigma(x_0) + \sigma(x_1) z + \cdots + \sigma(x_{n-1}) z^{n-1}.$$ 

Clearly we have

$$\text{Det}(R^t_{\sigma A}(x)) = \sigma(\text{Det}(R^t_x)).$$

On the other hand it is easy to check that

$$R^t_x = \begin{pmatrix}
    0 & 0 & \cdots & 0 & t^{-1} \\
    1 & 0 & \cdots & 0 & 0 \\
    0 & 1 & \cdots & 0 & 0 \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    0 & 0 & \cdots & 1 & 0
\end{pmatrix} R^t_{\sigma A}(x) = \begin{pmatrix}
    0 & 1 & \cdots & 0 & 0 \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    0 & 0 & \cdots & 1 & 0 \\
    t & 0 & \cdots & 0 & 0
\end{pmatrix}.$$

Hence $\text{Det}(R^t_x) = \text{Det}(R^t_{\sigma A}(x))$. This shows that the coefficients of $t$ in $\text{Det}(R^t_x)$ are invariant under $\sigma$ so they must belong to $F$. Therefore the coefficients of $a$ in $\text{Det}(R_x) = M_A(x)$ also belong to $F$.

Proposition 4.2.2. If $l \in L$ is considered as an element of $A$ then $M_A(l) = N_{L/F}(l)$.  

62
Proof. If $l$ is considered as an element of $A$, it is written as $l = l + 0z + \cdots + 0z^{n-1}$. Hence
\[
R_l = \begin{pmatrix}
l & 0 & \cdots & 0 \\
0 & \sigma(l) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \sigma^{n-1}(l)
\end{pmatrix}.
\]

Proposition 4.2.3. If $x \in A$ and $l \in L$ then
\[
M_A(lx) = M_A(l)M_A(x).
\]

Proof. For $x = x_0 + x_1z + \cdots + x_{n-1}z^{n-1}$ with $x_i \in L$, we have
\[
x_lx = lx_0 + lx_1z + \cdots + lx_{n-1}z^{n-1},
\]
and, therefore,
\[
R_{lx} = \begin{pmatrix}
lx_0 & lx_1 & \cdots & lx_{n-1} \\
\alpha\sigma(lx_{n-1}) & \sigma(lx_0) & \cdots & \sigma(lx_{n-2}) \\
\vdots & \vdots & \ddots & \vdots \\
\alpha^{n-1}\sigma(lx_1) & \alpha^{n-1}\sigma(lx_2) & \cdots & \alpha^{n-1}\sigma(lx_0)
\end{pmatrix}
= \begin{pmatrix}
l & 0 & \cdots & 0 \\
0 & \sigma(l) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \sigma^{n-1}(l)
\end{pmatrix} \begin{pmatrix}
x_0 & x_1 & \cdots & x_{n-1} \\
\alpha\sigma(x_{n-1}) & \sigma(x_0) & \cdots & \sigma(x_{n-2}) \\
\vdots & \vdots & \ddots & \vdots \\
\alpha^{n-1}\sigma(x_1) & \alpha^{n-1}\sigma(x_2) & \cdots & \alpha^{n-1}\sigma(x_0)
\end{pmatrix}
= R_lR_x.
\]

Similarly, it is easy to check that $R_xl = R_xR_l$ and so
\[
M_A(xl) = M_A(x)M_A(l) = M_A(l)M_A(x)
\]
since $M_A(x)$ belongs to a commutative subfield of $A$ for all $x$. \qed
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We recall that for $x = x_0 + x_1z + \cdots x_{n-1}z^{n-1}$, the map
\[ x \mapsto x_0 + x_1lz + x_2l\sigma(l)z^2 + \cdots + x_{n-1}l\sigma(l)\cdots\sigma^{n-2}(l)z^{n-1} \]
for some $l \in L$ such that $N_{L/F}(l) = 1$, is an automorphism of $A$. Using the following lemma we can write this map as
\[ x \mapsto x_0 + x_1m\sigma(m)^{-1}z + \cdots + x_{n-1}m\sigma^{n-1}(m)^{-1}z^{n-1} \]
for some $m \in L$ and we denote the map by $\varphi_m$.

**Lemma 4.2.4.** Let $L/F$ be a cyclic field extension of degree $n$. If $l \in L$ is such that $N_{L/F}(l) = 1$ then for all $k \in \{0, 1, \ldots, n-1\}$
\[ l\sigma(l)\cdots\sigma^k(l) = m\sigma^{k+1}(m)^{-1} \]
for some $m \in L$.

**Proof.** The case $k = 0$ is Hilbert’s Theorem 90 and, by induction,
\[
\begin{align*}
l\sigma(l)\cdots\sigma^{k-1}(l)\sigma^k(l) & = m\sigma^k(m)^{-1}\sigma^k(m\sigma(m)^{-1}) \\
& = m\sigma^k(m)^{-1}\sigma^k(m)\sigma^{k+1}(m)^{-1} \\
& = m\sigma^{k+1}(m)^{-1}.
\end{align*}
\]

**Proposition 4.2.5.** $M_A(\varphi_m(x)) = M_A(x)$ for all $x \in A$.

**Proof.** If $R_m$ is the matrix
\[
R_m = \begin{pmatrix}
m & 0 & \cdots & 0 \\
0 & \sigma(m) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \sigma^{n-1}(m)
\end{pmatrix}
\]
then $R_m^{-1} = R_m^{-1}$ and it is easy to check that
\[ R_{\varphi_m(x)} = R_mR_xR_m^{-1}, \]
so the result follows. \qed
We define the $F$-linear maps

$$
\sigma_j^A : A \rightarrow A \quad \sum_{i=0}^{n-1} x_i z^i \mapsto \sum_{i=0}^{n-1} \sigma_j(x_i) z^i
$$

for all $j = 0, \ldots, n - 1$. We saw in the proof of Proposition 4.2.1 that

$$
R_x = AR_{\sigma_A(x)}B
$$

where

$$
A = \begin{pmatrix}
0 & 0 & \cdots & 0 & a^{-1} \\
1 & 0 & \cdots & 0 & 0 \\
0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & 0
\end{pmatrix}
$$

and

$$
B = \begin{pmatrix}
0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & 0 \\
0 & 0 & \cdots & 0 & 1 \\
a & 0 & \cdots & 0 & 0
\end{pmatrix}
$$

In fact we have $B = A^{-1}$ and so $R_{\sigma_A(x)} = AR_xA^{-1}$. It follows that

$$
R_{\sigma_A(x)} = A^j R_x A^{-j}
$$

hence we also have $M_A(\sigma_A^j(x)) = M_A(x)$ for all $x \in A$.

Not all automorphisms of $A$ satisfy the property in Proposition 4.2.5. Recall from Corollary 3.2.9 that, if there exists an element $l \in L$ such that $\sigma^j(a) = N_{L/F}(l)a$ for some $j \in \{1, \ldots, n - 1\}$, then the map $\theta_l^j$ which sends $x_0 + x_1 z + \cdots + x_{n-1} z^{n-1}$ to

$$
\sigma^j(x_0) + \sigma^j(x_1)lz + \sigma^j(x_2)l\sigma(l)z^2 + \cdots + \sigma^j(x_{n-1})l\sigma(l)\cdots \sigma^{n-2}(l)z^{n-1}
$$

is an automorphism. For ease of notation, we define

$$
l_0 = 1; \quad l_i = l_{i-1}\sigma^{i-1}(l),
$$
for $1 \leq i \leq n - 1$. Therefore we can write
\[
\theta^j_i(\sum_{i=0}^{n-1} x_i z^i) = \sum_{i=0}^{n-1} \sigma^j(x_i) l_i z^i.
\]

**Theorem 4.2.6.** For all $x \in A$ we have
\[
M_A(\theta^j_i(x)) = \sigma^j(M_A(x)).
\]

**Proof.** To simplify notation we will only show the case $j = 1$ since the other cases are completely similar. First extend the automorphism $\sigma$ to Mat$_n(L)$ by applying it component-wise on matrix entries. If we have
\[
R_x = \begin{pmatrix}
    x_0 & x_1 & \cdots & x_{n-1} \\
    a\sigma(x_{n-1}) & \sigma(x_0) & \cdots & \sigma(x_{n-2}) \\
    \vdots & \vdots & \ddots & \vdots \\
    a\sigma^{n-1}(x_1) & a\sigma^{n-1}(x_2) & \cdots & \sigma^{n-1}(x_0)
\end{pmatrix},
\]
then
\[
\sigma(R_x) = \begin{pmatrix}
    \sigma(x_0) & \sigma(x_1) & \cdots & \sigma(x_{n-1}) \\
    \sigma(a)\sigma^2(x_{n-1}) & \sigma^2(x_0) & \cdots & \sigma^2(x_{n-2}) \\
    \vdots & \vdots & \ddots & \vdots \\
    \sigma(a)x_1 & \sigma(a)x_2 & \cdots & x_0
\end{pmatrix},
\]
and so $\sigma(M_A(x)) = \text{Det}(\sigma(R_x))$. Now $\theta^j_1$ maps $x_0 + x_1 z + \cdots + x_{n-1} z^{n-1}$ to
\[
\sigma(x_0) + \sigma(x_1) l_1 z + \sigma(x_2) l_2 z^2 + \cdots + \sigma(x_{n-1}) l_{n-1} z^{n-1}
\]
and so
\[
R_{\theta^j_1(x)} = \begin{pmatrix}
    \sigma(x_0) & \sigma(x_1) l_1 & \cdots & \sigma(x_{n-1}) l_{n-1} \\
    a\sigma^2(x_{n-1})\sigma(l_{n-1}) & \sigma^2(x_0) & \cdots & \sigma^2(x_{n-2})\sigma(l_{n-2}) \\
    \vdots & \vdots & \ddots & \vdots \\
    a x_1 \sigma^{n-1}(l_1) & a x_2 \sigma^{n-1}(l_2) & \cdots & x_0
\end{pmatrix}.
\]
From the definition of $\theta^j_1$ we know that $\sigma(a) = N_{L/F}(l)a$. Also notice that
\[
l_i N_{L/F}(l)^{-1} = l \sigma(l) \cdots \sigma_{i-1}(l) N_{L/F}(l)^{-1} = (\sigma^i(l) \cdots \sigma^{n-1}(l))^{-1} = \sigma^i(l_{n-i})^{-1},
\]
for all $1 \leq i \leq n - 1$. Replacing $a$ by $\sigma(a)N_{L/F}(l)^{-1}$, we get

$$\begin{pmatrix}
\sigma(x_0) & \sigma(x_1)l_1 & \cdots & \sigma(x_{n-1})l_{n-1} \\
\sigma(a)\sigma^2(x_{n-1})l_1^{-1} & \sigma^2(x_0) & \cdots & \sigma^2(x_{n-2})\sigma(l_{n-2}) \\
\vdots & \vdots & \ddots & \vdots \\
\sigma(a)x_1l_{n-1}^{-1} & \sigma(a)x_2\sigma(l_{n-2})^{-1} & \cdots & x_0
\end{pmatrix}.$$  

Let $M_l$ be the matrix

$$\begin{pmatrix}
l\sigma(l) \cdots \sigma^{n-2}(l) & 0 & \cdots & 0 \\
0 & \sigma(l) \cdots \sigma^{n-2}(l) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1
\end{pmatrix},$$

then its inverse is

$$(M_l)^{-1} = \begin{pmatrix}
l^{-1}\sigma(l) \cdots \sigma^{n-2}(l)^{-1} & 0 & \cdots & 0 \\
0 & \sigma(l)^{-1} \cdots \sigma^{n-2}(l)^{-1} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1
\end{pmatrix}.$$

Moreover, it is straightforward to check that

$$R_{\theta_l^1(x)} = M_l\sigma(R_x)(M_l)^{-1}.$$  

Hence $M_A(\theta_m^1(x)) = \sigma(M_A(x))$. □

### 4.3 Some Identities for the Degree 3 Case

Let $A = (L/F, \sigma, a)$ be a cubic nonassociative cyclic algebra over a field $F$ of characteristic not 2 or 3. Let $x, y, w$ be three elements of $A$ of the form (see Chapter 3, §2)

$$x = x_0 + x_1z + x_2z^2,$$
$$y = y_0 + y_1z + y_2z^2,$$
$$w = w_0 + w_1z + w_2z^2,$$
for \( x_i, y_i, w_i \in L \). Explicitly we have

\[
M_A(x) = N_{L/F}(x_0) + aN_{L/F}(x_1) + a^2 N_{L/F}(x_2) - a \operatorname{Tr}_{L/F}(x_0 \sigma(x_1) \sigma^2(x_2)).
\]

We can linearise this to get a map \( M_A(x; y) \) which is quadratic in \( x \) and linear in \( y \):

\[
M_A(x; y) = N_{L/F}(x_0; y_0) + aN_{L/F}(x_1, y_1) + a^2 N_{L/F}(x_2, y_2) - af(x; y),
\]

where

\[
N_{L/F}(x_i; y_i) = x_i \sigma(x_i) \sigma^2(y_i) + x_i \sigma(y_i) \sigma^2(x_i) + y_i \sigma(x_i) \sigma^2(x_i)
\]

and

\[
f(x; y) = \operatorname{Tr}_{L/F}(x_0 \sigma(x_1) \sigma^2(y_2)) + \operatorname{Tr}_{L/F}(x_0 \sigma(y_1) \sigma^2(x_2))
\]

\[
+ \operatorname{Tr}_{L/F}(y_0 \sigma(x_1) \sigma^2(x_2)).
\]

We can get the full linearisation \( M_A(x, y, w) \) by

\[
M_A(x, y, w) = M_A(x + w; y) - M_A(x; y) - M_A(w; y)
\]

\[
= N_{L/F}(x_0, y_0, w_0) + aN_{L/F}(x_1, y_1, w_1) + a^2 N_{L/F}(x_2, y_2, w_2)
\]

\[
- af(x, y, w),
\]

where

\[
N_{L/F}(x_i, y_i, w_i) = x_i \sigma(y_i) \sigma^2(w_i) + x_i \sigma(w_i) \sigma^2(y_i) + y_i \sigma(x_i) \sigma^2(w_i)
\]

\[
+ y_i \sigma(w_i) \sigma^2(x_i) + w_i \sigma(x_i) \sigma^2(y_i) + w_i \sigma(y_i) \sigma^2(x_i)
\]

and

\[
f(x, y, w) = \operatorname{Tr}_{L/F}(x_0 \sigma(y_1) \sigma^2(w_2)) + \operatorname{Tr}_{L/F}(x_0 \sigma(w_1) \sigma^2(y_2))
\]

\[
+ \operatorname{Tr}_{L/F}(y_0 \sigma(x_1) \sigma^2(w_2)) + \operatorname{Tr}_{L/F}(y_0 \sigma(w_1) \sigma^2(x_2))
\]

\[
+ \operatorname{Tr}_{L/F}(w_0 \sigma(x_1) \sigma^2(y_2)) + \operatorname{Tr}_{L/F}(w_0 \sigma(y_1) \sigma^2(w_2)).
\]

The map \( M_A(x, y, w) \) is symmetric in all three variables. Since \( A \) is unital, we have the maps \( T_A \) and \( S_A \) defined in Section 4.1.2:

\[
T_A(x) := M_A(1; x) = \operatorname{Tr}_{L/F}(x_0),
\]
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and
\[ S_A(x) := M_A(x; 1) = Tr_{L/F}(x_0)\sigma(x_0) - aTr_{L/F}(x_1\sigma(x_2)). \]

The linearisation of \( T_A \) is
\[
T_A(x, y) := T_A(x)T_A(y) - M_A(1, x, y)
\]
\[ = Tr_{L/F}(x_0y_0) + aTr_{L/F}(\sigma(x_1)\sigma^2(y_2)) + aTr_{L/F}(\sigma(y_1)\sigma^2(x_2)) \]
and the linearisation of \( S_A \) is given by
\[
S_A(x, y) := M_A(x, y, 1) = Tr_{L/F}(x_0\sigma(y_0)) + Tr_{L/F}(y_0\sigma(x_0))
\]
\[ - aTr_{L/F}(x_1\sigma(y_2)) - aTr_{L/F}(y_1\sigma(x_2)). \]

From Equations (4.2), (4.7) and (4.8), respectively, we have
\[
T_A(1) = S_A(1) = 3,
\]
\[
T_A(1, y) = T_A(y),
\]
\[
S_A(x, y) = T_A(x)T_A(y) - T_A(x, y). \]

We also have the quadratic sharp map, \( x^\sharp = x^2 - T_A(x) + S_A(x) \). Explicitly, this is
\[
x^\sharp = \sigma(x_0)\sigma^2(x_0) - a\sigma(x_1)\sigma^2(x_2)
\]
\[ + (ax_2^2\sigma^2(x_2) - \sigma^2(x_0)x_1)z
\]
\[ + (x_1\sigma(x_1) - \sigma(x_0)x_2)z^2 \]
and its linearisation is
\[
x^\sharp y = (x + y)^\sharp - x^\sharp - y^\sharp,
\]
with \( x^\sharp = 1/2(x^\sharp x) \).

**Proposition 4.3.1.** Suppose that \( x \in L \). Then

\[(i) \ T_A(x^\sharp, y) = M_A(x, y), \]
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(ii) $x\sharp y = \sigma(x_0)\sigma^2(y_0) + \sigma(y_0)\sigma^2(x_0) - \sigma^2(x_0)y_1z - \sigma(x_0)y_2z^2$,

(iii) $1\sharp y = T_A(y)1 - y$,

(iv) $T_A(x\sharp y) = S_A(x, y)$

for all $y \in A$.

Proof. (i) For $x = x_0 + 0z + 0z^2 \in L$ we have $T_A(x, y) = Tr_{L/F}(x_0y_0)$ for all $y \in A$, and $x^2 = \sigma(x_0)\sigma^2(x_0)$. Hence

$$T_A(x^2, y) = Tr_{L/F}(\sigma(x_0)\sigma^2(x_0)y_0) = M_A(x, y).$$

(ii) is a straightforward calculation and (iii) and (iv) follow directly from (ii) and the definitions. \qed

**Proposition 4.3.2.** If either $x$ or $y$ belong to $L$ then

$$T_A(x\sharp y, w) = M_A(x, y, w)$$

for all $w \in A$.

Proof. It suffices to show that if $x \in L$ then $T_A(x\sharp y, w) = M_A(x, y, w)$, since $x\sharp y = y\sharp x$ implies that

$$T_A(x\sharp y, w) = T_A(y\sharp x, w) = M_A(y, x, w) = M_A(x, y, w),$$

whenever $y \in L$. Suppose $x \in L$, then by the previous proposition and the definition of $T_A$ we have

$$T_A(x\sharp y, w) = Tr_{L/F}(\sigma(x_0)\sigma^2(y_0)w_0 + \sigma(y_0)\sigma^2(x_0)w_0)$$

$$- aTr_{L/F}(x_0\sigma(y_1)\sigma^2(w_2)) - aTr_{L/F}(x_0\sigma(w_1)\sigma^2(y_2))$$

$$= M_A(x, y, w).$$

The calculation is similar for $y \in L$. \qed

**Theorem 4.3.3.** Every element $x \in A$ satisfies $x^2 x = M_A(x)$. 
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Proof. The proof is a straightforward calculation. Calculating the first component of $x^2x$, i.e., the term with no $z$. This is

$$\sigma(x_0)^2(x_0)x_0 - a\sigma(x_1)^2(x_2)x_1 + x_2\sigma^2(x_2)a\sigma(x_2)a$$

$$- \sigma^2(x_0)x_1\sigma(x_2)a + x_1\sigma(x_1)^2(x_1)a - \sigma(x_0)x_2\sigma(x_1)a$$

$$= N_L(x_0) + aN_L(x_1) + a^2N_L(x_2) - aTr_L(x_0\sigma(x_1)^2(x_2))$$

$$= M_A(x).$$

On the other hand the $z$ component of $x^2x$ is

$$\sigma(x_0)^2(x_0)x_1 - a\sigma(x_1)^2(x_2)x_1 + x_2\sigma^2(x_2)a\sigma(x_0)$$

$$- \sigma^2(x_0)x_1\sigma(x_0) + x_1\sigma(x_1)^2(x_2)a - \sigma(x_0)x_2\sigma^2(x_2)a$$

which is equal to zero. Similarly, the $z^2$ term of $x^2x$ is

$$\sigma(x_0)^2(x_0)x_2 - a\sigma(x_1)^2(x_2)x_2 + x_2\sigma^2(x_2)a\sigma(x_1)$$

$$- \sigma^2(x_0)x_1\sigma(x_1) + x_1\sigma(x_1)^2(x_0)a - \sigma(x_0)x_2\sigma^2(x_0)a$$

which is also zero. □

**Corollary 4.3.4.** Every element $x \in A$ satisfies an equation

$$x^2x - T_A(x)x^2 + S_A(x)x - M_A(x) = 0.$$ 

Proof. This follows from the previous theorem and the definition of $x^2$. □
Chapter 5

Generalised First Tits Construction

We now look at a possible generalisation of the first Tits construction. This generalisation exhibits some interesting properties and its construction fits in nicely with the theme of this thesis. The contents of this chapter were inspired by a private communication with Petersson [43].

5.1 The Classical Construction Using Cubic Norms

In this section, we will give a slightly different definition of the first Tits construction to that in Chapter 2, Section 4, this time using the cubic norm form on an associative algebra of degree 3. This definition can also be found in McCrimmon’s book ([38, Ch II.4]) but we will give the main details here. Since there are quite a lot of identities associated with cubic forms, we will recall the important ones here for ease of reference.

Let $F$ be a field of characteristic not 2 or 3 and let $A$ be a unital, associative $F$-algebra of degree 3, equipped with a cubic norm form $N_A$. We recall
the linearisation \( N_A(x; y) \) given by the directional derivative

\[
N_A(x; y) := \partial_y N_A|_x,
\]

in the direction of \( y \), evaluated at \( x \). This map is quadratic in \( x \) and linear
in \( y \) and linearises to the trilinear map

\[
N_A(x, y, z) := N_A(x + z; y) - N_A(x; y) - N_A(z; y),
\]

for all \( x, y, z \in A \). \( N_A(x, y, z) \) is symmetric in all three variables. We also have the associated maps

\[
\begin{align*}
Tr_A(x) &:= N_A(1; x), \\
Tr_A(x, y) &:= T_A(x)T_A(y) - N_A(1, x, y), \\
S_A(x) &:= N_A(x; 1), \\
S_A(x, y) &:= S_A(x + y) - S_A(x) - S_A(y) = N_A(x, y, 1),
\end{align*}
\]

for all \( x, y \in A \), and the adjoint map, \( \sharp : A \to A \), given by

\[
x^\sharp := x^2 - Tr_A(x)x + S_A(x)1,
\]

for all \( x \in A \). The following identities hold in all scalar extensions.

\[
\begin{align*}
x^3 - T_A(x)x^2 + S_A(x) - N_A(x)1 = 0, \\
T_A(x^\sharp, y) &= N_A(x; y), \\
T_A(x, y) &= T_A(xy), \\
(x^\sharp)^\sharp &= N_A(x)x, \\
(xy)^\sharp &= y^\sharp x^\sharp, \\
N_A(x^\sharp) &= N_A(x)^2.
\end{align*}
\]

for all \( x, y \in A \). The adjoint map is a quadratic map which bilinearises to

\[
(x, y) \mapsto x \times y = (x + y)^\sharp - x^\sharp - y^\sharp.
\]

The unit element of \( A \), denoted \( 1_A \), satisfies

\[
1_A^\sharp = 1_A, \quad \text{and} \quad 1_A \times x = T_A(x)1_A - x,
\]
for all $x \in A$. A quadratic $U$-operator can be defined as

$$U_xy := T(x,y)x - x^y \times y,$$

with linearisation

$$U_{x,y} := U_{x+y} - U_x - U_y,$$

for all $x,y \in A$. We can then define a bilinear product on $A$ in terms of the $U$-operator:

$$x \circ y := U_{x,y}1_A.$$

A routine, but tedious, verification shows that $x \circ y = xy + yx$, for all $x,y \in A$. Therefore, the $F$-vector space structure of $A$ endowed with the multiplication $x \bullet y := \frac{1}{2}(x \circ y)$ is, in fact, the Jordan algebra $A^+$. The norm of $A$ permits Jordan composition on the $U$-operator, i.e.,

$$N_A(U_xy) = N_A(x)^2N_A(y),$$

for all $x,y \in A$.

**Remark 5.1.1.** In fact, Jordan algebras can be defined over commutative rings using a quadratic $U$-operator instead of the usual bilinear product. When the ground ring contains $1/2$, these quadratic Jordan algebras are equivalent to those defined by the bilinear product. This quadratic theory was developed by McCrimmon in [37] and gives a characteristic-free approach to Jordan algebras.

Given the above ingredients, the first Tits construction proceeds as follows: we pick an element $\mu \in F^\times$ and define the $F$-vector space

$$J = J(A, N_A, \mu) := A_0 \oplus A_1 \oplus A_2,$$

where each component $A_i$ is a copy of $A$. By identifying $A$ with the first component $A_0$, we can extend the unit element, norm and adjoint of $A$ to $J$ as follows

$$1 = (1_A, 0, 0),$$

$$N(x) := N_A(x_0) + \mu N_A(x_1) + \mu^{-1} N_A(x_2) - T_A(x_0x_1x_2),$$

$$x^\sharp := (x_0^\sharp - x_1x_2, \mu^{-1}x_2^\sharp - x_0x_1, \mu x_1^\sharp - x_2x_0),$$
for $x = (x_0, x_1, x_2) \in J, x_i \in A$. This gives rise to a linearised trace
\[ T(x, y) = T_A(x_0y_0) + T_A(x_1y_2) + T_A(y_1x_2), \]
\[ T(x) := T(x, 1) = T_A(x_0), \]
for $y = (y_0, y_1, y_2) \in J$. The quadratic sharp map linearises to
\[ x \times y = (x_0 \times y_0 - x_1y_2 - y_1x_2, \mu^{-1}(x_2 \times y_2) - x_0y_1 - y_0x_1, \mu(x_1 \times y_1) - x_2y_0 - y_2x_0). \]

We can then introduce a quadratic $U$-operator on $J$ defined by
\[ U_x y := T(x, y)x - x^2 \times y, \]
for all $x, y \in J$. This allows us to define a bilinear product on $J$ by $x \circ y := U_{x,y}1$. A routine calculation shows that
\[ x \circ y = (x_0 \circ y_0 + x_1y_2 + x_2y_1, \overline{x_0}y_1 + \overline{y_0}x_1 + \mu^{-1}(x_2 \times y_2), \overline{x_0}y_2 + \overline{y_0}x_2 + \mu(x_1 \times y_1)), \]
where $\overline{x} := T_A(x) - x$. Setting $x \bullet y = \frac{1}{2} (x \circ y)$, we see that this agrees with the definition of multiplication in Chapter 2, Equation (2.1).

5.2 The Generalised Construction

Following the approach in the previous section, we generalise the first Tits construction. Let $A$ be an associative algebra of degree 3 with cubic norm $N_A$ and pick an invertible element $\mu \in A^\times$ rather than in $F^\times$. Define the following vector-space over $F$:
\[ P = P(A, N_A, \mu) := A_0 \oplus A_1 \oplus A_2, \]
where each component $A_i$ is a copy of $A$. As before, we identify $A$ with $A_0$ above and define a map $M : P \to A$ by
\[ M((x_0, x_1, x_2)) = N_A(x_0) + \mu N_A(x_1) + \mu^{-1} N_A(x_2) - T_A(x_0x_1x_2), \]
for $x_i \in A$. This map satisfies $M((x_0, 0, 0)) = N_A(x_0)$ so we may say that the restriction of $M$ to $A$ is $N_A$. We can also extend the adjoint map by defining

$$x^t = (x_0^t - x_1x_2, \mu^{-1}x_2^t - x_0x_1, \mu x_1^t - x_2x_0),$$

for $x = (x_0, x_1, x_2), x_i \in A$. This yields the linearised sharp and trace maps on $P$:

$$x \times y = (x_0 \times y_0 - x_1y_2 - y_1x_2, \mu^{-1}(x_2 \times y_2) - x_0y_1 - y_0x_1, \mu(x_1 \times y_1) - x_2y_0 - y_2x_0),$$

$$T(x, y) = T_A(x_0y_0) + T_A(x_1y_2) + T_A(y_1x_2),$$

$$T(x) = T_A(x_0),$$

for $(x_0, x_1, x_2), (y_0, y_1, y_2) \in P$. We define a multiplication, denoted $\circ$, on $P(A, N_A, \mu)$ by putting

$$x \circ y := x \times y + T(x)y + T(y)x - (T(x)T(y) - T(x, y))1,$$  \hspace{1cm} (5.1)

for all $x, y \in A$. For $x_0 \in A$ we write $\overline{x_0}$ for $T_A(x_0) - x_0$, then a quick calculation shows that this multiplication can be written as

$$x \circ y = (x_0 \circ y_0 + \overline{x_1}y_2 + \overline{x_2}y_1, \overline{x_0}y_1 + \overline{y_0}x_1 + \mu^{-1}(x_2 \times y_2), \overline{x_0}y_2 + \overline{y_0}x_2 + \mu(x_1 \times y_1),$$

for $x = (x_0, x_1, x_2)$ and $y = (y_0, y_1, y_2)$, which is similar to the bilinear product in the classical first Tits construction.

**Remark 5.2.1.** If, in the definition of the map $\sharp : P \to P$, we change the position of $\mu$ and $\mu^{-1}$, this will make a difference in the bilinear product if $A$ is noncommutative and $\mu$ does not belong to the centre of $A$. For example, if we define

$$x^t = (x_0^t - x_1x_2, \mu^{-1}x_2^t - x_0x_1, x_1^t\mu - x_2x_0).$$
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and follow through with this definition of $\sharp$, we would arrive at the following definition of the multiplication:

$$x \circ y = (x_0 \circ y_0 + x_1 y_2 + x_2 y_1,$$

$$x_0 y_1 + y_0 x_1 + \mu^{-1}(x_2 \times y_2),$$

$$x_0 y_2 + y_0 x_2 + (x_1 \times y_1) \mu).$$

We have the intermediate form $S_A : A \rightarrow F$ defined by $S_A(x_0) = N_A(x; 1)$, which is quadratic. This linearises to a map $S_A(x, y) : A \times A \rightarrow F$, moreover, we have $S_A(x_0) = T_A(x_0^2)$ for all $x_0 \in A$ ([38 ch II.4]).

**Proposition 5.2.2.** If we extend the map $S_A$ to $P(A, N_A, \mu)$ by defining $S(x) := M(x; 1)$, we have $S(x) = T(x^2)$ and the linearisation $S_A(x, y)$ satisfies

$$S(x, y) = T(x)T(y) - T(x, y),$$

for all $y \in P(A, N_A, \mu)$.

**Proof.** Let $x = (x_0, x_1, x_2)$ and $y = (y_0, y_1, y_2)$ for $x_i, y_i \in A$ then explicitly we have

$$M(x; y) = N_A(x_0; y_0) + \mu N_A(x_1; y_1) + \mu^{-1} N_A(x_2; y_2)$$

$$- T_A(x_0 x_1 y_2) - T_A(x_0 y_1 x_2) - T_A(y_0 x_1 x_2),$$

and hence

$$S(x) = M(x; 1) = N_A(x_0; 1) - T_A(x_1 x_2) = S_A(x_0) - T_A(x_1 x_2).$$

On the other hand

$$T(x^2) = T_A(x_0^2 - x_1 x_2) = T_A(x_0^2) - T_A(x_1 x_2)$$

$$= S_A(x_0) - T_A(x_1 x_2) = S(x),$$

as required. In $A$ we have the relation $S_A(x_0, y_0) = T_A(x_0)T_A(y_0) - T_A(x_0, y_0)$ for all $x_0, y_0 \in A$. Therefore, linearising $S(x)$ gives

$$S(x, y) = S_A(x_0, y_0) - T_A(x_1 y_2) - T_A(y_1 x_2)$$

$$= T_A(x_0)T_A(y_0) - T_A(x_0, y_0) - T_A(x_1 y_2) - T_A(y_1 x_2)$$

$$= T(x)T(y) - T(x, y),$$
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using the definitions of $T_A(x_i)$ and $T_A(x_i, y_i)$ and the fact that $T_A(x_0, y_0) = T_A(x_0y_0)$.

**Lemma 5.2.3.** Let $x = (x_0, x_1, x_2) \in P(A, N_A, \mu), x_i \in A$. Then $x \times 1 = T(x) - x$.

**Proof.** From the definition of $\times$, we get

$$x \times 1 = (x_0 \times 1, -x_1, -x_2) = T(x) - x,$$

using the relation $x_0 \times 1 = T_A(x_0) - x_0$ on $A$. □

**Proposition 5.2.4.** For all $x \in P(A, N_A, \mu)$ define the quadratic operator $U_x : P(A, N_A, \mu) \rightarrow P(A, N_A, \mu)$ by

$$U_x y = T(x, y)x - x^\sharp \times y,$$

for all $y \in P(A, N_A, \mu)$. Then $x \circ y = U_{x, y} 1$.

**Proof.** First we calculate

$$U_x 1 = T(x, 1)x - x^\sharp \times 1$$

$$= T(x)x - (T(x^\sharp) - x^\sharp)$$

$$= T(x)x - S(x) + x^\sharp,$$

using Lemma 5.2.3 and Proposition 5.2.2. Linearising then gives

$$U_{x, y} 1 = U_{x+y} 1 - U_x 1 - U_y 1$$

$$= T(x + y)(x + y) - S(x + y) + (x + y)^\sharp$$

$$- T(x)x + S(x) - x^\sharp - T(y)y + S(y) - y^\sharp$$

$$= T(x)y + T(y)x - S(x, y) + x \times y,$$

using the linearisations of $S(x)$ and $x^\sharp$. This expression is equal to that for $x \circ y$ in (5.1), since $S(x, y) = T(x)T(y) - T(x, y)$ by Proposition 5.2.2. □

**Theorem 5.2.5.** Consider $x \in A$ as an element of $P(A, N_A, \mu)$, i.e., $x = (x, 0, 0)$, then for all $y \in P(A, N_A, \mu)$ we have

$$M(U_x y) = N_A(x)^2 M(y).$$
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Proof. Using the definitions of $U_x$ and the sharp mapping given above it is straightforward to check that when $x \in A$ we get

$$U_x y = (T_A(x, y_0)x - x^2 \times y_0, x^2 y_1, y_2 x^2),$$

for $y = (y_0, y_1, y_2)$. The first term $T_A(x, y_0)x - x^2 \times y_0$ is just $U_x y_0$ where the $U$-operator is now restricted to $A$. Hence we have

$$M(U_x y) = M(T_A(x, y_0)x - x^2 \times y_0, x^2 y_1, y_2 x^2)$$

$$= N_A(U_x y_0) + \mu N_A(x^2 y_1) + \mu^{-1} N_A(y_2 x^2) - T_A((U_x y_0)(x^2 y_1)(y_0 x^2)).$$

Now since $A$ is a classical cubic norm structure we know that $N_A(U_x y_0) = N_A(x^2 N_A(y_0)$ and also $N_A(x^2 y_1) = N_A(x^2 N_A(y_1)$ and similarly $N_A(y_2 x^2) = N_A(x^2 N_A(y_2)$ so if we can show that

$$T_A((U_x y_0)(x^2 y_1)(y_0 x^2)) = N_A(x)^2 T_A(y_0 y_1 y_2),$$

then we are done. We can prove this identity by considering a classical Tits construction over $A$, say $J = J(A, N_A, 1)$, for example. If we look at the $U$-operator in $J$ of the same elements $x$ and $y$ above ($J$ is the same vector space as $P(A, N_A, \mu)$) we see

$$U_x y = (T_A(x, y_0)x - x^2 \times y_0, x^2 y_1, y_2 x^2),$$

as before. Since $J$ does satisfy the equation $N_A(U_x y) = N_A(x)^2 N_A(y)$ for all $x, y \in J$ we have

$$N_A(U_x y_0) + \mu N_A(x^2 y_1) + \mu^{-1} N_A(y_2 x^2) - T_A((U_x y_0)(x^2 y_1)(y_0 x^2))$$

$$= N_A(x)^2 (N_A(y_0) + N_A(y_1) + N_A(y_2) - T_A(y_0 y_1 y_2)).$$

We can cancel the terms we know are equal to leave

$$T_A((U_x y_0)(x^2 y_1)(y_0 x^2)) = N_A(x)^2 T_A(y_0 y_1 y_2),$$

as required. ☐
Chapter 6

Finite Semifields

6.1 Preliminaries

In this chapter we explore the construction of a nonassociative cyclic algebra over a finite field. This construction was previously discovered by Sandler in [48], where it was studied in the context of finite semifields. During the preparation of this thesis, some results overlapping with this chapter were published in [15], [16] and [26]. However, most of them treat these algebras in the more general setting of semilinear transformations or skew-polynomial rings, whereas the results obtained here are straight corollaries from the previously developed theory.

A finite semifield is a finite set $S$ with two operations, addition and multiplication, which satisfy the following axioms:

1. $(S,+)$ is a group with identity 0.

2. If $a$ and $b$ are elements of $S$ with $ab = 0$ then $a = 0$ or $b = 0$.

3. Distributivity holds: $a(b + c) = ab + ac$ and $(b + c)a = ba + ca$ for all $a, b, c \in S$.

4. There is a multiplicative identity 1: $a1 = 1a = a$ for all $a \in S$. 
It can be shown that semifields possess a vector space structure over some prime field $F = \mathbb{F}_p$, so the number of elements in a finite semifield $S$ is $p^n$ where $n$ is the dimension of $S$ over $F$. This implies that a semifield is simply a unital division algebra with finitely many elements. A famous theorem of Wedderburn [35] states that every finite, associative division algebra is a finite field. Hence, any finite semifield is necessarily either a finite field or it is not associative, i.e., there exist elements $a, b, c \in S$ such that $(ab)c \neq a(bc)$. A semifield which is not a finite field is called a proper semifield. The number of elements in a semifield $S$ is called the order of $S$. For a survey of results on finite semifields we refer the reader to [13] or [27].

Due to their connections with projective geometries, semifields are usually classified up to isotopy. In fact, every proper semifield coordinatizes a non-Desarguesian projective plane and two semifields coordinatize the same projective plane if and only if they are isotopic [3]. Two semifields, $S_1, S_2$, are isotopic if there exist linear bijections $f, g, h : S_1 \to S_2$, such that

$$f(x \ast y) = g(x) \circ h(y),$$

where $\ast$ and $\circ$ denote the multiplications in $S_1$ and $S_2$ respectively. The concept of isotopy was introduced by Albert in [2] and plays an important role in the theory of nonassociative structures.

Finite semifields have also found applications in coding theory [12], [28], [20] and combinatorics and graph theory [36]. In [57], Wene mentions that little is known about automorphisms of finite semifields, however, he mentions partial determinations by Dickson [17], Menichetti [39, 41], Kleinfeld [29], Knuth [31] and Burmester [11]. In this chapter, we look at finite extensions $L/F$ of prime degree and compute the automorphism groups and isomorphism classes of Sandler’s semifields in this case. The methods used are purely algebraic and rely heavily on the results from Chapter 3.
6.2 Semifields from Nonassociative Cyclic Algebras

Given a field $F$ and a cyclic extension $L$ of degree $r$, it is always possible to construct a nonassociative cyclic algebra of degree $r$ which is division. To do this, simply pick an element $a \in L$ which does not belong to any proper subfield of $L$. Then $1, a, a^2, \ldots, a^{r-1}$ are linearly independent over $F$ and, by Theorem 3.2.10, $(L/F, \sigma, a)$ is a division algebra. In particular, this is true even if $F$ is a finite field. Throughout this chapter we let $\mathbb{F}_q$ denote the finite field with $q$ elements.

Theorem 6.2.1. Let $q$ be a prime power, i.e., $q = p^n$ for some prime $p$ and $n \geq 1$, and let $r$ be an integer strictly bigger than 1. There exists a finite semifield of order $q^{r^2}$ with nucleus $\mathbb{F}_{q^r}$ and center $\mathbb{F}_q$.

Proof. Let $F = \mathbb{F}_q$ then by the above paragraph we can construct a nonassociative cyclic algebra of degree $r$ over $F$ which will be a division algebra. This is done by taking a field extension $L = \mathbb{F}_{q^r}$ of degree $r$ over $F$ and forming the algebra $A = (L/F, \sigma, a)$, where $a \in L$ does not belong to a proper subfield of $L$. The semifield $A$ has nucleus $L$ by Corollary 3.2.6 and centre $F$ by Proposition 3.2.7.

Remark 6.2.2. There may be many non-isomorphic finite semifields of order $q^{r^2}$ arising from nonassociative cyclic algebras. For example, if $r$ is a prime number, then by Corollary 3.2.11 any choice of $a \in L \setminus F$ will yield a division algebra. Also, two semifields of the same order can have very different structures, for example, consider $q = 2$ and $r = 4$ in Theorem 6.2.1. Then we can form a semifield with $q^{r^2} = 2^{16}$ elements which has nucleus $\mathbb{F}_{2^4}$ and center $\mathbb{F}_2$. We can also construct a finite semifield with $2^{16}$ elements by letting $q = 16$ and $r = 2$. In this case the nucleus will be $\mathbb{F}_{2^8}$ and the center will be $\mathbb{F}_{16}$. In fact, this shows that the two semifields mentioned are not even isotopic since isotopic semifields have isomorphic nuclei (see [10], for example).
If $L/F$ is a cyclic extension of prime degree then any choice of $a \in L \setminus F$ will give a finite semifield of the form $(L/F, \sigma, a)$, however when the degree of the extension is not prime, the choice of $a$ making $(L/F, \sigma, a)$ a semifield becomes more limited.

**Theorem 6.2.3.** Let $F$ be a finite field and let $L/F$ be a cyclic extension of degree $r$. Then $(L/F, \sigma, a)$ is a finite semifield if and only if $a$ does not belong to a proper subfield of $L$.

**Proof.** Suppose $a$ does not belong to any proper subfield of $L$. Then the elements $1, a, a^2, \ldots, a^{r-1}$ are linearly independent over $F$, otherwise the field extension $F(a) \subseteq L$ would have degree strictly less than $r$, contradicting the hypothesis. Theorem 3.2.10 implies that $(L/F, \sigma, a)$ is a semifield. Conversely, let $a \in E$ where $F \subset E \subset L$, and suppose that $A = (L/F, \sigma, a)$ is a semifield. The left, right and middle nuclei of $A$ are associative subalgebras of a finite division algebra, hence by Wedderburn’s Theorem, they are finite fields. However, by Proposition 3.2.3

$$Nuc_l(A) = L \oplus Lz^s \oplus Lz^{2s} \oplus \cdots \oplus Lz^{r-s},$$

where $\sigma^s$ is the generator of the Galois group of the fixed field of $E$. This is a noncommutative subalgebra, thus giving us a contradiction. $\Box$

Given a prime power $q$ and an prime $r$, the natural question arises of how many non-isomorphic semifields of order $q^{r^2}$ can be constructed in this manner. In order to answer this question we frequently make use of Proposition 3.2.8 which states $(L/F, \sigma, a) \cong (L/F, \sigma, b)$ iff $\sigma^i(a) = N_{L/F}(l)b$ for some $0 \leq i \leq r-1$ and some $l \in L^\times$. For ease of notation, we will denote $(L/F, \sigma, a)$ by $A_a$ when $F$ and $L$ are clear.

**Example 6.2.4.** Let $F = \mathbb{F}_2$ and let $L = \mathbb{F}_4$, then we can write

$$L = \{0, 1, T, 1 + T\}$$
where \( T^2 + T + 1 = 0 \). For the algebra \( A_a \) we can either choose \( a = T \) or \( a = 1 + T \), both choices will give a division algebra since \( L \) is a field extension of prime degree. We also know that \( A_a \cong A_b \) if and only if \( \sigma(a) = N_{L/F}(l)b \), but since we are working with finite fields the norm map

\[
N_{L/F} : L^\times \to F^\times
\]

is surjective, so \( N_{L/F}(l) = 1 \) for all \( l \in L^\times \). The statement then reduces to \( A_a \cong A_b \) if and only if \( \sigma(a) = b \). Now

\[
\sigma(T) = T^2 = 1 + T.
\]

Therefore \( A_T \cong A_{1+T} \) so, up to isomorphism, there is only one semifield that can be constructed as a nonassociative cyclic algebra from the field \( F \) and the extension \( L \).

This semifield is well known and was one of the first examples of semifields of order 16 (for example see [31, §2.2]). The fact that the norm map is surjective for finite field extensions of finite fields allows us to restate the condition from Proposition 3.2.8 as follows.

**Corollary 6.2.5.** Let \( F \) be a finite field and \( L \) a finite extension of \( F \). If \( A_a := (L/F, \sigma, a) \) and \( A_b := (L/F, \sigma, b) \) are two nonassociative cyclic algebras, then \( A_a \cong A_b \) iff \( \sigma^i(a) = kb \) for some \( 0 \leq i \leq r - 1 \) and some \( k \in F^\times \).

We recall a simple lemma concerning when a finite field contains certain roots of unity.

**Lemma 6.2.6.** Let \( F = \mathbb{F}_q \) where \( q \) is a prime power and let \( r \) be a prime number. \( F \) contains a primitive \( r \)th root of unity if and only if \( r \) divides \( q - 1 \).

**Proof.** The group \( F^\times \) is cyclic and hence it contains a subgroup of order \( r \) if and only if \( r \) divides \( |F^\times| = q - 1 \). Since \( r \) is prime the elements of this subgroup will be the \( r \)th roots of unity. \( \square \)
It is well known that if $F$ contains a primitive $r$th root of unity and $L$ is a cyclic field extension of $F$ of degree $r$ (where $r$ is prime to the characteristic of $F$) then $L = F(\omega)$, where $\omega$ is a root of the irreducible polynomial $x^r - c$ for some $c \in F^\times$ (see [33, §VI.6]).

**Lemma 6.2.7.** Let $r$ be a prime number and let $F$ be a field of characteristic not $r$ such that $F$ contains a primitive $r$th root of unity. Let $L = F(\omega)$ be a cyclic field extension of $F$ with Galois group $\langle \sigma \rangle$. The eigenvalues of the automorphisms $\sigma^i$ are precisely the $r$th roots of unity. Moreover the only possible eigenvectors are scalar multiples of the elements $\omega^i$ for $0 \leq i \leq r-1$.

**Proof.** Let the elements $1, \omega, \ldots, \omega^{r-1}$ be a basis for $L/F$. The action of $\sigma$ on $\omega$ is given by

$$\sigma(\omega) = \zeta \omega,$$

where $\zeta$ is a primitive $r$th root of unity. Hence

$$\sigma^i(\omega) = \zeta^i \omega$$

and

$$\sigma^i(\omega^j) = \sigma^i(\zeta^j) = \zeta^{ij} \omega^j,$$

for all $0 \leq i, j \leq r - 1$. So the $r$th roots of unity are indeed eigenvalues for the automorphisms $\sigma^i$ with eigenvectors $\omega^j$. Now suppose that $k$ is another eigenvalue for $\sigma^i$, i.e., $\sigma^i(x) = kx$ for some $x \in L^\times$. Applying the norm map to both sides gives

$$N_{L/F}(\sigma^i(x)) = N_{L/F}(kx) = k^r N_{L/F}(x).$$

However, $N_{L/F}(\sigma^i(x)) = N_{L/F}(x)$ for all $i$, which implies that $k^r = 1$, i.e., $k$ is an $r$th root of unity and $k = \zeta^j$ for some $0 \leq j \leq r - 1$. With our chosen basis of $L/F$ the matrix of the automorphism $\sigma^i$ is

$$\begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
0 & \zeta^i & 0 & \cdots & 0 \\
0 & 0 & \zeta^{2i} & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \zeta^{(r-1)i}
\end{pmatrix}.$$
The equation $\sigma^i(x) = \zeta^j x$ in matrix form becomes

\[
\begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
0 & \zeta^i & 0 & \cdots & 0 \\
0 & 0 & \zeta^{2i} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \zeta^{(r-1)i}
\end{pmatrix}
\begin{pmatrix}
x_0 \\
x_1 \\
x_2 \\
\vdots \\
x_{r-1}
\end{pmatrix}
= \zeta^j
\begin{pmatrix}
x_0, x_1, x_2, \ldots, x_{r-1}
\end{pmatrix}^T,
\]

where $x = (x_0, x_1, \ldots, x_{r-1})$ is written as an $r$-tuple with respect to our $F$-basis. This gives

\[
\begin{pmatrix}
x_0, \zeta^i x_1, \zeta^{2i} x_2, \ldots, \zeta^{(r-1)i} x_{r-1}
\end{pmatrix}
= \zeta^j
\begin{pmatrix}
x_0, \zeta^i x_1, \zeta^{2i} x_2, \ldots, \zeta^{j(r-1)i} x_{r-1}
\end{pmatrix},
\]

which implies that all the $x_k$ are zero except for one, say $x_{k_0}$, where $k_0$ is such that $k_0i = j \mod r$. Hence $x = x_{k_0} \omega^{k_0}$, as required.

Define an equivalence relation on the set $L \setminus F$ by

\[a \sim b\] if and only if $(L/F, \sigma, a) \cong (L/F, \sigma, b)$.

We wish to know how many distinct equivalence classes there are in $L \setminus F$ for a given finite field $F$ and extension $L$ of prime degree.

**Theorem 6.2.8.** Let $F = \mathbb{F}_q$ and let $L$ be an extension of $F$ of degree $r$ where $r$ is prime and $q$ is a prime power. If $r$ divides $q - 1$ then there are

\[
r - 1 + \frac{q^r - q - (q - 1)(r - 1)}{r(q - 1)}
\]

equivalence classes of the above equivalence relation. If $r$ does not divide $q - 1$ then there are precisely

\[
\frac{q^r - q}{r(q - 1)}
\]
equivalence classes.

**Proof.** In the case of the semifields defined above, we are looking for elements $a \in L \setminus F$ with $\sigma^i(a) = ka$. Note that $k = 1$ is not relevant for this case since $\sigma^i(a) = a$ if and only if $a \in F$. For each $a \in L \setminus F$ we have

\[(L/F, \sigma, a) \cong (L/F, \sigma, \sigma^i(a))\]
for $0 \leq i \leq r - 1$ and

$$(L/F, \sigma, a) \cong (L/F, \sigma, ka)$$

for $k \in F^\times$. If the elements $k\sigma^i(a)$, for $0 \leq i \leq r - 1$ and $k \in F^\times$, are all distinct then there are precisely $r(q - 1)$ elements in the equivalence class of $a$. If they are not all distinct then $\sigma^i(a) = ka$ for some $i$ and some $k \in F^\times$.

We saw in the proof of Lemma 6.2.7 that if $\sigma^i(a) = ka$ then $k$ is an $r$th root of unity. We cannot have $k = 1$ so $k$ is a primitive $r$th root of unity. From Lemma 6.2.6, this happens if and only if $r$ divides $q - 1$. Hence, if $r$ does not divide $q - 1$ then, from the $q^r - q$ elements in $L \setminus F$, we get

$$\frac{q^r - q}{r(q - 1)}$$

equivalence classes. On the other hand, if $r$ does divide $q - 1$ then $F$ contains the primitive $r$th roots of unity and so we may write $L$ as

$$F[T]/(T^r - c)$$

for some $c \in F^\times$. Lemma 6.2.7 tells us that the only elements $a \in L \setminus F$ with $\sigma^i(a) = ka$ are the elements $T^j$ for $1 \leq j \leq r - 1$ and scalar multiples of these. Moreover, for each $T^j$ we have $\sigma^i(T^j) = \zeta^i T^j$ and $\zeta^i \in F$ so there are only $q - 1$ distinct elements in the equivalence class of each $T^j$. Hence the $(q - 1)(r - 1)$ elements $kT^j$ ($k \in F^\times$ and $1 \leq j \leq r - 1$) form exactly $r - 1$ equivalence classes. Since these are all the elements in $L \setminus F$ that are eigenvectors for the automorphisms $\sigma^i$ we can deduce that the remaining $q^r - q - (q - 1)(r - 1)$ elements will form

$$\frac{q^r - q - (q - 1)(r - 1)}{r(q - 1)}$$

equivalence classes. In total we have

$$r - 1 + \frac{q^r - q - (q - 1)(r - 1)}{r(q - 1)}$$

equivalence classes.
Corollary 6.2.9. Let \( F = \mathbb{F}_q \) and let \( L \) be an extension of \( F \) of degree \( r \) where \( r \) is prime and \( q \) is a prime power. If \( r \) divides \( q - 1 \) then there are
\[
\frac{r - 1 + q^r - q - (q - 1)(r - 1)}{r(q - 1)}
\]
non-isomorphic semifields arising from the construction \((L/F, \sigma, a)\). If \( r \) does not divide \( q - 1 \) then there are precisely
\[
\frac{q^r - q}{r(q - 1)}
\]
non-isomorphic semifields arising from a nonassociative cyclic algebra of degree \( r \) over the field \( F \).

6.3 Automorphisms

Recall from Corollary 3.2.9 that the automorphisms of \((L/F, \sigma, a)\) are given by
\[
\sum_{i=0}^{n-1} x_i z^i \mapsto \sum_{i=0}^{n-1} x_i l_\sigma(l) \cdots \sigma^{i-1}(l) z^i
\]
where for some \( l \in L \) with \( N_{L/F}(l) = 1 \). These are all the automorphisms unless there exists an \( l' \in L \) such that \( \sigma^i(a) = N_{L/F}(l')a \), in which case
\[
\sum_{i=0}^{n-1} x_i z^i \mapsto \sum_{i=0}^{n-1} \sigma^i(x_i) l' \sigma(l') \cdots \sigma^{i-1}(l') z^i
\]
is also an automorphism. Hence the automorphisms of \((L/F, \sigma, a)\) also depend on the existence of elements \( k \in F^\times \) such that \( \sigma^i(a) = ka \). However, it is clear that the kernel of the norm map \( N_{L/F} \) will be isomorphic to a subgroup of the automorphism group of the semifield. We give a proof of the following well-known fact.

Proposition 6.3.1. Let \( F = \mathbb{F}_q \) and let \( L \) be an extension of \( F \) of degree \( r \), so \( L = \mathbb{F}_{q^r} \). The kernel of the norm map \( N_{L/F} \) is a cyclic subgroup of order
\[
s = \frac{q^r - 1}{q - 1}
\]
Moreover, for each \( k \in F^\times \), there are exactly \( s \) elements \( x \in L \) such that \( N_{L/F}(x) = k \).
Proof. Any subgroup of $L^\times$ is cyclic so all that remains is to work out the number of elements in Ker($N_{L/F}$). Explicitly, the norm of an element $x \in L$ is given by

$$N_{L/F}(x) = x x^q x^{q^2} \ldots x^{q^{r-1}} = x^{1+q+\cdots+q^{r-1}} = x^s.$$ 

Hence the equation

$$N_{L/F}(x) = x^s = 1,$$

has at most $s$ solutions. Conversely, the group $L^\times$ is cyclic of order $q^n - 1$ so it contains a subgroup order $s$. Therefore there are at least $s$ elements in $L^\times$ satisfying $x^s = 1$.

For the second claim, let $x_i$, $1 \leq i \leq s$, be the $s$ elements with norm 1. Fix a nonzero $k \in F^\times$. By the surjectivity of $N_{L/F}$, there exists a $y_k \in L$ such that $N_{L/F}(y_k) = k$. The $s$ elements $y_k x_i$ are distinct, and

$$N_{L/F}(y_k x_i) = N_{L/F}(y_k) N_{L/F}(x_i) = k 1.$$

Thus we have at least $s$ elements with norm $k$ for each $k \in F^\times$. Since there are $q - 1$ such elements $k \in F^\times$, the $s(q - 1) = q^r - 1$ elements $y_k x_i$, for $k \in F$ and $1 \leq i \leq s$, cover all elements of $L^\times$. Therefore, there are exactly $s$ elements of norm $k$ for each $k \in F^\times$.

Corollary 6.3.2. Let $F = \mathbb{F}_q$ and let $L$ be an extension of $F$ of prime degree $r$. If $r$ does not divide $q - 1$ then for all $a \in L \setminus F$, Aut($((L/F, \sigma, a)$) $\cong \mathbb{Z}/s\mathbb{Z}$ where $s = \frac{q^r - 1}{q - 1}$.

Proof. All automorphisms of $(L/F, \sigma, a)$ correspond to elements of Ker($N_{L/F}$) unless there exists a $k \in F^\times$ with $\sigma^i(a) = ka$ for some $1 \leq i \leq r - 1$. It was shown in the proof of Lemma 6.2.7 that any such $k$ is a primitive $r$th root of unity which cannot happen in $F$ by Lemma 6.2.6. The result now follows from the previous proposition.

Consider now the case where $F$ and $L$ are as above but $r$ does divide $q - 1$. Since $F$ contains all $r$th roots of unity we may write

$$L = F[T]/(T^r - c)$$
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for some $c \in F^\times$. Define the set

$$S := \{\lambda T^j \mid 1 \leq j \leq r - 1, \lambda \in F^\times\} \subset L.$$

**Corollary 6.3.3.** Let $F$ and $L$ be as above with

$$L = F[T]/(T^r - c).$$

Then for all $a \in L \setminus (F \cup S)$, $\text{Aut}((L/F, \sigma, a)) \cong \mathbb{Z}/s\mathbb{Z}$ where $s = \frac{q^r - 1}{q - 1}$. If $a \in S$ then $\text{Aut}((L/F, \sigma, a))$ is a group of order

$$r \frac{q^r - 1}{q - 1}.$$

**Proof.** Lemma 6.2.7 states that the only elements $a \in L \setminus F$ with $\sigma^i(a) = ka$ for some $1 \leq i \leq r - 1$ and some $k \in F$ are the elements of $S$, hence the first claim follows. Now suppose $a = \lambda T^j \in S$. For each $i \in \{0, \ldots, r - 1\}$ there exists a unique $r$th root of unity $\zeta_i$, such that $\sigma^i(a) = \zeta_i a$ (note $\zeta_0 = 1$). There are exactly $\frac{q^r - 1}{q - 1}$ elements $l \in L$ with $N_{L/F}(l) = \zeta_i$ and each of these elements correspond to a unique automorphism. Therefore, in total we have

$$r \frac{q^r - 1}{q - 1}$$

automorphisms.

**Example 6.3.4.** Let $F = \mathbb{F}_3$ and $L = \mathbb{F}_9$ where

$$L = F[T]/(T^2 - 2) = \{0, 1, 2, T, 2T, T + 1, T + 2, 2T + 1, 2T + 2\}.$$

There are two nonisomorphic Sandler semifields for $L/F$. These are $A_T := (L/F, \sigma, T)$ and $A_{T+1} := (L/F, \sigma, T + 1)$. Moreover, $\text{Aut}(A_{T+1})$ is the cyclic group of order 4, whereas $\text{Aut}(A_T)$ is isomorphic to the group of quaternion units.

**Proof.** From Corollary 6.2.9 we see that there are 2 nonisomorphic semifields of order 81 arising from the construction $(L/F, \sigma, a)$ and Lemma 6.2.7 implies that two such nonisomorphic semifields are $(L/F, \sigma, T)$ and $(L/F, \sigma, T + 1)$. 

90
Denote these two semifields by $A_T$ and $A_{T+1}$ respectively. Now Corollary 6.3.3 tells us that the automorphism group of $A_{T+1}$ is the cyclic group of order 4. However, the automorphism group of $A_T$ is a group of order 8. To calculate what this group is we introduce the following notation.

Let $l \in L$ be such that $N_{L/F}(l) = 1$. Denote by $\varphi_l$ the automorphism of $A_T$ given by

$$\varphi_l(x_0 + x_1 z) = x_0 + x_1 lz$$

for all $x = x_0 + x_1 z \in A_T$. Now let $m \in L$ be such that $\sigma(T) = N_{L/F}(m)T$. Denote by $\theta_m$ the automorphism of $A_T$ given by

$$\theta_m(x_0 + x_1 z) = \sigma(x_0) + \sigma(x_1)mz.$$  

Since $\sigma(T) = T^3 = 2T$, we require all those $m \in L$ with $N_{L/F}(m) = 2$. A quick calculation shows that these are:

$$m \in \{1 + T, 1 + 2T, 2 + T, 1 + 2T\}.$$  

Moreover, the subset of $L$ consisting of elements with norm 1 is

$$\{1, 2, T, 2T\}.$$  

Hence using the above notation the automorphism group will be

$$\text{Aut}(A_T) = \{\varphi_1, \varphi_2, \varphi_T, \varphi_{2T}, \theta_{1+T}, \theta_{1+2T}, \theta_{2+T}, \theta_{2+2T}\}.$$  

It is easy to check that this is a non-abelian group of order eight, also it has one element of order two, namely $\varphi_2$ and the rest of the (non-identity) elements are of order four. The classification of small groups then implies that $\text{Aut}(A_T) \cong \mathbb{Q}$, the group of quaternion units.  

**Theorem 6.3.5.** Let $F = \mathbb{F}_q$ be a field of characteristic not 2 and let $L$ be a quadratic extension of $F$. For $a \in L \setminus F$ put $A_a := (L/F, \sigma, a)$. Then $\text{Aut}(A_a)$ is the cyclic group of order $q + 1$ or the dicyclic group of order $2q + 2$.

**Proof.** Write $L = F[T]/(T^2 - c)$ for some $c \in F^\times$. If $a = kT$ for some nonzero $k \in F$ then we know from Corollary 6.3.3 that $\text{Aut}(A_a)$ is of order $2(q + 1)$,  
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otherwise $\text{Aut}(A_a)$ is the cyclic group of order $q + 1$. We may assume that $a = T$ since $A_a \cong A_{ka}$ for all nonzero $k \in F$. Since $\sigma(T) = -T$ we have the following automorphisms:

$$\varphi_l : A_a \to A_a : x_0 + x_1 z \mapsto x_0 + x_1 l_i z,$$

for $x_0 + x_1 z \in A_a$ and $l_i \in L$ such that $N_{L/F}(l_i) = 1$. There are precisely $q + 1$ such maps. We also have the automorphisms

$$\theta_{m_j} : A_a \to A_a : x_0 + x_1 z \mapsto \sigma(x_0) + \sigma(x_1)m_i z$$

for all $m_j \in L$ such that $N_{L/F}(m_j) = -1$. Again, there are precisely $q + 1$ such maps. We note the following relations between the automorphisms:

$$\varphi_l \circ \varphi_{l_j} = \varphi_{l_lj}, \quad \varphi_l \circ \theta_{m_j} = \theta_{llm_j},$$

$$\theta_{m_i} \circ \varphi_{l_j} = \theta_{m_i\sigma(l_j)}, \quad \theta_{m_i} \circ \theta_{m_j} = \varphi_{m_i\sigma(m_j)}.$$ 

Recall that we can describe the dicyclic group of order $4n$, denoted $\text{Dic}_n$, by the following presentation:

$$\text{Dic}_n = \langle x, y \mid y^{2n} = 1, x^2 = y^n, x^{-1}yx = y^{-1} \rangle.$$

We claim that $\text{Aut}(A_a) \cong \text{Dic}_n$ for $n = (q + 1)/2$. First note that the group $\text{Ker}(N_{L/F}) = \{ l_i \mid N_{L/F}(l_i) = 1 \}$ is cyclic, so pick $l_0 \in \text{Ker}(N_{L/F})$ which generates it as a group. Also pick any $m_0$ such that $N_{L/F}(m_0) = -1$, then the map

$$\varphi_{l_0} \mapsto y, \quad \theta_{m_0} \mapsto x$$

is an isomorphism from $\text{Aut}(A_a) \to \text{Dic}_q$. Clearly we have

$$(\varphi_{l_0})^{2n} = \varphi_{l_0}^{2n} = \varphi_1 = \text{Id}_{A_a}.$$ 

From this it follows that $(\varphi_{l_0})^n = \varphi_{-1}$ and so

$$(\theta_{m_0})^2 = \varphi_{N_{L/F}(m_0)} = \varphi_{-1} = (\varphi_{l_0})^n.$$ 

Finally, note that $(\theta_{m_0})^{-1} = \theta_{m_j}$ where $m_j$ is such that $m_j\sigma(m_0) = 1$ and $(\varphi_{l_0})^{-1} = \varphi_{\sigma(l_0)}$. Hence

$$(\theta_{m_0})^{-1} \circ \varphi_{l_0} \circ \theta_{m_0} = \varphi_{m_j\sigma(l_0)\sigma(m_0)} = \varphi_{\sigma(l_0)} = (\varphi_{l_0})^{-1}.$$  

\qed
Chapter 7

Menichetti’s Construction

7.1 Introduction

We will next look at some well-know finite semifields and apply the construction method to more general, infinite fields. This chapter will be concerned with a construction of Menichetti [40], which he defines over finite fields in order to generalise the semifields constructed by Sandler in [48]. We will generalise Menichetti’s method to general Galois field extensions of degree 3 and 4. In particular, we will define an algebra using a biquadratic field extension, which is a situation that does not occur over finite fields.

These algebras also have potential applications to space-time block coding, which will be studied in more detail in Chapter 9. Good space-time block codes (STBC’s) consist of infinite subspaces of invertible matrices whose entries are elements of some number field. The matrices defined in the construction of these algebras are ideal candidates for STBC’s and this area of coding theory provides a good motivation for extending Menichetti’s construction to infinite fields.

We briefly outline the idea behind Menichetti’s construction here, the details will be given in the next sections. Let $F = \mathbb{F}_q$ be a finite field and let $L$ be an extension of $F$ of degree $n$ with generating Galois automorphism $\sigma$. Consider the $n^2$-dimensional $F$-vector space $V := L \oplus \cdots \oplus L$ ($n$-copies of $L$)
and let $M : V \to \text{Mat}_{n \times n}(L)$ be an $F$-vector space homomorphism such that

$$M(1, 0, \ldots, 0) = I_n,$$

where $I_n$ is the $n \times n$ identity matrix, and for $y = (y_0, y_1, \ldots, y_{n-1}) \in V$, the first row of the matrix $M(y)$ is the row vector $y$. With these ingredients we can define a bilinear multiplication on $V$ for two elements $x = (x_0, \ldots, x_{n-1})$ and $y = (y_0, \ldots, y_{n-1})$, by setting

$$xy := xM(y).$$

The two conditions imposed on $M$ above ensure that this multiplication gives $V$ the structure of a unital $F$-algebra with unit $1_V = (1, 0, \ldots, 0)$ since

$$x1_V = xI_n = x$$

and

$$1_Vy = (1, 0, \ldots, 0)(y, *, \ldots, *)^T = y,$$

where $*$ denotes any of the remaining row vectors in $M(y)$.

If we can guarantee that the matrix $M(y)$ has nonzero determinant for all nonzero $y \in V$ then, by basic linear algebra, the system of equations $xM(y)$ has no non-trivial solutions. It follows that $V$, with the multiplication defined above, contains no non-trivial zero divisors and, therefore, it is a division algebra. Menichetti defines the map $M$ by sending a vector $y = (y_0, \ldots, y_{n-1})$ to a matrix whose entries are all conjugates of the elements $y_i$ under the field automorphism $\sigma$, along with certain parameters $a_0, \ldots, a_{n-1} \in L$. The entries are arranged in such a way so that the determinant of $M(y)$ is a polynomial in the $a_i$ with coefficients in $F$. The parameters $a_i$ can then be carefully chosen to ensure the matrix has nonzero determinant. Full details of how this is done for extensions of degree 3 and degree 4 will be given in the next sections.
7.2 Cubic Field Extensions

In Waterhouse’s paper [56], he shows that every four-dimensional, unital algebra over a field \(F\), which has nucleus equal to a quadratic separable field extension of \(F\), is a nonassociative quaternion algebra. This mimics the situation for central simple associative algebras where every four-dimensional associative central simple algebra over \(F\) is a quaternion algebra. One may ask if every nine-dimensional, unital algebra over \(F\) with nucleus equal to a cubic separable field extension is equal to a nonassociative cyclic algebra of degree 3? Such a result would again mimic the situation for nine-dimensional central simple associative algebras, all of which are cubic cyclic algebras. The answer in this case is no. We give a construction of a nine-dimensional algebra with nucleus equal to a cubic separable field extension of \(F\). This algebra resembles a nonassociative cyclic algebra but it can be shown that is not isomorphic to any nonassociative cyclic algebra.

Let \(F\) be a field, \(L\) a cubic separable extension of \(F\) and let \(a, b, c \in L^\times\). For all triples \((y_0, y_1, y_2) \in L^3\) define the matrix:

\[
M(y_0, y_1, y_2) := \begin{pmatrix}
y_0 & y_1 & y_2 \\
ca^{-1}\sigma(y_2) & \sigma(y_0) & ba^{-1}\sigma(y_1) \\
ca^{-1}\sigma^2(y_1) & cb^{-1}\sigma^2(y_2) & \sigma^2(y_0)
\end{pmatrix}
\]

We can define a multiplication on the \(F\)-vector space \(L^3 = L \oplus L \oplus L\) by

\[
(x_0, x_1, x_2)(y_0, y_1, y_2) = (x_0, x_1, x_2)M(y_0, y_1, y_2),
\]

for all \(x_i, y_i \in L\). This gives \(L^3\) the structure of an \(F\)-algebra which we denote by \((L/F, a, b, c)\). We will introduce the symbols \(z := (0, 1, 0)\) and \(z^2 := (0, 0, 1)\). Thus a general element of \((L/F, a, b, c)\) can be written as \(x_0 + x_1z + x_2z^2\) where \(x_i \in L\). We also have the following identities:

\[
zz = ba^{-1}z^2, \quad z^2z = zz^2 = ca^{-1}, \quad z^2z^2 = ca^{-1}z.
\]

Putting \(a = b = 1\) gives a cyclic algebra, \((L/F, \sigma, c)\), which is associative or nonassociative depending on the position of \(c \in L\). The next theorem follows from basic linear algebra.
Theorem 7.2.1. The algebra \((L/F, a, b, c)\) is a division algebra if \(M(x_0, x_1, x_2) \neq 0\) for all \((x_0, x_1, x_2) \neq (0, 0, 0)\).

We give a few examples of when this occurs.

Example 7.2.2. Let \(d \in L \setminus F\). The following are all division algebras:

1. \((L/F, 1, 1, d)\).
2. \((L/F, 1, d, d)\).
3. \((L/F, d, 1, d)\).
4. \((L/F, d, 1, 1)\).
5. \((L/F, d, d, 1)\).

Proof. For all \(x \in L\), let \(N(x) = N_{L/F}(x)\) denote the field norm of \(x\) and \(T(x) = T_{L/F}(x)\) denote the field trace of \(x\). For all \(x_0, x_1, x_2 \in L\) the determinant of \(M(x_0, x_1, x_2)\) is

\[
N(x_0) + cba^{-1}b^{-1}N(x_1) + c^2a^{-1}b^{-1}N(x_2) - ca^{-1}T(x_0 \sigma(x_1) \sigma^2(x_2)).
\]

Considering, for example, \((L/F, 1, d, d)\) the determinant becomes

\[
N(x_0) + d^2N(x_1) + dN(x_2) - dT(x_0 \sigma(x_1) \sigma^2(x_2)).
\]

Since \(L/F\) is a cubic field extension, \(1, d, d^2\) are linearly independent over \(F\). Using this, it is easy to check that if the above determinant is zero then each of \(x_0, x_1, x_2\) must equal zero. A similar argument shows the other algebras are division.

We now look at the explicit multiplication in each of the algebras in the above example. Let \(x = x_0 + x_1 z + x_2 z^2\) and \(y = y_0 + y_1 z + y_2 z^2\), where \(x_i, y_i \in L\), then the multiplication in \((L/F, a, b, c)\) is given by

\[
xy = (x_0 y_0 + ca^{-1}x_1 \sigma(y_2) + ca^{-1}x_2 \sigma^2(y_1))
+ (x_0 y_1 + x_1 \sigma(y_0) + cb^{-1}x_2 \sigma^2(y_2))z
+ (x_0 y_2 + ba^{-1}x_1 \sigma(y_1) + x_2 \sigma^2(y_0))z^2.
\]
It is easy to see that the multiplication for \((L/F, 1, 1, d)\) is the same as the multiplication for a cubic nonassociative cyclic algebra which we denote by \((L/F; \sigma, d) =: A\).

In the second example, \((L/F, 1, d, d)\), the multiplication becomes

\[
xy = (x_0y_0 + dx_1\sigma(y_2) + dx_2\sigma^2(y_1)) \\
+ (x_0y_1 + x_1\sigma(y_0) + x_2\sigma^2(y_2))z \\
+ (x_0y_2 + dx_1\sigma(y_1) + x_2\sigma^2(y_0))z^2.
\]

To simplify notation we will denote this algebra by \((A_1, d)\).

The third example, \((L/F, d, 1, d)\), yields the multiplication

\[
xy = (x_0y_0 + x_1\sigma(y_2) + x_2\sigma^2(y_1)) \\
+ (x_0y_1 + x_1\sigma(y_0) + dx_2\sigma^2(y_2))z \\
+ (x_0y_2 + d^{-1}x_1\sigma(y_1) + x_2\sigma^2(y_0))z^2.
\]

We will denote this algebra by \((A_2, d)\).

Using these notations we can see that for examples (4) and (5) we have

\[
(L/F, d, 1, 1) = (A_1, d^{-1}) \\
(L/F, d, d, 1) = (L/F; \sigma, d^{-1}).
\]

Thus it suffices to study the algebras \((A_1, d)\) and \((A_2, d)\). It turns out that the first one is already familiar to us.

**Proposition 7.2.3.** For all \(d \in L \setminus F\), \((A_1, d) \cong (L/F; \sigma^2, d)\).

**Proof.** The map

\[
\varphi : (L/F; \sigma^2, d) \to (A_1, d) \\
x_0 + x_1z + x_2z^2 \mapsto x_0 + x_2z + x_1z^2,
\]

is easily shown to be an isomorphism. \(\square\)
Remark 7.2.4. Consider the definition of \((A_2,d)\) but with the element \(d\) taken in \(F\). One can check that this is an associative, central simple algebra over \(F\). By the classical theory this must be a cyclic algebra. In fact, we can show that \((A_2,d) \cong (L/F,\sigma,d^{-1})\) for all \(d \in F^\times\), via the map

\[ x_0 + x_1z + x_2z^2 \mapsto x_0 + x_1z + dx_2z^2. \]

When the element \(d \in L \setminus F\), the situation is different.

Proposition 7.2.5. For all \(d \in L \setminus F\), the nucleus of \((A_2,d)\) is equal to \(L\).

Proof. We will show that \(L\) is equal to the middle nucleus of \((A_2,d)\), it is shown similarly that \(L\) is equal to the left and right nuclei. First \(L\) is contained in the middle nucleus since for all \(x = x_0 + x_1z + x_2z^2\) and \(y = y_0 + y_1z + y_2z^2\) in \((A_2,d)\) and \(l \in L\) we have

\[
(xly) = (x_0 + x_1z + x_2z^2)(ly_0 + ly_1z + ly_2z^2) \\
= (x_0ly_0 + x_1\sigma(ly_2) + x_2\sigma^2(ly_1)) \\
+ (x_0ly_1 + x_1\sigma(ly_0) + dx_2\sigma^2(ly_2))z \\
+ (x_0ly_1 + d^{-1}x_1\sigma(ly_1) + x_2\sigma^2(ly_0))z^2.
\]

On the other hand, we have

\[
(lx)y = (x_0l + x_1\sigma(l)z + x_2\sigma^2(l)z^2)(y_0 + y_1z + y_2z^2) \\
= (x_0ly_0 + x_1\sigma(l)\sigma(y_2) + x_2\sigma^2(l)\sigma^2(y_1)) \\
+ (x_0ly_1 + x_1\sigma(l)\sigma(y_0) + dx_2\sigma^2(l)\sigma^2(y_2))z \\
+ (x_0ly_2 + d^{-1}x_1\sigma(l)\sigma(y_1) + x_2\sigma^2(l)\sigma(y_0))z^2.
\]

These expressions are clearly the same.

For the reverse inclusion, suppose that \(n = n_0 + n_1z + n_2z^2\) is an element of the middle nucleus of \((A_2,d)\) for some \(n_i \in L\). We calculate

\[
(z(n_0 + n_1z + n_2z^2))z = (\sigma(n_0)z + \sigma(n_1)d^{-1}z^2 + \sigma(n_2))z \\
= \sigma(n_0)d^{-1}z^2 + \sigma(n_1)d^{-1} + \sigma(n_2)z.
\]
However, we see that

\[ z((n_0 + n_1 z + n_2 z^2)z) = z(n_0 z + n_1 d^{-1}z^2 + n_2) = \sigma(n_0) d^{-1} z^2 + \sigma(n_1) \sigma(d^{-1}) + \sigma(n_2) z. \]

These expressions are only equal if \( n_1 = 0 \). A similar calculation of the associator \([z^2, n, z^2]\) shows that \( n_2 = 0 \) as well. We conclude that \( n \in L \).  

**Proposition 7.2.6.** For \( d \in L \setminus F \), the algebra \((A_2, d)\) is not isomorphic to \((L/F, \sigma, a)\) or \((L/F, \sigma^2, a)\) for any \( a \in L \).

**Proof.** Let \( A = (L/F, \sigma, a) \) and \( A_2 = (A_2, d) \) and suppose that \( f : A \to A_2 \) is an isomorphism. To avoid confusion we denote the multiplication in \( A \) by \( \circ \) and in \( A_2 \) by \( * \). We note the following identities:

\[
\begin{align*}
z \circ z &= z^2, \\
z^2 \circ z &= z \circ z^2 = a, \\
z^2 \circ z^2 &= az, \\
z \circ z &= d^{-1} z^2, \\
z^2 \circ z &= z \circ z^2 = 1, \\
z^2 \circ z^2 &= dz.
\end{align*}
\]

Since \( \text{Nuc}(A) = \text{Nuc}(A_2) = L \) we must have \( f(L) = L \) and hence \( f|_L = \sigma^i \) for some \( i \in \mathbb{Z}/3\mathbb{Z} \). Suppose that \( f(z) = l_0 + l_1 z + l_2 z^2 \) for some \( l_i \in L \). Then for every \( m \in L \) we have

\[
f(z) \ast f(m) = l_0 \sigma^i(m) + l_1 \sigma^{i+1}(m)z + l_2 \sigma^{i+2}(m)z^2,
\]

where the indices of \( \sigma \) are read modulo 3. Also we get

\[
f(z \circ m) = f(\sigma(m) \circ z) = \sigma^{i+1}(m)l_0 + \sigma^{i+1}(m)l_1 z + \sigma^{i+1}(m)l_2 z^2.
\]

Comparing coefficients we see that \( f(z) \ast f(m) = f(z \circ m) \) for all \( m \) if and only if \( l_0 = l_2 = 0 \). Hence \( f(z) = lz \) for some \( l \in L \). It follows from this that

\[
f(z^2) = f(z \circ z) = f(z) \ast f(z) = lz \ast lz = l \sigma(l) d^{-1} z^2.
\]

Since \( z^2 \circ z = z \circ z^2 = a \), we calculate the image of \( a \) under \( f \) in two different ways. Firstly we have

\[
f(z^2 \circ z) = f(z^2) \ast f(z) = l \sigma(l) d^{-1} z^2 \ast lz = l \sigma(l) \sigma^2(l) d^{-1}.
\]
On the other hand,

\[ f(z \circ z^2) = f(z) \ast f(z^2) = lz \ast l \sigma(l) d^{-1} z^2 = l \sigma(l) \sigma^2(l) \sigma(d^{-1}). \]

These two expressions are not equal since \( d^{-1} \neq \sigma(d^{-1}) \). A similar argument shows that \( A_2 \) is not isomorphic to \((L/F, \sigma^2, a)\) for any \( a \in L \) either. The main difference in this case is that any isomorphism, \( f : (L/F, \sigma^2, a) \rightarrow A_2 \), must map \( z \) onto \( lz^2 \) for some \( l \in L \).

We may also consider the isomorphism question for the algebra \((A_2, d)\) (cf. Proposition 3.1.4).

**Proposition 7.2.7.** Let \( L/F \) be a cubic, cyclic field extension and let \((A_2, d)\) and \((A_2, d')\) be two algebras as defined above with \( d, d' \in L \setminus F \). Then \((A_2, d) \cong (A_2, d')\) if and only if \( d' = \sigma^i(d) N_{L/F}(l) \) for some \( i \in \{0,1,2\} \) and \( l \in L \). Every such \( l \in L \) yields a unique isomorphism from \((A_2, d)\) to \((A_2, d')\) given by

\[
(x_0 + x_1 z + x_2 z^2) \mapsto (\sigma^i(x_0) + \sigma^i(x_1)lz + \sigma^i(x_2)\sigma^2(l)^{-1} z^2).
\]

**Proof.** The proof is similar to that of Proposition 3.1.4 in Chapter 2 so we will only highlight the main differences here. Suppose \( \varphi : (A_2, d) \rightarrow (A_2, d') \) is an isomorphism. As in the proof of Proposition 3.1.4, we must have \( \varphi|_L = \sigma^i \in Gal(L/F) \) and \( \varphi(z) = lz \) for some \( l \in L \). Now, in \((A_2, d)\) we have

\[
(zz)z = (d^{-1}z^2)z = d^{-1} \quad \text{and hence}
\]

\[
\sigma^i(d^{-1}) = \varphi(d^{-1}) = \varphi((zz)z) = ((lz)(lz))(lz) = d^{-1}l \sigma(l) \sigma^2(l).
\]

Rearranging gives \( d' = \sigma^i(d) N_{L/F}(l) \). Finally, since \( zz = d^{-1}z^2 \) in \((A_2, d)\), we have \( z^2 = d(zz) \) and so

\[
\varphi(z^2) = \varphi(d(zz)) = \sigma^i(d)((lz)(lz)) = \sigma^i(d)d^{-1}l \sigma(l) z^2 = \sigma^2(l)^{-1}z^2,
\]

by the condition \( d' = \sigma^i(d) l \sigma(l) \sigma^2(l) \). This gives us the map \( \varphi \) explicitly.

Conversely, it is routine to verify that such a map is indeed an isomorphism. 
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Corollary 7.2.8. Let $L/F$ be a cubic, cyclic field extension. Every $l \in L$ with $N_{L/F}(l) = 1$ yields an automorphism of $(A_2, d)$ given by

$$x_0 + x_1z + x_2z^2 \mapsto x_0 + x_1lz + x_2\sigma^2(l)^{-1}z^2,$$

for all $x_0 + x_1z + x_2z^2 \in (A_2, d)$. These are all such automorphisms unless there exists an element $l' \in L$ with $d = \sigma^i(d)N_{L/F}(l')$. In this case the map

$$x_0 + x_1z + x_2z^2 \mapsto \sigma^i(x_0) + \sigma^i(x_1)l + \sigma^i(x_2)\sigma^2(l)^{-1}z^2$$

is also an automorphism of $(A_2, d)$.

Since the conditions for two algebras $(A_2, d)$ and $(A_2, d')$ to be isomorphic are the same as the conditions for two nonassociative cyclic algebras $(L/F, \sigma, d)$ and $(L/F, \sigma, d')$ to be isomorphic, we can apply the results from Chapter 6 when we consider the algebra $(A_2, d)$ over a finite field.

Corollary 7.2.9 (cf. Corollary 6.2.9). Let $F = \mathbb{F}_q$ where $q$ is a prime power and let $L$ be a cubic extension of $F$. If 3 divides $q - 1$ then there are

$$\frac{q^2 + q + 4}{3}$$

non-isomorphic semifields arising from the construction $(A_2, d)$. If 3 does not divide $q - 1$ then there are precisely

$$\frac{q^2 + q}{3}$$

non-isomorphic semifields arising from the construction $(A_2, d)$.

Corollary 7.2.10 (cf. Corollary 6.3.3). Let $L$ be a cubic extension of a finite field $F = \mathbb{F}_q$ where $q$ is a prime power. If 3 does not divide $q - 1$ then for all $d \in L \setminus F$, $\text{Aut}((A_2, d)) \cong \mathbb{Z}/s\mathbb{Z}$ where $s = q^2 + q + 1$. If 3 does divide $q - 1$ then the automorphism group is either isomorphic to $\mathbb{Z}/s\mathbb{Z}$ or is a group of order $3(q^2 + q + 1)$. 
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7.3 Cyclic Field Extensions of Degree 4

Let $F$ be a field and $L$ a cyclic extension of $F$ of degree 4 with Galois group generated by the automorphism $\sigma$. Pick nonzero elements $a, b, c, d \in L$.

For all 4-tuples $(x_0, x_1, x_2, x_3) \in L^4$ we consider the matrix $M(x_0, x_1, x_2, x_3)$ defined by

$$
\begin{pmatrix}
  x_0 & x_1 & x_2 & x_3 \\
  da^{-1}\sigma(x_3) & \sigma(x_0) & ba^{-1}\sigma(x_1) & ca^{-1}\sigma(x_2) \\
  cda^{-1}b^{-1}\sigma^2(x_2) & db^{-1}\sigma^2(x_3) & \sigma^2(x_0) & ca^{-1}\sigma^2(x_1) \\
  da^{-1}\sigma^3(x_1) & db^{-1}\sigma^3(x_2) & dc^{-1}\sigma^3(x_3) & \sigma^3(x_0)
\end{pmatrix}.
$$

**Proposition 7.3.1.** The determinant of $M(x_0, x_1, x_2, x_3)$ is of the form

$$
\sum_i a^{n_{i1}}b^{n_{i2}}c^{n_{i3}}d^{n_{i4}}f_i(x_0, x_1, x_2, x_3),
$$

where the $n_{ij}$ are integers and the $f_i$ are functions which take values in $F$.

**Proof.** A routine, but tedious, calculation shows that

$$
\text{Det}(M(x_0, x_1, x_2, x_3)) = N_{L/F}(x_0) - \frac{bcd}{a^3}N_{L/F}(x_1) + \frac{c^2d^2}{a^2b^2}N_{L/F}(x_2) \\
- \frac{d^3}{abc}N_{L/F}(x_3) + \frac{cd}{a^2}Tr_{L/F}(x_0\sigma(x_1)\sigma^2(x_1)\sigma^3(x_2)) \\
- \frac{d}{a}Tr_{L/F}(x_0\sigma(x_0)\sigma^2(x_1)\sigma^3(x_3)) \\
+ \frac{d^2}{ab}Tr_{L/F}(x_0\sigma(x_2)\sigma^2(x_3)\sigma^3(x_3)) \\
+ \frac{cd^2}{a^2b}Tr_{L/F}(x_1\sigma(x_2)\sigma^2(x_2)\sigma^3(x_3)) \\
- \frac{d}{ab}Tr_{F_0/F}(x_0\sigma^2(x_0)\sigma(x_2)\sigma^3(x_2)) \\
+ \frac{d^2}{a^2}Tr_{F_0/F}(x_1\sigma^2(x_1)\sigma(x_3)\sigma^3(x_3)),
$$

where $F_0$ is the intermediate field of $L$ and $F$ fixed by $\sigma^2$. \qed

**Remark 7.3.2.** In [40], Menichetti proves this using clever matrix manipulations to show that $\text{Det}(M(x_0, x_1, x_2, x_3)) = \text{Det}(M(\sigma(x_0), \sigma(x_1), \sigma(x_2), \sigma(x_3)))$
and thus deduces that the determinant of the matrix is of the desired form. Here, we prefer the more explicit approach as it proves to be more useful for our purposes.

On the vector space \( L^4 = L \oplus L \oplus L \oplus L \), we define a product by
\[
(x_0, x_1, x_2, x_3)(y_0, y_1, y_2, y_3) = (x_0, x_1, x_2, x_3)M(y_0, y_1, y_2, y_3),
\]
for all \( x_i, y_i \in L \). This gives \( L^4 \) the structure of an \( F \)-algebra, which we denote by \( (L/F, a, b, c, d) \). As before, we introduce the symbols \( z = (0, 1, 0, 0) \), \( z^2 = (0, 0, 1, 0) \) and \( z^3 = (0, 0, 0, 1) \), so we may write an element \( (x_0, x_1, x_2, x_3) \in (L/F, a, b, c, d) \) as \( x_0 + x_1z + x_2z^2 + x_3z^3 \). Multiplication can be expressed as
\[
xy = (x_0 + x_1z + x_2z^2 + x_3z^3)(y_0 + y_1z + y_2z^2 + y_3z^3)
\]
\[
= x_0y_0 + da^{-1}x_1\sigma(y_3) + cda^{-1}b^{-1}x_2\sigma^2(y_2) + da^{-1}x_3\sigma^3(y_1)
\]
\[
+ (x_0y_1 + x_1\sigma(y_0) + db^{-1}x_2\sigma^2(y_3) + db^{-1}x_3\sigma^3(y_2))z
\]
\[
+ (x_0y_2 + ba^{-1}x_1\sigma(y_1) + x_2\sigma^2(y_0) + dc^{-1}x_3\sigma^3(y_3))z^2
\]
\[
+ (x_0y_3 + ca^{-1}x_1\sigma(y_2) + ca^{-1}x_2\sigma^2(y_1) + x_3\sigma^3(y_0))z^3.
\]

**Example 7.3.3.** Let \( a = b = c = 1 \), then \((L/F, 1, 1, 1, d)\) is a cyclic algebra of degree 4 which is associative if \( d \in F \) and nonassociative if \( d \in L \setminus F \).

**Proposition 7.3.4.** If the matrix \( M(x_0, x_1, x_2, x_3) \) has nonzero determinant for all \( (0, 0, 0, 0) \neq (x_0, x_1, x_2, x_3) \in L^4 \), then \((L/F, a, b, c, d)\) is a division algebra.

**Proof.** Due to the definition of the multiplication in \((L/F, a, b, c, d)\), this follows from basic linear algebra.

**Example 7.3.5.** Pick \( d \in L \) such that \( 1, d, d^2, d^3 \) are linearly independent over \( F \). The following are division algebras.

- \((L/F, d, 1, 1, 1)\),
- \((L/F, 1, d, 1, 1)\),
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• \((L/F, 1, 1, d, 1)\),
• \((L/F, 1, 1, 1, d)\),
• \((L/F, d, d, d, 1)\),
• \((L/F, d, d, 1, d)\),
• \((L/F, d, 1, d, 1)\),
• \((L/F, 1, d, d, d)\).

**Proof.** As an example, we will show that \((L/F, d, d, d, 1)\) is a division algebra. The other cases are proved similarly. From the previous proposition, we know that if the determinant of the matrix of right multiplication \(M(x_0, x_1, x_2, x_3)\) is nonzero for all nonzero \((x_0, x_1, x_2, x_3) \in L^4\), then the algebra will be division. We can easily check this condition by putting our chosen parameters into the explicit formulation for \(\text{Det}(M(x_0, x_1, x_2, x_3))\) in (7.1). We see that the determinant is a polynomial of degree 3 in \(1/d\) with coefficients in \(F\). Since \(1, d, d, d\) are linearly independent over \(F\), so are \(1, 1/d, 1/d, 1/d^2\). Moreover, the only constant term (i.e., without a factor of \(1/d\)) is \(N_{L/F}(x_0)\) and the only term with a factor of \(1/d^3\) is \(-N_{L/F}(x_3)\). Hence if \(\text{Det}(M(x_0, x_1, x_2, x_3)) = 0\), we would have \(x_0 = x_3 = 0\). Putting this back into (7.1), we see that the only remaining coefficient of \(1/d\) is \(-N_{L/F}(x_1)\) and the only remaining coefficient of \(1/d^2\) is \(N_{L/F}(x_2)\), so these must be zero also, implying that \(x_1 = x_2 = 0\).

**Example 7.3.6** (Menichetti). Let \(a = 1, c = b, d = bb'\) and suppose that \(b = k_0 + k_2b'\) where \(k_0, k_1 \in F\) with \(k_0 \neq 0\). The matrix \(M = M(x_0, x_1, x_2, x_3)\) now becomes

\[
M = \begin{pmatrix}
    x_0 & x_1 & x_2 & x_3 \\
    bb'\sigma(x_3) & \sigma(x_0) & b\sigma(x_1) & b\sigma(x_2) \\
    bb'\sigma^2(x_2) & b'\sigma^2(x_3) & \sigma^2(x_0) & b\sigma^2(x_1) \\
    bb'\sigma^3(x_1) & b'\sigma^3(x_2) & b'\sigma^3(x_3) & \sigma^3(x_0)
\end{pmatrix}.
\]
We can see that $\text{Det}(M)$ is a polynomial of the form

$$f_0(x_0, x_1, x_2, x_3) + bb'f_1(x_0, x_1, x_2, x_3) + bb'^2f_2(x_0, x_1, x_2, x_3) + bb'^3f_3(x_0, x_1, x_2, x_3),$$

where the $f_i$ are functions which take values in $F$. Suppose we choose $b, b'$ such that $1, bb', bb'^2, bb'^3$ are linearly independent over $F$ and suppose that $\text{Det}(M) = 0$. Expanding the determinant along the first column of $M$ shows that $f_0(x_0, x_1, x_2, x_3) = N_{L/F}(x_0)$. We must, therefore, have $x_0 = 0$. Putting this into $F$, we can then check that the expansion of the determinant becomes

$$bb'(k^2_{00}N_{L/F}(x_1) + b'[\ldots]) + \ldots$$

and $k^2_{00}N_{L/F}(x_1)$ is the only nonzero coefficient of the term $bb'$. Since $k_0 \neq 0$ we must have $x_1 = 0$. Repeating this process, we find that $x_2 = x_3 = 0$ and so the matrix $M$ has zero determinant only if and only if $x_0 = x_1 = x_2 = x_3 = 0$.

The elements $1, bb', bb'^2, bb'^3$ can be chosen to be linearly independent as follows: pick $b'$ such that $\{1, b', b'^2, b'^3\}$ is a basis for $L/F$ and write

$$1, bb' = k_0b' + k_1b'^2, bb'^2 = k_0b'^2 + k_1b'^3, bb'^3 = k_0b'^3 + k_0b'^4.$$ 

If $b'^4 = \lambda_0 + \lambda_1b' + \lambda_2b'^2 + \lambda_3b'^3$, then $1, bb', bb'^2, bb'^3$ will be linearly independent over $F$ if the matrix

$$\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & k_0 & k_1 & 0 \\
0 & 0 & k_0 & k_1 \\
k_1\lambda_0 & k_1\lambda_1 & k_1\lambda_2 & k_0 + k_1\lambda_3
\end{pmatrix},$$

has nonzero determinant, i.e., if

$$k_0^3 + k_0^2k_1\lambda_3 - k_0k_1^2\lambda_2 + k_2\lambda_1 \neq 0.$$ 

### 7.4 Biquadratic Field Extensions

In [40], Menichetti only considers this construction over finite fields where all extensions are cyclic. In our more general situation, over infinite fields,
we may encounter non-cyclic field extensions, for example, biquadratic ex-

tensions. Let $L/F$ be such a biquadratic field extension, i.e.,

$$L = F(\sqrt{u}, \sqrt{v}),$$

where $u, v$ and $uv$ are square-free elements of $F$. Then

$$Gal(L/F) = \{1, \sigma, \tau, \sigma \tau\},$$

where $\sigma$ and $\tau$ are defined by

$$\sigma(\sqrt{u}) = \sqrt{u}, \quad \sigma(\sqrt{v}) = -\sqrt{v},$$

$$\tau(\sqrt{u}) = -\sqrt{u}, \quad \tau(\sqrt{v}) = \sqrt{v}.$$

We pick nonzero elements $a, b, c, d \in L$ and define the matrix $M(x_0, x_1, x_2, x_3)$ to be

$$\begin{pmatrix}
  x_0 & x_1 & x_2 & x_3 \\
  da^{-1} \sigma(x_3) & \sigma(x_0) & ba^{-1} \sigma(x_1) & ca^{-1} \sigma(x_2) \\
  cda^{-1} b^{-1} \tau(x_2) & db^{-1} \tau(x_3) & \tau(x_0) & ca^{-1} \tau(x_1) \\
  da^{-1} \sigma^3(x_1) & db^{-1} \sigma \tau(x_2) & dc^{-1} \sigma \tau(x_3) & \sigma \tau(x_0)
\end{pmatrix},$$

for every 4-tuple $(x_0, x_1, x_2, x_3) \in L^4$.

**Proposition 7.4.1.** The determinant of the matrix $M(x_0, x_1, x_2, x_3)$ is a polynomial of the form

$$\sum_i a^{n_{i1}} b^{n_{i2}} c^{n_{i3}} d^{n_{i4}} g_i(x_0, x_1, x_2, x_3),$$

where $n_{ij}$ are integers and the $g_i$ are functions which take values in $F$. 
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Proof. Calculating the determinant explicitly we have

\[
\text{Det}(M(x_0, x_1, x_2, x_3)) = N_{L/F}(x_0) - \frac{bcd}{a^3}N_{L/F}(x_1) + \frac{c^2d^2}{a^2b^2}N_{L/F}(x_2)
\]
\[
- \frac{d^3}{abc}N_{L/F}(x_3) + \frac{cd}{a^2}Tr_{L/F}(x_0\sigma(x_1)\tau(x_1)\sigma\tau(x_2))
\]
\[
- \frac{d}{a}Tr_{L/F}(x_0\sigma(x_0)\tau(x_1)\sigma\tau(x_3))
\]
\[
+ \frac{d^2}{ab}Tr_{L/F}(x_0\sigma(x_2)\tau(x_3)\sigma\tau(x_3))
\]
\[
+ \frac{cd^2}{a^3b}Tr_{L/F}(x_1\sigma(x_2)\tau(x_2)\sigma\tau(x_3))
\]
\[
- \frac{cd}{ab}Tr_{F_0/F}(x_0\tau(x_0)\sigma(x_2)\tau(x_2))
\]
\[
+ \frac{d^2}{a^2}Tr_{F_0/F}(x_1\tau(x_1)\sigma(x_3)\sigma\tau(x_3)),
\]

where \(F_0 = F(\sqrt{v})\) is the intermediate field of \(L\) and \(F\) fixed by \(\tau\). \(\Box\)

On the vector space \(L^4 = L \oplus L \oplus L \oplus L\), we define a product by

\[
(x_0, x_1, x_2, x_3)(y_0, y_1, y_2, y_3) = (x_0, x_1, x_2, x_3)M(y_0, y_1, y_2, y_3),
\]

for all \(x_i, y_i \in L\). This gives \(L^4\) the structure of an \(F\)-algebra, which we denote by \((L/F, a, b, c, d)\). As before, we introduce the symbols \(z = (0, 1, 0, 0), z^2 = (0, 0, 1, 0)\) and \(z^3 = (0, 0, 0, 1)\), so we may write an element \((x_0, x_1, x_2, x_3) \in (L/F, a, b, c, d)\) as \(x_0 + x_1z + x_2z^2 + x_3z^3\). Multiplication can be expressed as

\[
xy = (x_0 + x_1z + x_2z^2 + x_3z^3)(y_0 + y_1z + y_2z^2 + y_3z^3)
\]
\[
= x_0y_0 + da^{-1}x_1\sigma(y_3) + cda^{-1}b^{-1}x_2\tau(y_2) + da^{-1}x_3\sigma\tau(y_1)
\]
\[
+ (x_0y_1 + x_1\sigma(y_0) + db^{-1}x_2\tau(y_3) + db^{-1}x_3\sigma\tau(y_2))z
\]
\[
+ (x_0y_2 + ba^{-1}x_1\sigma(y_1) + x_2\tau(y_0) + dc^{-1}x_3\sigma\tau(y_3))z^2
\]
\[
+ (x_0y_3 + ca^{-1}x_1\sigma(y_2) + ca^{-1}x_2\tau(y_1) + x_3\sigma\tau(y_0))z^3.
\]

**Proposition 7.4.2.** If the matrix \(M(x_0, x_1, x_2, x_3)\) has nonzero determinant for all \((0, 0, 0, 0) \neq (x_0, x_1, x_2, x_3) \in L^4\), then \((L/F, a, b, c, d)\) is a division algebra.
Proof. Due to the definition of the multiplication in \((L/F, a, b, c, d)\), this follows from basic linear algebra.

Example 7.4.3. Pick \(d \in L\) such that \(1, d, d^2, d^3\) are linearly independent over \(F\). The following are division algebras.

- \((L/F, d, 1, 1, 1)\),
- \((L/F, 1, d, 1, 1)\),
- \((L/F, 1, 1, d, 1)\),
- \((L/F, 1, 1, 1, d)\),
- \((L/F, d, d, d, 1)\),
- \((L/F, d, d, 1, d)\),
- \((L/F, d, 1, d, d)\),
- \((L/F, 1, d, d, d)\).

The proof that these are division algebras is exactly the same as in Example 7.3.5.
Chapter 8

Hughes-Kleinfeld and Knuth Constructions

In this chapter we look at some other well-known constructions for finite semifields, namely one of Hughes and Kleinfeld, and a few given by Knuth. We apply the constructions to more general fields and investigate the resulting algebras. In particular, these constructions yield division algebras over the real numbers. In [22], Hughes and Kleinfeld gave a construction of a finite semifield which is quadratic over a finite field \( L \) contained in the right and middle nucleus. In a closing remark of the paper they mention that this construction will also work over general fields and gives (infinite) division algebras. However, they do not study the situation over infinite fields since this construction does not classify those algebras quadratic over such a field \( L \) as it does in the finite case.

In his thesis, [31], Knuth considered three similar constructions of finite semifields. These three along with the Hughes-Kleinfeld semifield are some of the best-known finite semifields and have been studied in a variety of contexts (e.g. [5], [57]) but always over finite fields. Here we look at these four constructions over general fields. We show that they give a simple construction for division algebras. Under certain conditions they each possess different combinations of left, right and middle nuclei and so they are mu-
tually non-isomorphic. Automorphisms of these algebras are studied and in specific cases we determine the automorphism group.

8.1 Definition

Let $F$ be a field and let $L$ be a Galois field extension of $F$. We consider four multiplications on the $F$-vector space $L \oplus L$. Pick elements $\eta$ and $\mu$ of $L$ and a nontrivial automorphism $\sigma \in Gal(L/F)$. For elements $x, y, u, v \in L$ the four multiplications are given as follows:

$Kn_1 : (x, y) \circ (u, v) = (xu + \eta \sigma^{-2}(y)\sigma(v), xv + y\sigma(u) + \mu \sigma^{-1}(y)\sigma(v))$,

$Kn_2 : (x, y) \circ (u, v) = (xu + \eta \sigma^{-2}(y)\sigma^{-1}(v), xv + y\sigma(u) + \mu \sigma^{-1}(y)v)$,

$Kn_3 : (x, y) \circ (u, v) = (xu + \eta y \sigma^{-1}(v), xv + y\sigma(u) + \mu yv)$,

$HK : (x, y) \circ (u, v) = (xu + \eta y \sigma(v), xv + y\sigma(u) + \mu y\sigma(v))$.

We will denote the vector-space $L \oplus L$ endowed with each of the above multiplications by $Kn_1(L, \sigma, \eta, \mu), Kn_2(L, \sigma, \eta, \mu), Kn_3(L, \sigma, \eta, \mu)$ and $HK(L, \sigma, \eta, \mu)$, respectively. This notation reflects the fact that the first three are the constructions defined by Knuth and the last one is the construction defined by Hughes-Kleinfeld. If it is clear from the context or irrelevant to the discussion we may omit some or all of the parameters. Each of $Kn_1, Kn_2, Kn_3$ and $HK$ is a unital $F$-algebra with unit element $(1, 0)$. They also contain $L \oplus 0$ as a subalgebra, which we identify with the field $L$.

**Theorem 8.1.1** ([22], [31]). If $L$ is a finite field and if the equation

$$w \sigma(w) + \mu w - \eta$$

has no solutions in $L$, then each of the above algebras is a division algebra.
Thus we get four constructions for finite semifields. As Hughes and Kle-infeld mentioned in their paper, if $L/F$ is any separable field extension and Equation (8.1) has no solutions then $HK(L, \sigma, \eta, \mu)$ is a division algebra. In fact, this is true for all of the above algebras.

**Theorem 8.1.2.** Let $L/F$ be any separable field extension. The algebras $Kn_1, Kn_2, Kn_3$ and $HK$ are all division algebras if and only if Equation (8.1) has no solutions in $L$.

**Proof.** We prove the sufficiency for $Kn_1$ since the other cases are similar. Suppose that $Kn_1$ contains zero divisors. That is

$$(x,y) \circ (u,v) = (xu + \eta \sigma^{-2}(y)\sigma(v), xv + y \sigma(u) + \mu \sigma^{-1}(y)\sigma(v)) = (0,0),$$

for some $(x,y) \neq (0,0) \neq (u,v)$. We may assume that none of $x,y,u,v$ are zero since otherwise a quick check would reveal that we must either have $(x,y) = (0,0)$ or $(u,v) = (0,0)$. Thus each of their inverses in $L$ exist. We have the following equations:

$$xu + \eta \sigma^{-2}(y)\sigma(v) = 0,$$
$$xv + y \sigma(u) + \mu \sigma^{-1}(y)\sigma(v) = 0.$$  

The first equation implies that there exists an element $z \in L^\times$ such that

$$u = z \sigma^{-2}(y), \quad x = -\eta \sigma(v)z^{-1}.$$ 

Plugging this into the second equation gives

$$-\eta \sigma(v)z^{-1}v + y \sigma(z)\sigma^{-1}(y) + \mu \sigma^{-1}(y)\sigma(v) = 0.$$ 

Multiplying through by $z$ and setting $w = z\sigma^{-1}(y)v^{-1}$ yields

$$\sigma(v)v(-\eta + w \sigma(w) + \mu w) = 0.$$ 

Since $v \neq 0$ we must have $w \sigma(w) + \mu w - \eta = 0$ which is a contradiction of our hypothesis. For necessity, notice that if $w$ is a nonzero solution to Equation (8.1) then

$$(-\eta, \sigma(w)) \circ (\sigma^{-1}(w), 1) = (0,0),$$
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for both $Kn_1$ and $Kn_2$ and

$$(−η, w) ∘ (w, 1) = (0, 0),$$

for both $Kn_3$ and $HK$. Hence all algebras contain nontrivial zero divisors. If $w = 0$ is a solution to Equation (8.1) then we must have $η = 0$. If $µ ≠ 0$ then $w = −σ^{-1}(µ)$ is also a solution and is nonzero so the previous paragraph applies. If $µ = 0$ then the multiplication on each algebra becomes

$$(x, y) ∘ (u, v) = (xu, vx + yσ(u)), $$

for all $x, y, u, v ∈ L$. Then

$$(0, 1) ∘ (0, 1) = (0, 0) $$

and so each algebra has nontrivial zero divisors in this case.

By the previous theorem, if $η = 0$ then the algebras $Kn_1, Kn_2, Kn_3$ and $HK$ are never division, so we shall assume that $η ≠ 0$ from now on.

### 8.2 Nuclei

In this section we calculate some of the nuclei of the algebras $Kn_1, Kn_2, Kn_3$ and $HK$ and show that no two of them possess the same combination of left, right and middle nuclei unless $σ^2 = Id$ and $µ = 0$. If both $σ^2 = Id$ and $µ = 0$ then the multiplication for each algebra is the same:

$$(x, y) ∘ (u, v) = (xu + ηyσ(v), xv + yσ(u)) .$$

In this case $σ$ is of order two in $Gal(L/F)$ and as such $L$ has a subfield $E$ such that $[L : E] = 2$ and $Gal(L/E) = \{Id, σ\}$. Hence, the multiplication given above defines a quaternion algebra over $E$ which is associative if $η ∈ E$ and nonassociative if $η ∈ L \setminus E$. The structure of these is well known in the associative case and the nonassociative case is covered in Chapter 3, so we will assume from now on that either $σ^2 ≠ Id$ or $µ ≠ 0$. 112
Proposition 8.2.1. Suppose that either $\sigma^2 \neq \text{Id}$ or that $\mu \neq 0$.

(i) $L$ is equal to the middle and right nucleus of $Kn_2(L, \sigma, \eta, \mu)$ but is not contained in the left nucleus.

(ii) $L$ is equal to the left and right nucleus of $Kn_3(L, \sigma, \eta, \mu)$ but is not contained in the middle nucleus.

(iii) $L$ is equal to the left and middle nucleus of $HK(L, \sigma, \eta, \mu)$ but is not contained in the right nucleus.

(iv) $L$ is not contained in the left, right or middle nucleus of $Kn_1(L, \sigma, \eta, \mu)$.

Proof. This time we will only prove (i), the other cases are similar. We will also drop the circle notation for multiplication and denote it simply by juxtaposition: $(x, y) \circ (u, v) = (x, y)(u, v)$. To show $L$ is contained in the middle nucleus we let $l \in L$ and calculate

$$((x, y)(l, 0))(u, v) = (xl, y\sigma(l))(u, v) = (xlu + \eta\sigma^{-2}(y)\sigma^{-1}(l)\sigma^{-1}(v), xlv + y\sigma(l)\sigma(u) + \mu\sigma^{-1}(y)lv).$$

On the other hand,

$$(x, y)((l, 0)(u, v)) = (x, y)(lu, lv) = (xlu + \eta\sigma^{-2}(y)\sigma^{-1}(lv), xlv + y\sigma(lu) + \mu\sigma^{-1}(y)lv).$$

These two expressions are the same hence $L \subseteq Nuc_m(Kn_2)$. To show that there are no other elements in the middle nucleus of $Kn_2$ it suffices to check that no elements of the form $(0, m), m \in L$, belong to the middle nucleus. This is because the associator is linear:

$$[(x, y), (l, m), (u, v)] = [(x, y), (l, 0), (u, v)] + [(x, y), (0, m), (u, v)].$$

If $(0, m) \in Nuc_m(Kn_2)$ then for all $v \in L$ we should have

$$[(0, v), (0, m), (0, 1)] = (0, 0),$$
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however, calculating directly we get

$$\begin{align*}
((0, v)(0, m))(0, 1) - (0, v)((0, m)(0, 1)) &= \\
(\eta \sigma^{-2}(\mu) \sigma^{-3}(v) \sigma^{-2}(m), \eta \sigma^{-2}(v) \sigma^{-1}(m) + \mu \sigma^{-1}(\mu) \sigma^{-2}(v) \sigma^{-1}(m)) - (\eta \sigma^{-2}(v) \sigma^{-1}(\mu) \sigma^{-2}(m), v \sigma(\eta) \sigma^{-1}(m) + \mu \sigma^{-1}(v) \mu \sigma^{-1}(m)) &= 0.
\end{align*}$$

If $\mu \neq 0$ then looking at the first term gives

$$\sigma^{-2}(\mu) \sigma^{-3}(v) = \sigma^{-2}(v) \sigma^{-1}(\mu)$$

for all $v \in L$ which can’t hold. If $\mu = 0$ then, by hypothesis, we must have $\sigma^2 \neq \text{Id}$ and looking at the second term gives the equation

$$\eta \sigma^{-2}(v) = v \sigma(\eta),$$

which again can’t hold for all $v \in L$. A similar calculation shows that the right nucleus is also equal to $L$. To show that $L$ is not contained in the left nucleus we check

$$((l, 0)(x, y))(u, v) = (lx, ly)(u, v)$$

$$= (lxu + \eta \sigma^{-2}(ly) \sigma^{-1}(v), lxv + ly \sigma(u) + \mu \sigma^{-1}(ly) v),$$

whereas

$$(l, 0)((x, y)(u, v)) = (l, 0)(xu + \eta \sigma^{-2}(y) \sigma^{-1}(v), xv + y \sigma(u) + \mu \sigma^{-1}(y) v)$$

$$= (lxu + l \eta \sigma^{-2}(y) \sigma^{-1}(v), lxv + ly \sigma(u) + l \mu \sigma^{-1}(y) v).$$

These equations are not equal for all $l \in L$ unless $\sigma^2 = \text{Id}$ and $\mu = 0$. 

\[\square\]

Remark 8.2.2. In their paper [22], Hughes and Kleinfeld show that the right and middle nuclei of their algebra are equal to $L$. This is because they use a slightly different definition of multiplication to us. They consider the product

$$(x, y) \circ (u, v) = (xu + \eta \sigma(y)v, yu + \sigma(x)v + \mu \sigma(y)v),$$

for all $x, y, u, v \in L$. It is easily checked that this multiplication gives the opposite algebra $HK^{op}$, which explains the swap of right and left nucleus.
Corollary 8.2.3. The algebras $Kn_1, Kn_2, Kn_3$ and $HK$ are mutually non-isomorphic unless $\sigma^2 = \text{Id}$ and $\mu = 0$, in which case they are the same algebra.

Proof. Since isomorphisms must preserve each of the left, right and middle nuclei, the first claim holds when either $\sigma^2 \neq \text{Id}$ or $\mu \neq 0$. On the other hand if both $\sigma^2 = \text{Id}$ and $\mu = 0$ the the definition of multiplication in each algebra is exactly the same. \qed

8.3 Automorphisms

In this section we describe all automorphisms for the algebras $HK, Kn_2$ and $Kn_3$. We also exhibit some automorphisms for the algebra $Kn_1$.

Proposition 8.3.1. Let $A = HK(L, \sigma, \eta, \mu)$. All automorphisms of $A$ are of the form

$$(x, y) \mapsto (\tau(x), \tau(y)b),$$

where $\tau \in \text{Gal}(L/F)$ commutes with $\sigma$ and $b \in L^\times$ is such that

$$\eta b \sigma(b) = \tau(\eta) \text{ and } \mu \sigma(b) = \tau(\mu).$$

Proof. Let $\varphi : A \to A$ be an automorphism. Since $\text{Nuc}_l(A) = L$ and isomorphisms preserve left, right and middle nuclei, we must have $\varphi(L) = L$. Hence $\varphi|_L = \tau \in \text{Gal}(L/F)$. We can write any element $(x, y)$ of $HK$ as

$$(x, y) = (x, 0) + (y, 0)(0, 1).$$

Since $\varphi((x, 0)) = (\tau(x), 0)$ for all $x \in L$, it remains to determine $\varphi((0, 1))$. Suppose $\varphi((0, 1)) = (a, b)$ for some $a, b \in L$, thus we can write

$$\varphi((x, y)) = \varphi((x, 0)) + \varphi((y, 0))\varphi((0, 1))$$

$$= (\tau(x), 0) + (\tau(y), 0)(a, b)$$

$$= (\tau(x) + \tau(y)a, \tau(y)b).$$
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For all \( m \in L \) we must have

\[
\varphi((0, 1)(m, 0)) = \varphi((0, 1))\varphi((m, 0)).
\]

On the one hand we have

\[
\varphi((0, 1)(m, 0)) = \varphi((0, \sigma(m))) = (\tau(\sigma(m))a, \tau(\sigma(m))b),
\]

whereas the right hand side becomes

\[
(a, b)(\tau(m), 0) = (\tau(m)a, \sigma(\tau(m)b)).
\]

Since \( \sigma \neq \text{Id} \), this implies that \( a = 0 \) and that \( \tau \) and \( \sigma \) commute. Finally, we have \((0, 1)(0, 1) = (\eta, \mu)\) and so \( \varphi((0, 1)(0, 1)) = (\tau(\eta), \tau(\mu)b) \). However,

\[
\varphi((0, 1))\varphi((0, 1)) = (0, b)(0, b) = (\eta b\sigma(b), \mu b\sigma(b)),
\]

and so we arrive at the conditions \( \eta b\sigma(b) = \tau(\eta) \) and \( \mu \sigma(b) = \tau(\mu) \).

Conversely, suppose \( b \in L \) satisfies the conditions mentioned in the proposition. Then for all \( x, y, u, v \in L \), we have

\[
\varphi((x, y))\varphi((u, v)) = (\tau(x), \tau(y)b)(\tau(u), \tau(v)b)
\]

\[
= (\tau(x)\tau(u) + \eta \tau(y)b\sigma(\tau(v)b),
\]

\[
\tau(x)\tau(v)b + \tau(y)b\sigma(\tau(u)) + \mu \tau(y)b\sigma(\tau(v)b))
\]

\[
= (\tau(xu) + \tau(\eta y\sigma(v)), \tau(xv) + \tau(y\sigma(u)) + \tau(\mu y\sigma(v))b)
\]

\[
= \varphi((x, y)(u, v)).
\]

\[\square\]

**Proposition 8.3.2.** Let \( A = Kn_2(L, \sigma, \eta, \mu) \). All automorphisms of \( A \) are of the form

\[
(x, y) \mapsto (\tau(x), \tau(y)b),
\]

where \( \tau \in \text{Gal}(L/F) \) commutes with \( \sigma \) and \( b \in L^\times \) is such that

\[
\eta \sigma^{-2}(b)\sigma^{-1}(b) = \tau(\eta) \text{ and } \mu \sigma^{-1}(b) = \tau(\mu).
\]
Proof. By Proposition \[8.2.1\], $Nuc_m(A) = L$, so any automorphism $\varphi : A \to A$ must restrict to an automorphism of $L/F$, say $\varphi|_L = \tau \in Gal(L/F)$. Following the proof of Proposition \[8.3.1\] we deduce that

$$\varphi(x, y) = (\tau(x), \tau(y)b),$$

for all $(x, y) \in A$ and some $b \in L$. Now $(0, 1)(0, 1) = (\eta, \mu)$ and, therefore, $\varphi((0, 1)(0, 1)) = (\tau(\eta), \tau(\mu)b)$. However,

$$\varphi((0, 1))\varphi((0, 1)) = (0, b)(0, b) = (\eta\sigma^{-2}(b)\sigma^{-1}(b), \mu\sigma^{-1}(b)b),$$

and so $\eta\sigma^{-2}(b)\sigma^{-1}(b) = \tau(\eta)$ and $\mu\sigma^{-1}(b) = \tau(\mu)$.

It is a routine calculation, similar to that in Proposition \[8.3.1\] to show that such maps are indeed automorphisms. \qed

**Proposition 8.3.3.** Let $A = Kn_3(L, \sigma, \eta, \mu)$. All automorphisms of $A$ are of the form

$$(x, y) \mapsto (\tau(x), \tau(y)b),$$

where $\tau \in Gal(L/F)$ commutes with $\sigma$ and $b \in L^\times$ is such that

$$\eta b\sigma^{-1}(b) = \tau(\eta) \text{ and } \mu b = \tau(\mu).$$

Proof. In this case $Nuc_l(A) = L$ so, again using the same argument as in Proposition \[8.3.1\] we conclude that any automorphism $\varphi : A \to A$ is of the form

$$(x, y) \mapsto (\tau(x), \tau(y)b),$$

for $(x, y) \in A$ and some $b \in L$. To determine what conditions $b$ must satisfy, we calculate $\varphi((0, 1)(0, 1)) = (\tau(\eta), \tau(\mu)b)$ and

$$\varphi((0, 1))\varphi((0, 1)) = (0, b)(0, b) = (\eta b\sigma^{-1}(b), \mu b^2).$$

Therefore $\eta b\sigma^{-1}(b) = \tau(\eta)$ and $\mu b = \tau(\mu)$. As before, it is routine to verify that such maps are automorphisms of $A$. \qed
The key part in these three proofs is the fact that either the left, right or middle nucleus of $HK, Kn_2$ and $Kn_3$ is equal to $L$. From this we deduce that any automorphism of the algebra must restrict to an automorphism of $L$. For $Kn_1$, $L$ is not contained in any of the nuclei so we cannot make this deduction. However, if we assume that an automorphism of $Kn_1$ restricts to an automorphism of $L$, then it must be of a similar form to the above maps.

**Proposition 8.3.4.** Let $A = Kn_1(L, \sigma, \eta, \mu)$ and suppose $\varphi$ is an automorphism of $A$ which restricts to an automorphism of $L$: $\varphi|_L = \tau \in \text{Gal}(L/F)$. Then, for all $(x, y) \in A$

$$\varphi((x, y)) = (\tau(x), \tau(y)b),$$

where $\eta\sigma^{-2}(b)\sigma(b) = \tau(\eta)$ and $\mu\sigma^{-1}(b)\sigma(b) = \tau(\mu)b$.

**Proof.** Assuming that $\varphi|_L = \tau \in \text{Gal}(L/F)$ allows us to deduce that

$$\varphi((x, y)) = (\tau(x), \tau(y)b),$$

for all $(x, y) \in A$ and some $b \in L$. In $Kn_1$ we have $\varphi((0, 1)(0, 1)) = (\tau(\eta), \tau(\mu)b)$ and

$$\varphi((0, 1))\varphi((0, 1)) = (0, b)(0, b) = (\eta\sigma(b)\sigma^{-2}(b), \mu\sigma^{-1}(b)\sigma(b)).$$

Therefore $\eta\sigma^{-2}(b)\sigma(b) = \tau(\eta)$ and $\mu\sigma^{-1}(b)\sigma(b) = \tau(\mu)b$. \hfill $\Box$

Whenever $\mu \neq 0$, there are very few automorphisms for each of these algebras, in many cases there are fewer automorphisms than of $L/F$. The exact size of the automorphism group depends on the position of the elements $\eta$ and $\mu$ within $L$.

**Proposition 8.3.5.** Let $G = \text{Gal}(L/F)$ and let $C_G(\sigma)$ be the centraliser of $\sigma$ in $G$. If $A$ is one of the algebras $HK(L, \sigma, \eta, \mu)$, $Kn_2(L, \sigma, \eta, \mu)$ or $Kn_3(L, \sigma, \eta, \mu)$ where $\mu \neq 0$, then the automorphism group of $A$ is isomorphic to the subgroup of $C_G(\sigma)$ which fixes the element $\mu\sigma(\mu)\sigma(\eta)^{-1}$, i.e.,

$$\text{Aut}(A) \cong \{ \tau \in C_G(\sigma) \mid \tau \left( \frac{\mu\sigma(\mu)}{\sigma(\eta)} \right) = \frac{\mu\sigma(\mu)}{\sigma(\eta)} \}. $$
Proof. Suppose $A = HK(L, \sigma, \eta, \mu)$ and denote by $\varphi^b_r$ the automorphism of $A$

$$(x, y) \mapsto (\tau(x), \tau(y)b),$$

for all $(x, y) \in A$. From Proposition 8.3.1 we know that $\tau \in C_G(\sigma)$ and $\mu\sigma(b) = \tau(\mu)$. Since $\mu \neq 0$, the element $b \in L$ is determined completely by the action of $\tau$ on $\mu$ so we may drop the superscript $b$ in $\varphi^b_r$ and write $\varphi_r$. We also have the equation $\eta b\sigma(b) = \tau(\eta)$ defining $\varphi_r$. Substituting in $b = \sigma^{-1}(\tau(\mu))\sigma^{-1}(\mu)^{-1}$ and rearranging gives

$$\sigma(\eta)\tau(\mu)\sigma(\tau(\mu)) = \sigma(\tau(\eta))\mu\sigma(\mu).$$

Since $\sigma$ and $\tau$ commute, we can rearrange this further to get

$$\tau \left( \frac{\mu\sigma(\mu)}{\sigma(\eta)} \right) = \frac{\mu\sigma(\mu)}{\sigma(\eta)}.$$

Consider two such automorphisms $\varphi_{\tau_1}$ and $\varphi_{\tau_2}$ of $A$. Then

$$\varphi_{\tau_1}(x, y) = (\tau_1(x), \tau_1(y)b_1),$$

for all $(x, y) \in A$ and $b_i \in L$ satisfies

$$\eta b_i\sigma(b_i) = \tau_i(\eta)$$

and $\mu\sigma(b_i) = \tau_i(\mu)$.

We see that

$$\varphi_{\tau_1} \circ \varphi_{\tau_2}(x, y) = (\tau_1\tau_2(x), \tau_1\tau_2(y)\tau_1(b_2)b_1),$$

so we need to show that $b := \tau_1(b_2)b_1$ satisfies the required properties for the automorphism $\varphi_{\tau_1\tau_2}$ namely

$$\eta b\sigma(b) = \tau_1\tau_2(\eta)$$

and $\mu\sigma(b) = \tau_1\tau_2(\mu)$.

Firstly, we have that

$$\tau_1\tau_2(\eta) = \tau_1(\eta b_2\sigma(b_2)) = \tau_1(\eta)\tau_1(b_2)\tau_1\sigma(b_2)$$

$$= \eta b_1 \sigma(b_1) \tau(b_2) \tau_1\sigma(b_2)$$

$$= \eta \tau_1(b_2)b_1 \sigma(\tau_1(b_2)b_1)$$

$$= \eta b\sigma(b).$$
Similar reasoning shows that

$$
\tau_1 \tau_2(\mu) = \tau_1(\mu \sigma(b_2)) = \tau_1(\mu \sigma(\tau_1(b_2))) = \mu \sigma(b_1) \sigma(\tau_1(b_2)) = \mu \sigma(b).
$$

Therefore \(\varphi_{\tau_1} \circ \varphi_{\tau_2} = \varphi_{\tau_1 \tau_2}\) and the map \(\varphi_\tau \mapsto \tau\) is the required isomorphism.

\[\]

**Corollary 8.3.6.** Let \(L/F\) be a quadratic, separable field extension and suppose \(A\) is one of the algebras \(HK(L, \sigma, \eta, \mu)\), \(Kn_2(L, \sigma, \eta, \mu)\) or \(Kn_3(L, \sigma, \eta, \mu)\) where \(\mu \neq 0\), then the automorphism group of \(A\) is isomorphic to \(\mathbb{Z}/2\mathbb{Z}\) if \(\eta \in F\). Otherwise \(\text{Aut}(A)\) is trivial.

**Proof.** Since \(L/F\) is quadratic, \(\sigma\) is the nontrivial automorphism of \(L/F\). By the previous Proposition, we can have at most two possible automorphisms of \(A\): \(\phi_{Id}\) and \(\phi_{\sigma}\). Moreover, \(\phi_{\sigma} \in \text{Aut}(A)\) if and only if

$$
\sigma\left(\frac{\mu \sigma(\mu)}{\sigma(\eta)}\right) = \frac{\mu \sigma(\mu)}{\sigma(\eta)}.
$$

Now \(\mu \sigma(\mu) \in F^\times\) for all \(\mu \in L^\times\), so this condition is equivalent to

$$
\sigma\left(\frac{1}{\sigma(\eta)}\right) = \frac{1}{\sigma(\eta)}
$$

i.e. \(\eta = \sigma(\eta)\). This happens if and only if \(\eta \in F\). \[\]

### 8.4 A Semi-multiplicative Map for \(HK\) and \(Kn_3\)

In this section we will look at a map \(M_{HK} : HK \to L\) which satisfies the property \(M_{HK}(l, 0)(x, y)) = M_{HK}(l, 0)M_{HK}(x, y)\) for all \(l, x, y \in L\). First notice that the multiplication in \(HK\) can be written in the following way:

$$
(x, y)(u, v) = (x, y)\begin{pmatrix} u & v \\ \eta \sigma(v) & \sigma(u) + \mu \sigma(v) \end{pmatrix}.
$$
If we denote the $2 \times 2$ matrix above by $R_{(u,v)}$ for all $(u,v) \in HK$, then we can define the map

$$M_{HK} : HK \to L$$

by

$$M_{HK}((u,v)) = \text{Det}(R_{(u,v)}).$$

**Proposition 8.4.1.** For all $l, x, y \in L$, the map $M$ satisfies

$$M_{HK}((l,0)(x,y)) = M_{HK}((l,0))M_{HK}((x,y)).$$

**Proof.** Explicitly we have

$$M_{HK}((x,y)) = x\sigma(x) + \mu x\sigma(y) - \eta y\sigma(y).$$

Therefore we get

$$M_{HK}((l,0)(x,y)) = M_{HK}((lx, ly))$$

$$= lx\sigma(lx) + \mu lx\sigma(ly) - \eta ly\sigma(ly)$$

$$= l\sigma(l)(x\sigma(x) + \mu x\sigma(y) - y\sigma(y))$$

$$= M_{HK}((l,0))M_{HK}((x,y)).$$

\[ \square \]

In general, the map $M_{HK}$ is not multiplicative, nor does it satisfy the property

$$M_{HK}((x,y)(l,0)) = M_{HK}((x,y))M_{HK}((l,0))$$

for all $l, x, y \in L$. Hence, $M_{HK}$ is a left semi-multiplicative map which is not right semi-multiplicative.

Similarly, we may consider the multiplication in $Kn_3$ as follows:

$$(x, y)(u, v) = (x, y) \begin{pmatrix} u & v \\ \eta^{-1}(v) & \sigma(u) + \mu v \end{pmatrix}.$$
explicitly this is

\[ M_{Kn_3}((x, y)) = x\sigma(x) + \mu xy - \eta y\sigma^{-1}(y). \]

Then we get

\[ M_{Kn_3}((x, y)(l, 0)) = M_{Kn_3}((xl, y\sigma(l))) = x\sigma(x)l + \mu xly\sigma(l) + \eta y\sigma(l)\sigma^{-1}(y\sigma(l)) = (x\sigma(x) + \mu xy + y\sigma^{-1}(y))l\sigma(l) = M_{Kn_3}((x, y))M_{Kn_3}((l, 0)). \]

Therefore \( M_{Kn_3} \) is a right semi-multiplicative map which is not left semi-multiplicative.

### 8.5 Constructions for Noncommutative Algebras

In this section we generalise the above constructions to a doubling process which starts with an associative (but possibly noncommutative) \( F \)-algebra \( D \). In this case we need to put some additional restrictions on the elements \( \eta \) and \( \mu \) and we use a scalar involution of \( D \) rather than an automorphism. In the case where \( D \) is a quaternion algebra, these constructions can be thought of as a generalisation of octonion algebras. Recall that a scalar involution on \( D \) is an involution \( \overline{\cdot} : D \to D \), such that

\[ x\overline{x} = \overline{x}x \in F. \]

Let \( D \) be an associative \( F \)-algebra with scalar involution, denoted \( \overline{\cdot} \), and pick elements \( \eta, \mu \in F^\times \). On the vector-space \( D \oplus D \) we can define the following
multiplications:

\[ Kn_1 : (x, y) \circ (u, v) = (xu + \eta \bar{v}y, vx + yu + \mu \bar{v}y), \]

\[ Kn_2 : (x, y) \circ (u, v) = (xu + \eta \bar{v}y, vx + yu + \mu v \bar{y}), \]

\[ Kn_3 : (x, y) \circ (u, v) = (xu + \eta \bar{v}y, vx + yu + \mu vy), \]

\[ HK : (x, y) \circ (u, v) = (xu + \eta \bar{v}y, vx + yu + \mu \bar{v}y), \]

for all \( x, y, u, v \in D \). As before we will denote the resulting algebras by \( Kn_1(D, \eta, \mu), Kn_2(D, \eta, \mu), Kn_3(D, \eta, \mu) \) and \( HK(D, \eta, \mu) \) respectively and we may omit some or all of these parameters when they are irrelevant to the discussion. Each of these is a unital \( F \)-algebra of dimension \( 2n \), where \( n = \dim_F D \) and they each contain \( D \) as a subalgebra. If \( D \) is a quadratic separable field extension then these algebras are special cases of those defined in Section 2.

**Theorem 8.5.1.** Suppose \( D \) is a division algebra. If the equation

\[ w^2 + \mu w - \eta \]

has no solutions in \( F \), then each of \( Kn_1(D, \eta, \mu), Kn_2(D, \eta, \mu), Kn_3(D, \eta, \mu) \) and \( HK(D, \eta, \mu) \) is a division algebra.

**Proof.** We will prove this for \( Kn_1 \). We suppose that

\[ (x, y) \circ (u, v) = (0, 0), \]

for some nonzero \((x, y), (u, v) \in Kn_1\). For the same reasons as mentioned at the beginning of the proof of Theorem 8.1.2 we may assume that \( x, y, u \) and \( v \) are all non zero and, since \( D \) is an associative division algebra, their inverses exist. From the definition of multiplication in \( Kn_1 \) we get the equations

\[ xu + \eta \bar{v}y = 0, \quad (8.2) \]
and
\[ vx + u\bar{u} + \mu\bar{\nu}\bar{y}. \]  
(8.3)

From equation [8.2] we have \( u = -x^{-1}\eta\bar{y} \). Setting \( z = -x^{-1}\eta\bar{v} \), we can write
\[ u = zy \quad \text{and} \quad x = -\eta\bar{v}z^{-1}. \]

Substituting these into equation (8.3) gives us
\[-\eta v\bar{v}z^{-1} + y\bar{y}\bar{z} + \mu\bar{y} = 0.\]

Multiplying through on the right by \( z \) and on the left by \((v\bar{v})^{-1}\) yields
\[-\eta + (v\bar{v})^{-1}y\bar{y}\bar{z} + \mu v^{-1}\bar{y}z.\]

Setting \( w = v^{-1}\bar{y}z \) shows that
\[ w\bar{w} + \mu w - \eta = 0, \]
and so, if this equation has no solutions in \( D \), then \( Kn_1 \) has no zero divisors.

However, notice that if \( w \) is not an element of \( F \), then we cannot have
\[ w\bar{w} + \mu w - \eta = 0, \]

since \( w\bar{w}, \mu, \eta \in F \), so we only have to make sure this equation has no solutions in \( F \). This is the same as requiring
\[ w^2 + \mu w - \eta \neq 0, \]

for all \( w \in F \).
Chapter 9

Applications to Coding Theory

In this chapter we give an application of nonassociative algebras for the construction of Space-Time Block Codes (STBC’s). STBC’s are used in wireless communication to send data between multiple antennas, which helps to improve the reliability of the data transfer. The codewords for an STBC are represented by \( n \times n \) matrices with complex entries. We then require that the codebook, i.e., the collection of all codewords, be fully diverse. This amounts to the condition that for any two distinct matrices in the codebook, say \( A, B \in \text{Mat}_n(\mathbb{C}) \), we have \( \det(A - B) \neq 0 \). Once we have a fully diverse codebook, we may then require some additional properties from the matrices that will affect the performance of the code.

In the seminal work by Sethuraman, Rajan and Shashidhar [51], a connection was made between central simple division algebras and fully diverse STBC’s. If \( D \) is a central simple algebra of degree \( n \) then there exists a so-called splitting representation \( \lambda : D \to \text{Mat}_n(L) \), where \( L \) is a subfield of \( D \). Since \( D \) is simple, this map is injective and, furthermore, if \( D \) is a division algebra, then \( \text{Im}(\lambda) \subset \text{Mat}_n(L) \) only consists of invertible matrices and the zero matrix.

For more information on this see [9] or [50] for a general overview or for implementations of codes from central simple division algebras see [55], [7] or [8], to name but a few.
9.1 Codes from Nonassociative Algebras

In [47] the authors construct STBC’s from a nonassociative quaternion algebra. Although nonassociative quaternions do not admit a splitting representation, there does exist an injective $L$-vector space homomorphism $\lambda : D \rightarrow \text{Mat}_2(L)$, where $D := (L/F, \sigma, a)$ is a nonassociative quaternion algebra and $L$ is the maximal subfield of $D$. This is done as follows: for $y = y_0 + y_1z \in D$, $y_i \in L$, the map $\lambda$ is defined by

$$\lambda(y) = \begin{bmatrix} y_0 & y_1 \\ a\sigma(y_1) & \sigma(y_0) \end{bmatrix}.$$ 

The matrix $\lambda(y)$ can be viewed as the matrix of right multiplication by the element $y$ in $D$ with respect to the basis $\{1, z\}$ of $D$ as a left $L$-vector space. In fact, if we represent elements of $D$ by tuples $(y_0, y_1)$ then for another element $x = (x_0, x_1) \in D$ we have

$$xy = x\lambda(y).$$

It follows from elementary linear algebra that the matrix $\lambda(y)$ has nonzero determinant for all nonzero $y \in D$ since, otherwise, the system of linear equations $(x_0, x_1)\lambda(y) = (0, 0)$ has a nontrivial solution $(x_0, x_1)$, which contradicts the fact that $D$ contains no zero divisors. Thus, the set $\{\lambda(y) \mid 0 \neq y \in D\}$ is a fully diverse STBC.

We can extend this idea using nonassociative cyclic algebras of degree $n$ in the obvious way.

**Definition 9.1.1.** Let $(L/F, \sigma, a)$ be a nonassociative cyclic algebra. For an element $y = y_0 + y_1z + \cdots y_{n-1}z^{n-1} \in (L/F, \sigma, a)$, where each $y_i \in L$, we define $\lambda(y)$ to be the matrix

$$\begin{bmatrix} y_0 & y_1 & y_2 & \cdots & y_{n-1} \\ a\sigma(y_{n-1}) & \sigma(y_0) & \sigma(y_1) & \cdots & \sigma(y_{n-2}) \\ a\sigma^2(y_{n-2}) & a\sigma^2(y_{n-1}) & \sigma^2(y_0) & \cdots & \sigma^2(y_{n-3}) \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ a\sigma^{n-1}(y_1) & a\sigma^{n-1}(y_2) & a\sigma^{n-1}(y_3) & \cdots & \sigma^{n-1}(y_0) \end{bmatrix}.$$
Theorem 9.1.2. Let $D = (L/F, \sigma, a)$ be a nonassociative cyclic division algebra. The set
\[
\{ \lambda(y) \mid 0 \neq y \in D \},
\]
is a fully diverse STBC.

Proof. As in the proof of Theorem 3.2.10 in Chapter 3, we consider the matrix $\lambda(y)$ as the matrix of right multiplication by $y$ in $D$, i.e., writing elements of $D$ as $n$-tuples, we can express the product in $D$ by the matrix multiplication
\[
xy = x\lambda(y),
\]
for all $x, y \in D$. Since $D$ is division, a similar argument to that given above implies $\lambda(y)$ has nonzero determinant whenever $y \neq 0$.

Codes from nonassociative cyclic algebras of degree 4 have successfully been constructed in a joint work with Oggier and Pumplün [54] using cyclic extensions of number fields. For example, $\mathbb{Q}(\zeta_5)/\mathbb{Q}$, where $\zeta_5$ is a primitive 5th root of unity, is a cyclic extension of degree 4. Picking $a \in \mathbb{Q}(\zeta_5)$ such that $1, a, a^2, a^3$ are linearly independent over $\mathbb{Q}$, yields a nonassociative cyclic division algebra $(\mathbb{Q}(\zeta_5)/\mathbb{Q}, \sigma, a)$. The element $a$ is chosen carefully to ensure the resulting STBC satisfies other desirable properties, for example, fast-decodability.

Following the proof of Theorem 9.1.2, we are able to give a more general method of constructing fully diverse STBC’s from nonassociative division algebras. In particular, this method can be applied to several of the algebras studied in this thesis.

Suppose that $(A, \bullet)$ is a division algebra over $F$ with multiplication denoted by $\bullet$ and such that $A$ has a decomposition as a left (resp. right) $n$-dimensional $L$-vector space, where $L$ is some subfield of $A$. We write
\[
A = L \oplus L \oplus \cdots \oplus L,
\]
as an $L$-vector space. Let $x = (x_0, x_1, \ldots, x_{n-1})$ and $y = (y_0, y_1, \ldots, y_{n-1})$ be two elements of $A$ written with respect to the $L$-vector space decomposition,
where $x_i, y_i \in L$. Furthermore, suppose that multiplication by the element $y$ on the right (resp. by the element $x$ on the left) in $A$ can be represented by the matrix multiplication

$$x \cdot y = xM_r(y) \quad \text{(resp. } x \cdot y = (M_l(x)y^T)^T),$$

where $M_r(y)$ (resp. $M_l(x)$) is an $n \times n$ matrix with entries of $L$. It follows that the set of matrices $M_r(y)$ for nonzero $y \in A$ (resp. $M_l(x)$ for nonzero $x \in A$) forms a fully diverse STBC. A nonassociative cyclic algebra of degree $n$ fits into this situation.

Example 9.1.3. Let $A = \Omega_{L,a,\sigma}$ be the algebra defined by Sandler in [48]. It was shown in Proposition 3.2.14 that $A$ is isomorphic to the opposite algebra of the nonassociative cyclic algebra $(L/F,\sigma,a)$. $A$ is a right $L$-vector space:

$$A = L \oplus zL \oplus \cdots \oplus z^{n-1}L,$$

and if we write the elements of $A$ as row vectors, i.e., $x = (x_0, \ldots, x_{n-1})$, $y = (y_0, \ldots, y_{n-1})$, where $x_i, y_i \in L$, we can express the multiplication in $A$ as the matrix product

$$xy = (M_l(x)y^T)^T,$$

where $M_l(x)$ is the $n \times n$ matrix

$$
\begin{bmatrix}
  x_0 & a\sigma(x_{n-1}) & \ldots & a\sigma^{n-1}(x_1) \\
  x_1 & \sigma(x_0) & \ldots & a\sigma^{n-1}(x_2) \\
  \vdots & \vdots & \ddots & \vdots \\
  x_{n-1} & \sigma(x_{n-2}) & \ldots & \sigma^{n-1}(x_0)
\end{bmatrix}.
$$

Remark 9.1.4. An associative cyclic algebra $(L/F,\sigma,a), a \in F^\times$, is often defined as a right $K$-vector space with the appropriate multiplication. When this definition is adopted in the coding theory literature, the STBC’s which arise from cyclic division algebras consist of matrices of the form $M_l(x)$ given above, except with $a$ now being an element of $F^\times$. 
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Example 9.1.5 (Menichetti’s Construction). Following the examples in Chapter 7, we can construct several different $3 \times 3$ and $4 \times 4$ STBC’s. In the $3 \times 3$ case, we have a cubic cyclic field extension $L/F$ and seek elements $a, b, c \in L$ such that the matrix

$$
\begin{pmatrix}
    x_0 & x_1 & x_2 \\
    ca^{-1}\sigma(x_2) & \sigma(x_0) & ba^{-1}\sigma(x_1) \\
    ca^{-1}\sigma^2(x_1) & cb^{-1}\sigma^2(x_2) & \sigma^2(x_0)
\end{pmatrix},
$$

has nonzero determinant for all $(0, 0, 0) \neq (y_0, y_1, y_2) \in L^3$. For example, (see Example 7.2.2) we could choose $a = c \in L \setminus F$ and $b = 1$. Our codebook coming from the algebra $(L/F, c, 1, c)$ consists of all matrices of the form

$$
\begin{pmatrix}
    x_0 & x_1 & x_2 \\
    \sigma(x_2) & \sigma(x_0) & c^{-1}\sigma(x_1) \\
    \sigma^2(x_1) & c\sigma^2(x_2) & \sigma^2(x_0)
\end{pmatrix}.
$$

Similarly, following Example 7.3.5, we can take $L/F$ to be a cyclic field extension of degree 4 and get a fully diverse codebook consisting of matrices of the form

$$
\begin{pmatrix}
    x_0 & x_1 & x_2 & x_3 \\
    d\sigma(x_3) & \sigma(x_0) & d\sigma(x_1) & d\sigma(x_2) \\
    d\sigma^2(x_2) & \sigma^2(x_3) & \sigma^2(x_0) & d\sigma^2(x_1) \\
    d\sigma^3(x_1) & \sigma^3(x_2) & \sigma^3(x_3) & \sigma^3(x_0)
\end{pmatrix},
$$

coming from the algebra $(L/F, 1, d, d, d)$, where $d \in L$ is such that $1, d, d^2, d^3$ are linearly independent over $F$.

Alternatively, we could take $L/F$ to be a biquadratic field extension and, following Example 7.4.3, get a fully diverse codebook consisting of matrices of the form

$$
\begin{pmatrix}
    x_0 & x_1 & x_2 & x_3 \\
    a^{-1}\sigma(x_3) & \sigma(x_0) & a^{-1}\sigma(x_1) & a^{-1}\sigma(x_2) \\
    a^{-1}\tau(x_2) & \tau(x_3) & \tau(x_0) & a^{-1}\tau(x_1) \\
    a^{-1}\sigma^3(x_1) & \sigma\tau(x_2) & \sigma\tau(x_3) & \sigma\tau(x_0)
\end{pmatrix}.
$$
coming from the algebra \((L/F, a, 1, 1, 1)\), where \(a \in L\) is such that \(1, a, a^2, a^3\) are linearly independent over \(F\).

We will also construct 2 fully-diverse \(2 \times 2\) STBC’s based on the constructions of Hughes-Kleinfeld and Knuth given in Chapter 8. We briefly recall the definitions here.

**Definition 9.1.6.** Let \(L/F\) be a separable field extension of degree \(n\). Let \(\sigma\) be a nontrivial automorphism of \(L\) and \(\eta, \mu \in L^\times\). Endow the \(F\)-vector space \(HK(L, \sigma, \eta, \mu) = L \oplus L\) with the multiplication

\[
(x, y)(u, v) = (xu + \eta y\sigma(v), xv + y\sigma(u) + \mu y\sigma(v)),
\]

for all \(x, y, u, v \in L\).

\(HK(L, \sigma, \eta, \mu)\) is a unital, \(2n\)-dimensional \(F\)-algebra. It is a division algebra if and only if the equation

\[
w\sigma(w) + \mu w - \eta
\]

has no solutions in \(L\). The multiplication in \(HK\) may be written as

\[
(x, y)(u, v) = (x, y) \begin{bmatrix} u & v \\ \eta\sigma(v) & \sigma(u) + \mu\sigma(v) \end{bmatrix},
\]

for all \(x, y, u, v \in L\).

If the algebra \(HK\) is division, then the matrix on the right hand side of the above equation will have nonzero determinant for all \((u, v) \neq 0\). Thus we get a fully diverse codebook of matrices of the form

\[
\begin{bmatrix} u & v \\ \eta\sigma(v) & \sigma(u) + \mu\sigma(v) \end{bmatrix},
\]

for all \(u, v \in L\), where \(\mu, \eta \in L\) are such that the equation

\[
w\sigma(w) + \mu w - \eta
\]

has no roots in \(L\).

Our second example is based on a construction of Knuth.
Definition 9.1.7. Let $L/F$ be a separable field extension of degree $n$. Let $\sigma$ be a nontrivial automorphism of $L$ and let $\eta, \mu \in L^\times$. Endow the $F$-vector space $Kn_3(L, \sigma, \eta, \mu) = L \oplus L$ with the multiplication

$$(x, y)(u, v) = (xu + \eta y \sigma^{-1}(v), xv + y \sigma(u) + \mu y v),$$

for all $x, y, u, v \in L$.

$Kn_3(L, \sigma, \eta, \mu)$ is a unital $2n$-dimensional $F$-algebra. It is a division algebra if and only if the equation

$$w \sigma(w) + \mu w - \eta$$

has no solutions in $L$.

We may write the multiplication in $Kn_3$ as

$$(x, y)(u, v) = (x, y) \begin{bmatrix} u & v \\ \eta \sigma^{-1}(v) & \sigma(u) + \mu v \end{bmatrix}.$$

As before, if $Kn_3$ is a division algebra then we will get a fully diverse codebook consisting of the matrices

$$\begin{bmatrix} u & v \\ \eta \sigma^{-1}(v) & \sigma(u) + \mu v \end{bmatrix},$$

for $u, v \in L$ and $\mu, \eta \in L$ such that the equation

$$w \sigma(w) + \mu w - \eta$$

has no roots in $L$.

Remark 9.1.8. Suppose that $L/F$ is a quadratic extension, $\eta \in F$ and $\mu = 0$. As noted in Section 2 of Chapter 8, the algebras $HK$ and $Kn_3$ are quaternion algebras in this case. Two of the best performing STBC’s known are the Alamouti code [1] and the Golden code [6], both of which are based on quaternion algebras. We remark that, if $\mu \neq 0$, then the extra term $\mu \sigma(v)$ (resp. $\mu v$) in the bottom right entry of the codes defined above will most likely have an adverse effect on their performance. However, we include these codes for the sake of completeness and leave it to the coding theory experts to determine how well they actually perform.
9.2 An Iterated Code Construction

In this section we show how to construct a new nonassociative algebra using copies of an associative cyclic division algebra $D = (K/F, \sigma, \gamma)$. This is inspired by a nonassociative algebra constructed in [52], which is used to construct STBC’s. In certain special cases this construction yields the STBC’s that arise from (associative or nonassociative) cyclic division algebras and, therefore, can be thought of as a generalisation of these codes.

We will use the notation defined below throughout the remainder of the section. Let $F$ and $L$ be fields and let $K$ be a cyclic extension of both $F$ and $L$ such that

1. $\text{Gal}(K/F) = \langle \sigma \rangle$ and $[K : F] = m$,
2. $\text{Gal}(K/L) = \langle \tau \rangle$ and $[K : L] = n$,
3. $\sigma$ and $\tau$ commute: $\sigma \tau = \tau \sigma$.

Let $D = (K/F, \sigma, \gamma)$ be an associative cyclic division algebra of degree $m$ with standard basis $\{1, e, \ldots, e^{m-1}\}$ and some suitable element $\gamma \in F \cap L$, i.e.,

$$D := K \oplus Ke \oplus \cdots \oplus Ke^{m-1},$$

with multiplication defined by the rules

$$ek = \sigma(k)e, \quad \text{and} \quad e^m = \gamma,$$

for all $k \in K$.

For $x = x_0 + x_1e + x_2e^2 + \cdots + x_{m-1}e^{m-1} \in D$, define the $L$-linear map $\bar{\tau} : D \to D$ via

$$\bar{\tau}(x) = \tau(x_0) + \tau(x_1)e + \tau(x_2)e^2 + \cdots + \tau(x_{m-1})e^{m-1}.$$

The maps $\bar{\tau}^i$, for $2 \leq i \leq n - 1$ are defined analogously.

**Definition 9.2.1.** Pick $d \in D^*$ and define the left $D$-module

$$I l^n(D, \tau, d) = D \oplus Df \oplus Df^2 \oplus \cdots \oplus Df^{n-1}.$$
Multiplication on $It^n(D, \tau, d)$ is defined by the rules

$$(xf^i)(yf^j) = \begin{cases} 
\bar{\tau}(y)^{i+j} & \text{if } i + j < n \\
\bar{\tau}(y)^{i+j-n} & \text{if } i + j \geq n,
\end{cases}$$

for all $x, y \in D$.

**Remarks 9.2.2.**

1. Our assumption that $\gamma$ is also an element of $L$ implies that $\bar{\tau}$ is multiplicative on $D$: $\bar{\tau}(xy) = \bar{\tau}(x)\bar{\tau}(y)$ for all $x, y \in D$.

2. The fact that $\tau(\gamma) = \gamma$ also implies that $\lambda(\bar{\tau}(x)) = \tau(\lambda(x))$ for all $x \in D$, where $\lambda(x)$ is the splitting representation of $D$.

3. In general, $It^n(D, \tau, d)$ is a nonassociative, unital algebra with unit $1_D$. It contains $D$ as an associative subalgebra.

We can represent multiplication in $It^n(D, \tau, d)$ by a particular matrix multiplication. For an element $y = y_0 + y_1 f + y_2 f^2 + \cdots + y_{n-1} f^{n-1} \in It^n(D, \tau, d)$, where $y_i \in D$, we define the $n \times n$ matrix

$$M(y) = \begin{bmatrix} y_0 & y_1 & y_2 & \cdots & y_{n-1} \\
\bar{\tau}(y_{n-1})d & \bar{\tau}(y_0) & \bar{\tau}(y_1) & \cdots & \bar{\tau}(y_{n-2}) \\
\bar{\tau}(y_{m-2})d & \bar{\tau}(y_{n-1})d & \bar{\tau}(y_0) & \cdots & \bar{\tau}(y_{n-3}) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\bar{\tau}^{n-1}(y_1)d & \bar{\tau}^{n-1}(y_2)d & \bar{\tau}^{n-1}(y_3)d & \cdots & \bar{\tau}^{n-1}(y_0)
\end{bmatrix}$$

with entries in $D$. If we represent $x = x_0 + x_1 f + \cdots + x_{n-1} f^{n-1} \in It^n(D, \tau, d)$ as a row vector $(x_0, x_1, \ldots, x_{n-1})$, where each $x_i \in D$, then we can write the product of two elements, $x, y \in It^n(D, \tau, d)$ as the matrix multiplication

$$xy = xM(y).$$

Since $D$ is a left $K$-vector space of dimension $m$, $It^n(D, \tau, d)$ is a left $K$-vector space of dimension $mn$. If $\{1, e, \ldots, e^{m-1}\}$ is the standard basis for $D$, then

$$\{1, e, \ldots, e^{m-1}, f, ef, \ldots, e^{m-1} f^{n-1}\}$$
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is a basis for $It^n(D, \tau, d)$ as a left $K$-vector space. Taking this into consideration, we write elements in $It^n(D, \tau, d)$ as row vectors of length $mn$ with entries in $K$. We can now express the product of two elements $x, y \in It^n(D, \tau, d)$ by the matrix multiplication

$$xy = x \lambda(M(y)),$$

where $\lambda(M(y))$ is the $mn \times mn$ matrix defined by taking the splitting representation of each entry in the matrix $M(y)$. By the previous remark, we can write the matrix $\lambda(M(y))$ as

$$(9.1)$$

$$
\begin{bmatrix}
\lambda(y_0) & \lambda(y_1) & \cdots & \lambda(y_{n-1}) \\
\tau(\lambda(y_{n-1}))\lambda(d) & \tau(\lambda(y_0)) & \cdots & \tau(\lambda(y_{n-2})) \\
\vdots & \vdots & \ddots & \vdots \\
\tau^{n-1}(\lambda(y_1))\lambda(d) & \tau^{n-1}(\lambda(y_2))\lambda(d) & \cdots & \tau^{n-1}(\lambda(y_0))
\end{bmatrix}
$$

with $y_i \in D$.

**Definition 9.2.3.** Let $y = y_0 + y_1f + \cdots + y_{n-1}f^{n-1}$ be an element of the algebra $It^n(D, \tau, d)$. We call the $mn \times mn$ matrix $\lambda(M(y))$ the **matrix of right multiplication** by the element $y$.

Because the matrices $\lambda(M(y))$ can be used to define multiplication in $It^n(D, \tau, d)$, we get the following, more general, version of Theorem 2 in [52].

**Theorem 9.2.4.** Let $A = It^n(D, \tau, d)$ and let $y \in A$ be nonzero. If $y$ is not a right zero divisor in $A$, then the matrix of right multiplication by $y$, $\lambda(M(y))$ has nonzero determinant. In particular, if $C \subseteq A$ is a linear subset of $A$ such that every $y \in C$ is not a right zero divisor, then

$$C := \{\lambda(M(y)) \mid 0 \neq y \in C\}$$

forms a fully diverse, linear space-time block code.

**Proof.** Suppose $\lambda(M(y))$ is a singular matrix. Then the system of $mn$ linear equations

$$(x_0, \ldots, x_{mn-1})\lambda(M(y)) = 0$$

with $y_i \in D$. 
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has a non-trivial solution \((x_0, \ldots, x_{mn-1}) \in K^{mn}\) which contradicts the assumption that \(y\) is not a right zero divisor in \(A\).

In general it is difficult to determine whether \(It^n(D, \tau, d)\) is a division algebra or not. However, we can show that there exist linear subspaces which consist of elements that are not right zero divisors. First, we require the following lemma.

**Lemma 9.2.5.** Let \(D := (K/F, \sigma, \gamma)\) be an associative cyclic division algebra such that \(\gamma \in L\) and let \(A = It^n(D, \tau, d)\). Then \(D\) is contained in the middle nucleus of \(A\).

**Proof.** By linearity of multiplication, we only need to show that

\[ ((xf^i)y)zf^j = xf^i(yzf^j), \]

for all \(x, y, z \in D\) and all integers \(0 \leq i, j \leq n - 1\). A straightforward calculation shows that these are equal if and only if \(\tilde{\tau}(x)\tilde{\tau}(y) = \tilde{\tau}(xy)\) for all \(x, y \in D\). This is true if and only if \(\tau(\gamma) = \gamma\).

**Theorem 9.2.6.** Let \(D = (K/F, \sigma, \gamma)\) be an associative cyclic division algebra of degree \(m\) such that \(\gamma \in L\) and let \(A = It^n(D, \tau, d)\). If \(d \neq \tilde{\tau}^{n-1}(z)\tilde{\tau}^{n-2}(z) \ldots \tilde{\tau}(z)z\) for all \(z \in D\), then all elements in \(A\) of the form \(y = y_0 + y_1f\) are not right zero divisors.

**Proof.** Suppose that

\[ (x_0 + x_1f + \cdots + x_{n-1}f^{n-1})(y_0 + y_1f) = 0, \]

where \(x_i, y_i \in D\) and at least one of the \(x_i \neq 0\). We may assume that \(y_0\) and \(y_1\) are both nonzero since, otherwise, it is straightforward to see that this leads to a contradiction. Because \(D\) is contained in the middle nucleus of \(A\), we can rewrite this as

\[ (x'_0 + x'_1f + \cdots + x'_{n-1}f^{n-1})(y'_0 + f) = 0, \]
where \( y'_0 = y^{-1}_1 y_0 \) and
\[
x'_i = x_i \tilde{\tau}(y_1),
\]
for all \( i = 0 \ldots n - 1 \). Since the elements \( f^i \) are linearly independent over \( A \), we have the equations
\[
\begin{align*}
x'_0 y'_0 + x'_{n-1} d &= 0 \quad (9.2) \\
x'_i \tilde{\tau}(y'_0) + x'_{i-1} &= 0 \quad \text{for all } 1 \leq i \leq n - 1. \quad (9.3)
\end{align*}
\]
Since \( y'_0 \neq 0 \), equations (9.2) and (9.3) imply that \( x'_i \neq 0 \) for all \( i = 0 \ldots n - 1 \). Therefore, solving equation (9.3), we get
\[
x'_0 = (-1)^{n-1} x'_{n-1} \tilde{\tau}^{n-1}(y'_0) \ldots \tilde{\tau}(y'_0).
\]
Putting this into equation (9.2) yields
\[
(-1)^{n-1} x'_{n-1} (\tilde{\tau}^{n-1}(y'_0) \ldots \tilde{\tau}(y'_0)y'_0 + d) = 0.
\]
It follows that
\[
\tilde{\tau}^{n-1}(y'_0) \ldots \tilde{\tau}(y'_0)y'_0 = (-1)^n d,
\]
since \( x_{n-1} \neq 0 \). Setting \( z = -y'_0 \) now gives the desired contradiction. \( \blacksquare \)

**Corollary 9.2.7.** Let \( D = (K/F, \sigma, \gamma) \) be an associative cyclic division algebra of degree \( m \) such that \( \gamma \in L \) and let \( A = It^m(D, \tau, d) \). If \( d \neq \tilde{\tau}^{n-1}(z)\tilde{\tau}^{n-2}(z) \ldots \tilde{\tau}(z)z \) for all \( z \in D \), then the set
\[
\{ \lambda(M(y)) \mid 0 \neq y = y_0 + y_1 f \in A \}
\]
is a fully diverse STBC, it consists of all matrices of the form
\[
\lambda(M(y)) = \begin{bmatrix}
\lambda(y_0) & \lambda(y_1) & 0 & \ldots & 0 \\
0 & \tau(\lambda(y_0)) & \tau(\lambda(y_1)) & \ldots & 0 \\
0 & 0 & \tau^2(\lambda(y_0)) & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\tau^{n-1}(\lambda(y_1)) & \lambda(d) & 0 & \ldots & \tau^{n-1}(\lambda(y_0))
\end{bmatrix}.
\]
9.2.1 Special Case: \( n = 2 \)

If \( n = 2 \) in Definition 9.2.1, we have \( A = H^2(D, \tau, d) = D \oplus Df \) for some cyclic division algebra \( D \). If \( d \neq \tilde{\tau}(z)z \) for all \( z \in D \), then, by Theorem 9.2.6, \( A \) contains no right zero divisors. It follows that \( A \) contains no left zero divisors either and is a division algebra. We consider a space-time block code consisting of the matrices of right multiplication by elements in \( A \), i.e., matrices of the form

\[
\begin{bmatrix}
\lambda(y_0) & \lambda(y_1) \\
\tau(\lambda(y_1))\lambda(d) & \tau(\lambda(y_0))
\end{bmatrix},
\]

where \( y_0, y_1 \in D \).

**Example 9.2.8.** Suppose that \( D \) is a quaternion division algebra and let \( d = d_0 + d_1 e \in D \) be such that \( d \neq \tilde{\tau}(z)z \) for all \( z \in D \). Let \( x = x_0 + x_1 e, y = y_0 + y_1 e \in D^\times \), where \( x_i, y_i \in K \). Then

\[
\lambda(x) = \begin{bmatrix} x_0 & x_1 \\ \sigma(x_1) & \sigma(x_0) \end{bmatrix},
\]

and \( \lambda(y), \lambda(d) \) look similar, mutatis mutandis. The matrix of right multiplication by the element \( x + yf \in A = H^2(D, \tau, d) \) is

\[
\begin{bmatrix}
\lambda(x) & \lambda(y) \\
\tau(\lambda(y))\lambda(d) & \tau(\lambda(x))
\end{bmatrix}.
\]

Notice that the matrix multiplication in the bottom left block of this matrix is explicitly

\[
\tau(\lambda(y))\lambda(d) = \begin{bmatrix} \\
\tau(y_0)d_0 + \tau(y_1)\gamma\sigma(d_1) & \tau(y_0)d_1 + \tau(y_1)\sigma(d_0) \\
(\sigma\tau(y_1)d_0 + \sigma\tau(y_0)\sigma(d_1))\gamma & \sigma\tau(y_1)\gamma d_1 + \sigma\tau(y_0)\sigma(d_0)
\end{bmatrix} = \begin{bmatrix} u_1 & u_2 \\ u_3 & u_4 \end{bmatrix}.
\]

Thus, the \( 4 \times 4 \) matrix of right multiplication by \( x + yf \) is given by

\[
\begin{bmatrix}
x_0 & x_1 & y_0 & y_1 \\
\sigma(x_1) & \sigma(x_0) & \sigma(y_1) & \sigma(y_0) \\
u_1 & u_3 & \tau(x_0) & \tau(x_1) \\
u_2 & u_4 & \tau(\sigma(x_1)) & \tau(\sigma(x_0))
\end{bmatrix}.
\]
where \( u_i \), defined above, are the entries of the matrix \( \tau(\lambda(y))\lambda(d) \).

To simplify the matrix, we restrict the element \( d \) to the field \( K \), i.e. \( d = d_0 + 0e \) above. In this case \( \lambda(d) = \text{diag}[d_0, \sigma(d_0)] \). The matrix of right multiplication now becomes

\[
\begin{bmatrix}
  x_0 & x_1 & y_0 & y_1 \\
  \sigma(x_1)\gamma & \sigma(x_0) & \sigma(y_1)\gamma & \sigma(y_0) \\
  \tau(y_0)d_0 & \tau(y_1)\sigma(d_0) & \tau(x_0) & \tau(x_1) \\
  \sigma\tau(y_1)\gamma d_0 & \sigma(d_0)\sigma\tau(y_0) & \tau(\sigma(x_1))\gamma & \tau(\sigma(x_0))
\end{bmatrix}.
\]

Similarly, we can consider \( d = 0 + d_0e \). In this case the matrix of right multiplication by \( x + ye \) is

\[
\begin{bmatrix}
  x_0 & x_1 & y_0 & y_1 \\
  \sigma(x_1)\gamma & \sigma(x_0) & \sigma(y_1)\gamma & \sigma(y_0) \\
  \tau(y_1)\gamma\sigma(d_0) & \tau(y_0)d_0 & \tau(x_0) & \tau(x_1) \\
  \sigma\tau(y_0)\gamma\sigma(d_0) & \sigma(y_1)\gamma d_0 & \tau(\sigma(x_1))\gamma & \tau(\sigma(x_0))
\end{bmatrix}.
\]

**Example 9.2.9.** Suppose that \( D = (K/F, \sigma, \gamma) \) is a cyclic division algebra of degree 3 and let \( d \in K \). Let \( x = x_0 + x_1e + x_2e^2, y = y_0 + y_1e + y_2e^2 \in D \) where each \( x_i, y_i \in K \). Then

\[
\lambda(x) = \begin{bmatrix}
  x_0 & x_1 & x_2 \\
  \sigma(x_2)\gamma & \sigma(x_0) & \sigma(x_1) \\
  \sigma^2(x_1)\gamma & \gamma\sigma^2(x_2) & \sigma^2(x_0)
\end{bmatrix},
\]

and similarly for \( \lambda(y) \). We have \( \lambda(d) = \text{diag}[d, \sigma(d), \sigma^2(d)] \). For the element \( x + ye \in \mathcal{H}^2(D, \tau, d) = A \), the \( 6 \times 6 \) right multiplication matrix is given by

\[
\begin{bmatrix}
  x_0 & x_1 & x_2 & y_0 & y_1 & y_2 \\
  \sigma(x_2)\gamma & \sigma(x_0) & \sigma(x_1) & \sigma(y_2)\gamma & \sigma(y_0) & \sigma(y_1) \\
  \sigma^2(x_1)\gamma & \sigma^2(x_2)\gamma & \sigma^2(x_0) & \sigma^2(y_1)\gamma & \sigma^2(y_2)\gamma & \sigma^2(y_0) \\
  \tau(y_0)d & \tau(y_1)\sigma(d) & \tau(y_2)d^2 & \tau(x_0) & \tau(x_1) & \tau(x_2) \\
  \tau\sigma(y_2)d & \tau\sigma(y_0)d & \tau\sigma(y_1)d^2 & \tau\sigma(y_2)d & \tau\sigma(x_0) & \tau\sigma(x_1) \\
  \tau\sigma^2(y_1)d & \tau\sigma^2(y_2)d & \tau\sigma^2(y_0)d & \tau\sigma^2(x_1)d & \tau\sigma^2(x_2)d & \tau\sigma^2(x_0)
\end{bmatrix}.
\]
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9.2.2 Special case: \( m = 1 \)

Suppose now that \( K = F \) in Definition 9.2.1. By a slight abuse of notation we take our division algebra \( D \) to be the field \( K \) itself and the splitting representation to be the identity on \( K \). Let \( L \) be as before, so that \( K/L \) is a cyclic field extension of degree \( n \) with Galois group generated by the automorphism \( \tau \). For some element \( d \in K \), we may form the algebra

\[
It^n(K, \tau, d) = K \oplus Kf \oplus \cdots \oplus Kf^{n-1}
\]

with the same multiplication as given in Definition 9.2.1. Then \( It^n(K, \tau, d) \) is the cyclic algebra \( (K/L, \tau, d) \) which is associative if \( d \in L \) and nonassociative if \( d \notin L \). For an element \( x = x_0 + x_1f + \cdots + x_{n-1}f^{n-1} \in It^n(K, \tau, d) \), the right multiplication matrix of \( x \) is

\[
\begin{bmatrix}
  x_0 & x_1 & \cdots & x_{n-1} \\
  \tau(x_{n-1})d & \tau(x_0) & \cdots & \tau(x_{n-2}) \\
  \vdots & \vdots & \ddots & \vdots \\
  \tau^{n-1}(x_1)d & \tau^{n-1}(x_2)d & \cdots & \tau^{n-1}(x_0)
\end{bmatrix}
\]

Since conditions are known for \( It^n(K, \tau, d) = (K/L, \tau, d) \) to be a division algebra, we get a more general result than in Theorem 9.2.6 above.

**Theorem 9.2.10.** Let \( A = It^n(K, \tau, d) \). If \( d \in L^\times \) and \( d^s \neq N_{K/L}(k) \) for all \( k \in K \) and all \( 1 \leq s \leq n-1 \), then \( A \) is a division algebra. If \( d \in K \setminus L \) and is such that \( 1, d, d^2, \ldots, d^{n-1} \) are linearly independent over \( L \), then \( A \) is a division algebra. In particular, if \( n \) is prime, then \( A \) is division for any choice of \( d \in K \setminus L \).

**Proof.** When \( d \in L \), \( A = (K/L, \tau, d) \) is an associative cyclic algebra and this result is well known. When \( d \in K \setminus L \), \( A = (K/L, \tau, d) \) is a nonassociative cyclic algebra and the proof is given in Chapter 3. \( \square \)
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