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Abstract

The work described in this thesis was carried out at the Sir Peter Mansfield
Magnetic Resonance Centre at the University of Nottingham between March
2006 and December 2009. All work described in this thesis was performed by
the author, except where indicated. This thesis aims to develop and implement
ASL techniques to measure haemodynamic responses to neural activity.

The development of a new technique Double Acquisition Background Sup-
pression (DABS) is presented as a remedy for a newly discovered artefact af-
fecting Philips Achieva 7 T scanners and other sources of variation in baseline
signals such as physiological noise. The new technique (DABS) was developed
for simultaneous acquisition of ASL (with suppressed static tissue signal) and
BOLD data using the FAIR scheme. This method not only provided a so-
lution to obtaining ASL data at 7 T, despite the Roman Artefact, but also
proved to reduce the contribution of physiological noise to ASL images, which
is problematic, especially at ultra-high magnetic field strengths. The statis-
tical verification was carried out based on the neural activation induced by
a finger-tapping stimulus.

A simf;liﬁed model for quantifying CBV, with the Look-Locker sampling
method is proposed in this thesis to overcome the need for the 'Step-wise Com-
partmental Model (SCM). The Look-Locker sampling scheme acquires multi-
ple readout pulses following the labelling and provides an estimation of transit

time as well as CBV,. Here the simplified model is used to assess changes due



to visual stimulation and validated against the SCM model.

The application of LL-FAIR to form CBF and CBV, weighted data with im-
proved SNR compared to traditional single TI FAIR technique is then shown.
This method uses a summation over LL-EPI readout pulses and is used to asses
the temporal characteristics and absolute changes in CBF and CBV, haemo-
dynamic responses to a short (4.8 s) and long (9.6 s) visual stimulus.

LL-FAIR methods are then used to appraise the neural coupling of haemo-
dynamic parameters and assess Grubb’s relationship. CBF and CBV, data
were collected together with CBV,,; data from a bolus injection of contrast
agent. Assessing Grubb’s power-law (CBV,, = CBF®) for neuronal activa-
tion, which was originally derived in primates during a steady state response
of hypercapnia, a was found in this human study to be between 0.22 + 0.08
and 0.29, dependent on the analysis method. In addition, the power-law re-
lationship between CBV,,; and CBV, was assessed, and resulted in a similar
relation, yielding ara = 0.42 * 0.14 and 0.40. Since CBF is thought to be
driven by CBV, the power-law between these parameters was also tested with
a value of apa = 1.35 + 0.64 and 1.21, found in close agreement with earlier

animal work.
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Chapter 1

Introduction

Arterial Spin Labelling (ASL) methods were first introduced over fifteen
years ago [1], however the idea of measuring blood in vessels and perfusion
using saturated and excited spins was suggested a few years earlier [2]. De-
spite this, ASL is still very much a research tool though clinical interest is
now rapidly growing. The reason for this is that ASL measurements are non-
invasive and can provide not only qualitative information (in the form of Per-
fusion Weighted (PW) images) but also quantitative measures of perfusion
(in [m’;le] ). This being very important in diagnostic medicine of acute and
chronic diseases affecting blood flow and perfusion. Also the interest in ASL
.approaches for pharmaceutical trials have started to increase, since the long
term and frequent monitoring using a natural contrast (of ASL) is possible.
. New ASL techniques are being developed and existing methods improved. This
is allowing ASL to become a more powerful tool every day, and this thesis
presents an éxample of such measures.

Chapter 2 introduces the phenomenon of Nuclear Magnetic Resonance
(NMR) outlining the key basic physics concepts behind it. Definitions of im-
portant terms, and explanations of the basic physics principles are provided

along with the defining equations key to the main subject of this chapter.
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The concept of Magnetic Resonance Imaging (MRI) is outlined in Chap-
ter 3. Using notations from Chapter 2, the basic idea behind MRI is explained
and the main hardware components of an MR system introduced. This chap-
ter elaborates on the role of various equipment in forming an image using
the NMR phenomenon.

Chapter 4 introduces different techniques used to measure blood flow
and perfusion. The imaging techniques using MR are explained and the vari-
ous ASL pulse sequences described, which are the main subject of this thesis.
The application of ASL to functional MRI (fMRI) and the typical Blood Oxy-
genation Level Dependent (BOLD) contrast used for fMRI are introduced.

Chapters 5, 6 and 7 are the experimental chapters of this thesis. In Chap-
ter 5 advantages and challenges of acquiring ASL data at ultra-high (7 T) field
are described. The first section of this chapter describes an artefact discovered
on all Philips 7 T scanners which impacts on ASL data collection. The second
part proposes a remedy, allowing ASL data acquisitions, which also benefits
in reduction of other noise signals associated with high and ultra-high field
scanning, such as physiological noise.

The second experimental chapter, Chapter 6, addresses the quantification
of Arterial Cerebral Blood Volume (CBV,) using traditional FAIR technique
| and a Look-Locker EPI (LL-EPI) acquisition. An alternative quantification
method to quantify (CBV,) to the Stepwise Compartmental Model (SCM)
, used previously for the LL-EPI acquisition technique is proposed and verified.

Chapter 7 introduces applications of the LL-EPI acquisition technique with
FAIR scherﬁe, particularly interesting for pharmaceutical trials - a single ac-
quisition approach. Also, a cross-field study combining three measures (CBV,,
CBF and CBVio) to obtain more detailed information of their contribution
in haemodynamic processes, is conducted in this chapter.

This thesis concludes with a summary of the findings in Chapter 8. This is
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followed by a brief outline of potential applications and suggested future work
can also be found. For example, perhaps in the future, it will be possible

to obtain fMRI images using ASL in real time within just an ultra-fast single

trial — reconstructing images just like the one below...




Chapter 2

Nuclear Magnetic Resonance

Theory

Nuclear Magnetic Resonance (NMR) is one of many methods used by sci-
ence and technology nowadays to investigate matter. NMR was first described
independently by Purcell [3] and Bloch [4] in 1946. Six years later these two sci-
entists were awarded a Nobel Price for their achievements. In principle, NMR,
uses magnetic properties of nuclei as well as a radio frequency electromagnetic
wave for excitation purposes. Rotating particles possess an angular momentum
vector 7 (Fig. 2.1), which points in the direction orthogonal to the rotating
‘plane. Spin angular momentum _S‘) (spin) is a particle’s intrinsic property [5].
Not all nuclei are NMR sensitive, only certain nuclei that have non-zero spin
can be used from the NMR perspective. Associated with the spin is magnetic
moment vector 7, which expresses the particles’ interactions with an exter-
nal magnetié field. The spin angular momentum and the magnetic moment
are proportional:

i="S, (2.1)

where i and S are quantum mechanical operators and v is the gyromagnetic ra-

tio, a characteristic constant of a nucleus, typically described in units of [M2]
T I
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Figure 2.1: Schematic of various directions of the angular momentum of ro-
tating particles.

see Table 2.1. The magnetic energy Emag of these interactions can be deter-
mined as a scalar product of the particle’s magnetic moment ﬁ and the ex-

ternal magnetic field 3 (Eq. 2.2).
Busg =7+ B (2.2)

The negative sign indicates that a lower energy state corresponds to parallel
vectors and antiparallel vectors results in a higher energy configuration.
Interactions of particles having a magnetic moment with an external mag-
netic field form the core of the NMR phenomenon. NMR interest lies in nuclei
with high v such as hydrogen IH, carbon '*C, nitrogen N, sodium 2Na,
or phosphorus *'P. The values of the gyromagnetic ratio, together with rel-
ative sensitivity of nuclei compared to 'H and relative abundance are shown
in Table 2.1. Hydrogen nuclei can be seen to be the most common and widely
present in biological matter. Since no other nuclei was used in any experiment

in this thesis, 'H NMR is the main subject of this chapter.
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Table 2.1: Properties of nuclei used for magnetic resonance [5].

nucleus | spin | v [M=] relative natural
sensitivity (to 'H) | abundance [%]
'H 3 | 4258 1 99.8
BCc | 3 | 1071 1.59x 1072 1.11
1N 1 3.08 1.01x1073 99.6
BNa | 2 | 1126 9.25x1072 100
sip L] 1724 6.63x 1072 100

2.1 Single Spin

In quantum mechanics, both angular momentum and spin angular momen-
tum are quantised, which means that there are only discrete energy levels that
a particle (or system) can occupy. The angular momentum quantum num-
ber, J, represents the quantised energy levels, therefore can only have positive
integer numbers (J = 0, 1, 2...). Total angular momentum, L., represents

the entire group of stable states of the system and can be calculated from:

Ltot = h\/ J(J + 1 ) (23)

where F is the Planck constant (6.626 x 1072* J . s) divided by 27. The mea-
surable values of the the z-component of the angular momentum, L,, are given
by:

L, = M;h, (2.4)

where M is the azimuthal (or projectional) quantum number, which has 2J+1
values \(Mj =-J,-J+1,-J+2.J—2,J-1,J). M; physically determines
the number of degenerate (the same) energy states that the system posses
in the absence of the external magnetic field. Total spin angular momen-

tum Sy uses the same form of equation, (Eq. 2.3), however S can have posi-
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AE
8) E = :vhB
~. = 37YhDg
Qa
I ) &= = —%’)’hBO

Figure 2.2: Energy level diagram of the hydrogen nucleus (spin %) in a mag-
netic field Bg. Transitions can be induced between the spin states by adding
energy AE, equal to the difference between energy levels of the split, to the sys-
tem.

tive integer numbers (S = 0, 1, 2...) for particles called “bosons” and half-
integer numbers (S = %, %, %) for particles called “fermions”. Similarly,
the azimuthal quantum number for spin angular momentum has 2541 values
(Mg = —S,-S+1,—-S+2...5—2,8—1,S). The energy levels are also quantised
and in the case of 'H (a  spin system) this concept is crucial in understand-
ing the effects of the external magnetic field on spins. For an S = % spin
system, the measurable z-component of the total spin angular momentum M,
has 2- 1 + 1 = 2 values of =S (—3) and +S (+3)

Quantum-mechanically, a presence of the external magnetic field causes the
degeneracy of both angular momentum and spin angular momentum to break
down, splitting them into 2J+1 and 2S+1 sublevels, respectively. This phe-
norhenon is known as the “Zeeman effect”. The allowed energy levels are also
split in the same manner, as shown in Figure 2.2. However, because of the ro-

tating nature of the particles, spins actually precess around ES (Fig. 2.3) with

an angular velocity wy, called Larmor frequency. The Larmor frequency is
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Bo

Figure 2.3: Schematic of the spin precession in presence of external magnetic
field By with 6 being a precession angle, which only depends on the spin state.

proportional to the magnetic field and is given by

wy, = —yBo. (2.5)

As stated earlier, from the NMR perspective, only nuclei of high v such as hy-
drogen 'H, are interesting.

The energy states (Fig. 2.2) of the Zeeman splitting depend on the spin con-
figuration (spin number S), and can be derived from a simple energy equation

E = hy:

Eg = —ShyB. (2.6)

As mentioned before, there are two spin configurations for 'H in a magnetic
field, therefore there are two energy levels. The energy difference between
these two levels is AE = Eg-E, (where a and 8 represent the parallel and
antiparallel spin, respectively, with reference to the magnetic field E—(),) and is

equal to:

AE = hyB,. (2.7)
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To cause excitation of spins in the lower energy state () to the higher energy
state (), there must be an exact amount of energy (AE) absorbed by the par-
ticle to the system. In case of the 'H nucleus, this energy falls in the radio
frequency energy spectrum, with a value of 128 and 298 MHz for 3 and 7 T,

respectively.

2.2 Bulk Magnetisation

Despite NMR having its origin at the atomic level, in MRI experiments
we actually measure a macroscopic phenomenon. Figure 2.4 shows the state
of thermal equilibrium of multiple magnetic moments (about 6.7x102 protons
per 1 cm?® of water) in the external magnetic field. Superposition of those
moments is called the “bulk magnetisation” ) ﬁ = J_L} , however for simplicity,
I will refer to this as the “magnetisation”. There are more proton’s spins

occupying the lower energy level of the Zeeman splitting rather than the higher

net magnetic moment

Figure 2.4:_§chematic of the thermal equilibrium of spins in an externa] mag-
netic field B,.
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energy state. The distribution of both parallel and antiparallel number of spins

in the magnetic field follows the Boltzmann distribution (Eq. 2.8):

Ng a8 _mm
N: =¢ kT =¢ kT , (2.8)

where N, and Ny indicate the number of parallel and antiparallel spins, re-
spectively, AE is the difference between the energy levels of both states,
“¢” is the Boltzmann constant ( = 1.38x107% 1), and T is the temperature.
The z-component of the magnetisation (in the direction of the external mag-
netic field), M,, defines the thermal equilibrium of the system, M, = M,

and thus depends on the temperature T and the strength of the external mag-

netic field Bq.

2.2.1 Rotating Reference Frame

Behaviour of magnetisation in the external magnetic field and excitation
processes are made easier to understand when using a “rotating reference
frame”. The precessional motion of a single spin was explained in Section 2.1,
and the net magnetisation vector, ﬁ , also precesses around the Ez field with
the Larmor frequency wr,. Figure 2.5(a) shows the precessing magnetisation 1_\}
in the “laboratory reference frame” (x, y, z). However, if a “rotating reference
frame” (x’, y’, ) that rotates around the z-axis (the axis of the 1—33 field) with
the angular velocity w, is chosen then the magnetisation rotates at a slower
angular velocity in that reference frame (Fig. 2.5(b)). If w = wy, we “freeze”
the préc%;c,ional motion of the magnetisation in the rotating reference frame
and M becomes a stationary vector in that reference frame.

The mathematical description of the transition between the two refer-
ence frames is easiest to show on an arbitrary, time-dependent vector 7(1:)

in the laboratory reference frame whose three components in Cartesian coor-



2.2. Bulk Magnetisation 11

)

Z T

Figure 2.5: Comparlson of two reference frames, laboratory (a), where the mag-
netlsa_n)on vector M precesses around the direction of the external magnetic
field By with the Larmor frequency wr,, and rotating (b), where the reference
frame rotates around the By (z-axis) with the frequency w. When o — wr,, A—f
becomes a stationary vector.

dinates are py(t), py(t), pz(t):
B(O) = pulO)2 4,09 + p,(0)3, (2.9

where the symbol " denotes a unit vector. The same vector in the rotating

reference frame will be:
_) . By A/ 4y
P () = pe(t)7’ + Py ()Y + p,(t)2, (2.10)

The z-component is equal in both reference frames whilst, for the transverse

axes, the relation is:

x’ = xcos (wt) — y sin (wt) (2.11)
y’ = xsin (wt) + y cos (wt), (2.12)

where w is the angular velocity of the rotating reference frame (Fig. 2.5(b)).

Considering Equations 2.11 and 2.12 and that z’ = z, the components of both
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the laboratory and the rotating reference frames are related by:

S 4 r -
Dy [ cos (wt) —sin(wt) 0 P
py | = | sin(wt) cos(wt) O p, | = R, (2.13)
Py 0 0 1 Pz

where R is the rotation matrix.
A useful relation was derived by Slichter in 1989 [6], taking the time deriva-

tive of the given time-dependent vector (Eq. 2.9):

(d—m>lab B (@(ﬂ)m + 9 x B (2.14)

dt dt
q = —ws, (2.15)

where the subscripts “lab” and “rot” represent laboratory and rotating refer-
ence frames respectively, and @ is a rotational angular velocity vector (the neg-
ative sign refers to the clock-wise rotation, shown as a vector pointing in the neg-
ative z-direction in Figure 2.5).

The introduction of the rotating reference frame considerably simplifies

many explanations of NMR phenomena.

2.2.2 Radio Frequency Excitation Pulses

Radio Frequency (RF) excitation pulses are only one type of RF pulses,
however they are very important as they play a role in all of MR sequences —-
creating the MR signal which is subsequently sampled. RF pulses create
a modulation of the net magnetisation in the direction orthogonal to the exter-
nal magnetic field 30 (conventionally, “x” is the direction of the RF pulse and
“z” is the direction of the external magnetic field) so that the magnetisation is

redirected from its equilibrium state towards the direction of the applied mod-
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ulation. Mathematically, the behaviour of the magnetisation can be described

by the Bloch equations (see also Section 2.3):

dt

(d—]‘—z) M xB (2.16)

For an RF pulse applied in the x-direction with RF frequency wrr, the Bloch

equation in the rotating frame is:
dM
(-HT = ’)’ﬁ X [:i‘B1(t) + 2 (Bo — (—‘)-EE)] , (2.17)
rot v

where B;(t) is a time-dependent radio-frequency wave function. The angle
that the magnetisation M is diverted from the z-direction is termed the flip
angle (), and can be determined by the area under the curve representing

the amplitude of the modulation (B,), expressed as:

8(t) = /t " By()dy (2.18)

!=0

Expreésing Eq. 2.17 in spherical coordinates and assuming initial conditions

(Mx =0, My =0, M, = Mg at t = 0), results in:

M, = Mpcos¢sind
My = Mg sin¢cosf (2.19)
Mz = Mo cos

where ¢ is an angle between the magnetisation and x-axis in the transverse
plane (physically, ¢ is an angular representation between Larmor frequency
and RF pulse frequency; ¢ = Aw = yBy — wrr) a.nd 0 is an angle that the
magnetisation forms with the z-axis.

Figure 2.6 shows an example of the “normal” laboratory reference frame

(Fig. 2.6(a)) and the rotating reference frame (Fig. 2.6(b)). A fairly compli-
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a) b)

B1 Y B1 Y’

9

¥ T

Figure 2.6: Comparison of the magnetisation’s behaviour in two reference
frames, laboratory (a), where the magnetlsatlon vector M spirals down around
the direction of the external magnetic field Bo after applying a radio frequency

magnetic pulse Bl, and rotating (b), where “frozen” magnetisation is flipped
into the transverse (xy) plane by a 90° excitation pulse.

cated spiral motion of magnetisation during the application of an RF excita-
tion pulse becomes a very simple and easily describable one-dimensional “flip”
of the magnetisation.

The B; waveform that determines the RE pulse profile is never perfect,
i.e. the ideal is a perfectly squared profile, but in reality this always results
in side lobes caused by modulation of sin and cos (or exponential) wave func-

tions.

2.2.3 Relaxation

Relaxation is the process of returning to equilibrium after a disturbance
of the system. In the case of spins, the disturbance is caused by an RF pulse.
The relaxation mechanism varies depending on the matter in which it occurs.
For the purpose of this thesis, we are only interested in spins in liquid phase,
where dipole-dipole interactions dominate. We then have to consider that

each spin is not only under the influence of the external magnetic field Bo but
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also local, fluctuating fields from surrounding dipoles. These fields fluctuate
according to the “tumbling time” (the time that is needed for a molecule to re-
orient by 1°) or the “correlation time”, 7.. Qualitatively, the correlation time
indicates how long it takes before the random field changes sign. In practice,
. depends on the physical parameters of the system, such as the temperature.
Generally, correlation times decrease by warming the sample, since an increase
in temperature corresponds to more rapid molecular motion. Conversely, cor-
relation times are increased by cooling the sample.

These fluctuated fields are small, however, they still affect the relaxation

processes by inducing transitions for field fluctuating at wr..

2.2.3.1 Longitudinal T; Relaxation

Relaxation in the z-axis (the axis of f;)o) is called longitudinal, spin-lattice,
or simply T relaxation. Ty relaxation describes the mechanism of the spins
returning to their equilibrium position aligned along the external magnetic
field. For the spins to return to their thermal equilibrium, the behaviour
of the z-component of the magnetisation is described by the Bloch equation
(described in detail in Section 2.3):

CdM,  My—M,

where M, is the longitudinal magnetisation at equilibrium and T, is the lon-
gitudinal relaxation time. T; is specific for different kinds of matter and is
dependent on the magnetic field strength (Bo) - the higher the magnetic field,
the longer the T, for the same matter. The spin-lattice relaxation results
from fluctuations of the dipole-dipole magnetic fields at the Larmor frequency.
In addition to the magnetic field By, relaxation time T also depends on the

correlation time 7, which is inversely proportional to temperature. Figure 2.7
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s——— 5T
——F 3

i i)

correlation time T, —

Figure 2.7: Schematic representation of dependencies between the longitudi-
nal relaxation time Ty, correlation time 7. and temperature for 1.5 (green),
3 (blue), and 7 T (red).

shows schematically the dependence of the longitudinal relaxation time on cor-
relation time and temperature for three external magnetic field strengths (1.5,
3and 7 T).

The solution of Bloch equation shows that when a 180° inversion pulse is
applied, the magnetisation is inverted, M;(0) = —M,, and the recovery then

follows an exponential curve (Fig. 2.8(a)) according to:

M,(t) = Mo (1 - 2e‘T“1) . (2.21)

Following a 90° readout pulse, the longitudinal component of the mag-
netisation is M,(0) = 0, and the recovery curve (Fig. 2.8(b)) is expressed

by the saturation recovery curve:

M, (t) = M, (1 — e“T‘T) : (2.22)
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Figure 2.8: Longitudinal relaxation — z-component of the magnetisation (rel-
ative to My) as a function of time for inversion recovery (a) and saturation
recovery (b). T in this example is 800 ms.

2.2.3.2 Transverse T, Relaxation

Relaxation that is the result of short-range spin-spin interactions is called
transverse or T, relaxation. T, relaxation describes the decay of transverse
magnetisation and can also result from dipole-dipole interactions. Similarly,
T, relaxation depends on the magnetic field, By, correlation time, Te, and tem-
perature. However temperature and correlation time are mutually dependent
values. Figure 2.9 illustrates again the dependency of the transverse relaxation
time on By, 7, and temperature.

The transverse component of the Bloch equation, describing the behaviour

of magnetisation in the transverse plane (xy) is:

where T, is the transverse relaxation time (My, = 0 at thermal equilibrium).
Because of the nature of these interactions, the Ty value is always smaller
than T; and is dependent on the By field strength. There is a tendency for
the T, decay time to be longer when the spins are more mobile (such as in

water) and to be shorter when the spins are more rigid (molecules containing
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Figure 2.9: Schematic representation of dependencies between the longitudi-
nal relaxation time Ty, correlation time 7. and temperature for 1.5 (green),
3 (blue), and 7 T (red).

rigid structures). A 90° pulse is required to incur full M,y polarisation, and

the solution of Bloch equation results in the exponential signal decay:
Mxy(t) = Moe—ﬂ. (224)

This signal decay after an excitation pulse is known as a Free Induction Decay
(FID). It plays a key role in creation of “echoes”, where under the envelope

of the FID multiple echoes can be formed within a single FID (see Section 3.5).

2.2.3.3 Transverse T; Relaxation

The transverse magnetisation is also sensitive to B, field inhomogeneities.
This additional contribution to the FID of transverse magnetisation is called T,
and can be reversed with a 180° pulse. Figure 2.10 shows the spins’ behaviour
when using a spin echo sequence (a) and gradient echo (b). When a refocusing
pulse (180°) is applied, not only does it reverse the changes to spins induced
by the gradient, but also those variations in frequency modulations induced

by By field inhomogeneities.
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Figure 2.10: Schematic diagram of the spins’ behaviour under the influence
of a spin-echo (a) and gradient-echo (b) sequence. Different shades of green
represent “fast” (dark green) and “slow” (bright green) spins.

The T} relaxation time combines these elements:

§ ) -i=n4
T, T (2.25)

This relation indicates that T3 < T3 and as By increases, the inhomogeneities
are greater and T shortens.

As described above, T is reversible, and this can be achieved by employing
spin-echo based sequences with refocusing pulses (Spin Echo — Echo Planar

Imagine sequence, SE-EPI, is described later in Section 3.5).
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2.3 Bloch Equations

The Bloch equations relate the time evolution of magnetisation to the ex-

ternal magnetic fields and the relaxation times (T; and T,).

dM_ o o Mg+ Mg (Mo —My)2

dt T T ’

(2.26)

where 73) is the total applied magnetic field (superposition of By and B, effects)
Eq. 2.27.
B = B (t) cos (wret) — §B1(t) sin (wrrt) + 2B, (2.27)

2.3.1 Bloch Equation without Relaxation

Using the basic relation (Eq. 2.14 and 2.15) and the conversion of the B
vector (Eq. 2.27) neglecting relaxation and diffusion processes according to

the Eq. 2.13, the Bloch equation in the rotating reference frame is:

(@@) —1% x B 2z

dt

By = [Bl(t) [# cos ((wrr — w)t) — G sin ((wrr — w)t)] + 2 (Bo — %)}
(2.29)
A special case of this equation is when wrr = w = wy, in which the mag-
netisation precesses about the applied B; field and the effective field reduces
to Beg = 2B (b).
After explicitly carrying out the vector cross product, Equations 2.28

and 2.29 can be expressed as three scalar equations:
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(o8
=3

(de)mt oM, (BO _ &:.) + M, By (t) sin ((wre — w)t), (2:30)
(d

( dtz) = —7MuB1(t) sin (wrr — w)t) — YMyB1(t) cos ((wrr — w)t).

1=

Y)mt = —/M, (Bo - .f‘y_’) + YM,B; (t) cos ((wrr — w)t), (2.31)

o
<

(2.32)

If we define our magnetisation in a transverse plane as a complex number:
M, = My + iMy, (2.33)

and write M, explicitly based on equations (2.30) and (2.31) we have:

dM w ]
¢ iv [ By — — | (M, +iM
( dt )m W( ° '7)( Y

+ #YM,Bo(t) [cos ((wrr — w)t) — i sin (wrp — w)t)]

=— M, (B" - %) + #YM Bo(t)eHonr e (2:34)

2.3.2 Bloch Equation with T; and T, Relaxation

The consideration of longitudinal and transverse relaxations to the Bloch
equation is fundamental for all NMR processes, therefore relaxation compo-
nents must be included:

(%)m = M x Bug - My, | (2.35)
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To accomplish the true equation, we need to convert the relaxation components

into the rotating reference frame using equation (2.13):

[ .
Mry cos (wt) —sin(wt) 0 ™
My | = | sin(wt) cos(wt) O %‘;‘
Mo—M,
| Mr, | | O 0 el
[ My cos (wt)—Mysin (wt) |
— I
= | Mo esen || (2.36)
Mo=M,;
i T J

Therefore, our explicit expressions (Eqgs. 2.30-2.32) for individual components
of the magnetisation in the rotating reference frame, and including the T; and

Ty relaxations, are as follows:

(85), s (3-2) rimivsmon o)

M, cos (wt) — M, sin (wt)

- , (2.37)
(%) = [Mx (Bo - %) — M;B1(t) cos ((wrr — w)t)]
~ M, sin (wt) + My cos (wt)
_ L , (2.38)
(dgfz> = — v [M,Bs(t) sin ((wrr — w)t) + MyBy(t) cos ((wrp — w)t)]
4 Mo— M, (2.39)

Ty



Chapter 3

Magnetic Resonance Imaging

and Instrumentation

Magnetic Resonance Imaging (MRI) is an imaging technique entirely based
on the NMR phenomenon. MRI was simultaneously discovered by two inde-
pendent groups led by Peter Mansfield [7] and Paul Lauterbur [8] in 1973.
The first in vivo images were produced in 1977 [9] and following the devel-
opment of this new and exciting method avalanched with its most practical

application in diagnostic medicine.

3.1 Fourier Transform

One of the most important tools in NMR, together with implementation
of the rgtating reference frame (Section 2.2.1), is the Fourier transform (FT).
The FT was named after the French mathematician Jean Baptiste Joseph
Fourier (1768 — 1830) and it is a mathematical operation that yields the spec-
tral content of a signal [10]. If g(x) is a function of the rea] variable “”,

the output of the Fourier transform, G(k), of that function can be calculated
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Figure 3.1: Schematic representations of the Fourier transform using the step
function in Matlab. (a) time domain containing only one frequency (a) and
its Fourier transform showing only one peak at that frequency (a~160 Hz); (b)
time response of the signal containing superposition of two different frequencies
with the same amplitude and its Fourier transform revealing two peaks at those
frequencies (=15 and ~160 Hz).

using the following equation:

o0

FT[g(x)] = G(k) = / g(x)e ™" dx, (3.1)

[e¢]

where “x” and “k” are two real variables called Fourier conjugates and rep-
resent a pair of conjugate domains, such as time and frequency or distance
and spatial frequency.

Figure 3.1 shows two examples of decoding the signal in the time domain
using FT to reveal the frequency information of the function’s representa-
tion. This shows functions composing one frequency (Fig. 3.1(a)) and two
frequencies (Fig. 3.1(b)). These examples are only to visualise the mechanism
of the Fourier transform; real time-domain signals are far more complex and

so are the corresponding frequency-domain spectra.



3.2. k-Space 25

3.2 k-Space

The concept of k-space was first introduced into NMR. by P. Mansfield
and P. Grannell in 1973, called ‘reciprocal space’ [7]. Early development
of MRI recognised that the time-varying signals detected from precessing mag-
netisation could be analysed by following trajectories that evolve in space.
That space corresponds to a domain that is a Fourier conjugate, as well as
the standard spatial domain containing the object’s magnetisation [11,12].
In the Fourier transform, the conjugate to the distance (7) variable was given
a letter “k” and the domain was then called “k-space”. This concept brings
simplicity to the understanding of many pulse sequences. Figure 3.2 shows

the k-space representation of an image.

Image space y

FOVy

Figure 3.2: The relationship between image space (left) and k-space (right).

The introduction of k-space helped visualise the trajectories of spins’ phase
in the presence of field gradients. An example of a trajectory typically used
in most Echo Planar Imaging sequences (see Section 3.5), is shown in Fig-
ure 3.3. k-space represents the spatial frequency distribution of an MR image

where the accumulated phase, under the influence of time-dependent field gra-
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Figure 3.3: Example of a k-space acquisition trajectory commonly used in Echo
Planar Imaging sequences. The dotted line indicates a prephasing trajectory
and arrows indicate direction of k-space traversal.

dients 3(7‘), can be expressed as:
M?@=7A7f8@mﬂ (3.2)

.._)
and the k vector:

-~ a
k@=§A8mm (3.3)

Combining Eq. 3.2 and Eq. 3.3 and considering only transverse components
of magnetisation, M, (7°), and B, field - B, (7), the time-domain signal cre-

ated is:

S(t) = / M, (P)BL(P)e RO g, (3.4)

The trajectories of the k-vector traverse a continuous path (Fig. 3.3), how-
ever the signal is sampled only at discrete intervals (Ak,) along the path

(Fig. 3.2). The spacing of the measurements made in k-space determines
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the field of view (FOV) of the resulting image:

1

s = 7OV,

(3.5)

where x and y subscripts denote components of the transverse plane. With this
in mind, the further away from the centre of k-space the signal is being sampled,
the higher the resolution of the reconstructed image. The maximum amplitude

of k-space therefore determines the spatial resolution of a reconstructed image.

3.3 Imaging Gradients

To produce an MRI image, the signal has to carry spatial information,
which is made possible by employing imaging gradients (Fig. 3.4) applied in all
directions (x, y and z). Gradients cause spatial variation with the following

mathematical representation:

OB, OB, OB,
5Oy =5, 0= 5 (3.6)

Gy =

Commonly used is a Cartesian planar scheme, under which there are con-
ventionally entitled frequency-encoding gradients (x-axis), phase-encoding (y-

axis), and slice selection gradients (z-axis).

(a)

o =% Iw._-nyx

Figure 3.4: Schematic image of a gradient application; object in the external
magnetic field B (a), Larmor frequency modulations after application of the
gradient in a given direction.
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3.3.1 Frequency-Encoding Gradient

A frequency-encoding gradient spatially encodes NMR signal by assign-
ing a unique precession frequency to each spin cluster (if the cluster contains
spins precessing with the same frequency, it is called an isochromat). Fig-
ure 3.5 illustrates the difference in outgoing signal before and after applying
a frequency-encoding gradient. It shows an example of two objects contain-
ing water. The first is placed in a uniform magnetic field ?0 (Fig. 3.5(a)),
producing a single-frequency NMR signal (Fig. 3.5(b)); the second is placed
in the same magnetic field, but with an applied gradient along the horizontal
direction & - 7 (Fig. 3.5(d)), producing a complex signal in the time do-

main (Fig. 3.5(e)). After applying a Fourier transform, the first case reveals

Time-domain signal

I \/\N\Af\/\/\/\/\/ J
. Frequency
Bo+ G Time-domain signal

Frequency or location

Q H‘ “ ! q Prolechon

Figure 3.5: NMR signal characteristics for two plates of water in the absence
(top row) and presence (bottom row) of a frequency-encoding gradient. ?0
is the external magnetic field, 8 applied gradient, 7 is the spacial location
along the gradient direction and FT refers to the Fourier transform. With no
applied gradient (a) the time-domain signal (b) transforms to a single peak
frequency-domain spectrum (c). Applied gradient modulates the frequencies
of spin isochromats (d) causing changes in time-domain signal (e), which trans-
forms to a projection in a frequency-domain (f).
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a single peak spectrum (frequency domain) without any spatial information
(Fig. 3.5(c)). However, when a Fourier transform is applied to the second
time-domain signal, the spectrum is a projection of the two objects in the di-
rection of gradient (Fig. 3.5(f)). Therefore, spatial information is encoded
into the NMR signal by the frequency-encoding gradient, and can be decoded
by the Fourier transform.

Frequency encoding is commonly use in spin-echo and gradient-echo se-
quences such as EPI (Echo Planar Imaging), RARE (Rapid Acquisition with
Refocused Echoes) and GRASE (GRadient And Spin Echo). Their mecha-

nisms are slightly different as well as their basic applications.

3.3.1.1 Gradient Echo

Gradient echo sequences (Fig. 3.6), which employ frequency—encodjng gra-
dients, consist of an excitation pulse, prephasing gradient lobe and a readout
gradient lobe. Note, the polarity of the prephasing lobe is opposite to that
of the readout lobe. The prephasing lobe is used so that the signal is a symmet-
ric echo (rather than FID). Very often both lobes are combined into a single
continuous waveform (Fig. 3.6(a)). The application of the excitation pulse
brings the magnetisation to the transverse plane (Fig. 3.6(b)), after which,
a prephasing gradient lobe modulates the resonant frequencies of spins
(Fig. 3.6(c)), preparing the magnetisation for the echo creation. Different
spins are at different frequencies — spin dephasing (Fig. 3.6(c)). The oppo-
site’ polarisation of the readout gradient lobe modulates the spins frequen-
cies in the opposite direction causing the spins in isochromats to rephase and
to produce an echo in the middle of the readout lobe (Fig. 3.6(d)). In multi-
echo sequences, the second half of the readout lobe is also used as a prephas-
ing lobe for the following echo. The absence of the 180° refocusing pulse

results in no compensation for off-resonance effects (chemical shift, By inho-
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readout

A (d)

Figure 3.6: Schematic of a simple gradient-echo sequence employing a fre-
quency encoding gradient (a) and diagrams of magnetisation behaviour with
the phase accumulation during: excitation pulse (b), prephasing lobe (c) and
readout lobe (d).

mogeneities or susceptibility variations), therefore, this method provides a, 13

contrast mechanism.

3.3.1.2 Spin Echo

A frequency-encoding gradient waveform typically consist of two parts,
a ‘prephasing gradient’ lobe (dephasing gradient lobe) and a ‘readout gradi-
ent’ lobe. Figure 3.7(a) shows a schematic example of the gradient configura-
tion in the case of spin-echo sequences. Firstly, an excitation (90°) RF pulse
is applied to bring the magnetisation to the transverse plane (Fig. 3.7(b)).
A prephasing gradient lobe is then applied in order to dephase spins, there-

fore, spins of different isochromats precess with a different, modulated angular
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(a) 90°

RF §
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readout lobe
G readout

. prephasing
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(b) *

X

Figure 3.7: Schematic of a simple spin-echo sequence employing a frequency
encoding gradient (a) and diagrams of magnetisation behaviour during: exci-
tation pulse (b), prephasing lobe (c), refocusing RF pulse (d) and readout lobe

(e).

velocity (Fig. 3.7(c)). Next, a 180° RF pulse is applied to flip the spins about
the x-axis (an axis of the applied gradient) (Fig. 3.7(d)). Because the spins
were flipped (the 180° pulse reverses the phase so that “fast” spins are now be-
hind the “slow” spins) the readout lobe (of the same polarisation as the prephas-
ing lobe) will modulate their precession frequencies back to return them to their
original positions (Fig. 3.7(e)). The echo is formed in the middle of the readout
lobe duration as the area under the gradient shape is twice as big as the one
of the prephasing lobe. In multiecho sequences, the second part of the readout
lobe is used as a prephasing lobe for the next echo. The refocusing (180°) RF
pulse also refocuses phase accumulation from off-resonance effects, therefore

this method is used when T, contrast is required.
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3.3.1.3 Quantitative Description

Quantitatively, the frequency modulation of the spin isochromats arranged
in a one-dimensional array at xi, Xp, Xa,...,Xn locations along the “x” axis

in the rotational reference frame is equal:
wy, = YGyp(t)Xj, 3.7)

so the phase accumulated by the spin isochromats at x; due to the prephasing
gradient is:
¢xj,p = 27rxijj,p7 (38)

where ky, ;, is the k-space offset:
v [T
Kjp = 57;/0‘ Gy p(t)dt. (3.9)

The NMR signal in the transverse plane can be obtained by summing up all

the isochromat vectors weighted by their spin densities in various locations
(pxl, pX27 p:&;a'"vpxn):

'n +00
Sep =) pye P & /_ pL)e™* P, (3.10)

=1 *

where p(x) and ¢;(x) are the continuous representations of the spin density and
the phase dispersion, respectively. In a spin-echo sequence, the 180° refocusing

RF pulse, inverts the ¢,(x) phase dispersion, so the signal after that becomes:

+00 _ '
S, = / p(x)e*®dx, (3.11)

00

At the beginning of the readout lobe G,(t), another time-depending mod-
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ulation is introduced:

d(x,t) = 2mxky(t), (3.12)

with the k-space offset:

0 = L [ o (.13

Here the time origin is defined as the beginning of the readout gradient lobe.
With the new phase previously introduced the time dependent signal (Eq. 3.10)

is now equal to:

+o00 .
S(t) = / p(x)e= #0460 gy (3.14)

-00

3.3.2 Phase-Encoding Gradient

Spatial localisation of the MRI signal normally employs both phase and
frequency encoding. As one can intuitively predict, a phase-encoding gradient
modulates the phase of the precession of the magnetisation instead of manip-
ulating its frequency (as described in Section 3.3.1). The idea behind phase
encoding is to create a linear spatial variation of the phase of the magnetisa-
tion orthogonal to readout gradients (frequency encoding). Figure 3.8 shows
the behaviour of the transverse magnetisation of an object after introducing
a phase-encoding gradient in one direction. In a pulse sequence, the phase-
encoding gradient must be implemented before the readout but after the ex-
citation pulse, such that magnetisation is in the transverse plane (Fig. 3.9).
The phase modulation can be adjusted by changing the area under the phase-
encoding lobe, and the signal can be reconstructed with FT to recover spatial
information about the object. Phase encoding is used with k-space sampling
(Section 3.2) 'a.nd, as mentioned before, usually used in the direction orthogonal
to the frequency-encoding gradient. Both gradients can be played concurrently.

The implementation of the phase-encoding gradient is the same for the spin-
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Figure 3.8: Transverse magnetisation of the object (divided into 25 pixels)
commencing the excitation pulse before (a) and after (b) employing a phase-
encoding gradient. Phase of the lines of the magnetisations are modulated
according to the applied gradient.

(a) 90° 180° (b) 90°
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Figure 3.9: Schematic of a simple spin-echo (a) and gradient-echo (b) sequence
employing a phase-encoding lobe. Readout gradient configuration is also shown
for both sequences, played concurrently to the phase-encoding lobes. For the
spin-echo pulse sequence, the gradient can occur either before or after the 180°
refocusing pulse.
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echo (Fig. 3.9(a)) and gradient-echo (Fig. 3.9(b)) sequences.

The mathematical description of the phase-encoding signal can be analysed
independently from the frequency-encoding one, and for simplicity, the latter is
being ignored. A linear phase-encoding gradient is applied here in the “y” di-
rection. Therefore, the angular frequency of the precession in the rotating

reference frame is:

w = Gy, (3.15)

and the phase at the end of the lobe is:

o(y) = 2rkyy, (3.16)

where k, is k-space location defined in Section 3.2. The signal detected is
the vector sum of the magnetisation of all the nuclear spins in the object
(Section 2.2 and 2.3). Using complex notation to describe the rotation with
M, being the rotating magnetisation in the transverse plane (M = M,+iM,),

the k-space signal of a one-dimensional object is then:
S0 = [ M@ Way. (3.17)

Approximating the integral in Eq. 3.17 and combining it with Eq. 3.16 gives:

N-1

S(k,) = > My (ndy)e 20k, (3.18)

n=0

where y = nAy, and Ay and N are the pixel size and number of pixels,
respectively.

The prephasing lobe (also called “dephasing lobe”) of a readout gradient
can be played concurrently with the phase-encoding gradient lobe (Fig. 3.9).

In case of the spin-echo sequence, the prephasing lobe and the readout lobe are
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applied in the same direction (positive sign in Fig. 3.9(a)), whereas gradient-
echo-based sequences employ the prephasing lobe with a reversed polarity com-

pared to the readout gradient lobe.

3.3.3 Slice-Selection Gradient

Spatially selective RF pulses are used for many purposes in MRI, includ-
ing excitation, inversion, refocusing or spatial presaturation of magnetisation.
Each of these applications require a slice-selection gradient [13-15] to achieve
the desired spatial localisation. The slice-selection gradient is normally a con-
stant gradient that, in the pulse sequence, is applied simultaneously with
the RF pulse (Fig. 3.10).

The radio frequency bandwidth represents a range of frequencies that are

contained within the RF pulse. Figure 3.11 illustrates the selection of the RF

»

Gradient amplitude

RF pulse

Figure 3.10: The slice-selection gradient (red) is a constant gradient (plateau)
occurring simultaneously with a selective radio frequency pulse. The amplitude
of the gradient, G,, and RF pulse bandwidth determine the thickness of the
slice. The slice selective excitation is followed by a negative gradient lobe
(Gz,), which has half the area of the positive lobe, to refocus the dephasing
effects induced by the slice selection gradient.
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Figure 3.11: Larmor frequency as a function of position along the slice-selective
gradient direction (z-axis) for two different strengths of the gradient (red lines,
G, and G, ). For the same RF pulse bandwidth, Aw, the excited slice thick-
ness (Az; and Az,) decreases with gradient strength (Gz; > G, 5).

bandwidth (Aw), which then is translated by an appropriate slice-selective

gradient (Gy,1, G,2) to a range of locations (Azi, Azp) — a slice. For a fixed

RF bandwidth, the stronger the gradient the thinner the slice that is selected.
Mathematically, the Larmor frequency (Eq. 2.5) can be expressed as:

p— —B . 3.19
fL 2 0 ( )

By applying an additional gradient ?0, Eq. 3.19 becomes:
el TP
f(r) = o~ (Bo + ) ) (3.20)

where 7 denotes a displacement vector from the gradient isocentre. In the ro-
tating reference frame, the 73)0 term vanishes. Only a displacement in the di-
rection of the slice-selection gradient affects the resonant frequency, there-
fore, considering the direction along the z-axis, B and 7 become G, and Az

(slice thickness), respectively. The slice thickness can then be determined from
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Eq. 3.20 as:
2nAf

Az = G,

: (3.21)

Application of an RF pulse in the presence of a gradient results in a con-
tinuous phase shift across the slice. This phase shift must be corrected and
this is accomplished by applying a reversed slice gradient. The correcting gra-
dient must have half of the area under the curve of the slice selection gradient,
as shown in Fig. 3.10, which can be obtained by modifications of both duration

and amplitude.

3.4 Two-Dimensional Acquisition

Two-dimensional imaging, also known as planar imaging, involves: slice
selection (Section 3.3.3) and spatial encoding within that slice (Section 3.3.1
and 3.3.2). Following the slice selection and sampling k-space along the tra-
jectory during the decay of transverse magnetisation, a 2D image is produced
by an inverse 2D Fourier transform.

To cover a required volume of an object with 2D acquisition, multiple slices
must be acquired, where the spatial information is individually encoded into
its own k-space data matrix for each slice. There are two main algorithms
to obtain images of multiple slices: sequential and interleaved (Fig. 3.12).

In the first method (Fig. 3.12(a)), after obtaining the points of one k-space
lin‘.e, the sampling is moved to the next k-space line, this process is repeated
until all the k-space lines (following the sampling trajectory) are acquired
within one slice. Only after completing the acquisitioh of the entire slice, does
this process move to the next slice. The entire image is completed, when all the
predefined slices have been collected. In practice, this method is commonly
used in sequences with the repetition time, TR, close to the actual length

of the pulse sequence waveform, Teeq (TR =2 Teeq).
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Figure 3.12: Sequential (a) and interleaved (b) acquisition in 2D imaging. Grey
boxes represent slices and red lines represent lines of k-space. The looping order
for each acquisition is presented.

In the interleaved method, (Fig. 3.12(b)), after selecting the first slice
and obtaining the average signals of each interval point within the k-space
line, the acquisition continues by collecting signals in the same line, but from
the next slice. The sampling moves to the next k-space line when the first line
of the k-space was acquired in all the predefined slices. The entire image is
collected, when all the lines of k-space have been completed. This method is
used in sequences with TR > Tseq, to achieve desired image contrast (i.e. Ty

weighing) and high signal-to-noise ratio.
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3.5 Echo Planar Imaging

Echo Planar Imaging (EPI) is one of the fastest MRI imaging sequences
known and used to this day since its development by Peter Mansfield in 1977
[16]. Using modern technology, a 2D image can be produces in only tens of mil-
liseconds, making this sequence very attractive, especially from a diagnostic
and pharmaceutical point of view. Such a fast sweep of k-space is possible
thanks to rapidly varying additional gradients, maximising usage of the signal
collected from the transverse magnetisation.

As stated earlier, the standard gradient-echo sequence (Fig. 3.13(b)) only
allows acquisition of one k-space line within the time of the T} decay, where

the transverse magnetisation signal decays according to the FID:
—
M, (t) =M1 (0)e ™= (3.22)

EPI introduces a series of gradients, reversing the scattered spins by negating
accumulated frequencies and phases (Fig. 3.13(c)). This configuration allows
creation of multiple gradient echoes within one signal decay, without applying
additional RF excitation. The number of usable signal echoes is determined
by the T% of the tissue, ’applied readout gradient (both the slew rate and
the amplitude), time bet§veen echoes (echo spacing time - tes,), receiver band-
width, and the k-space matrix size.

In gradient-echo EPI (GE-EPI) (Fig. 3.14), an RF excitation pulse (nor-
mally 96° to maximise the signal in the transverse plane) is applied to create
an FID. After the initial excitation, a prephasing gradient lobe is applied (as
described in Section 3.3.2) to prepare for the signal acquisition, which deter-
mines the beginning of k-space. The readout gradient (frequency-encoding)
creates echoes, whilst the phase-encoding gradient changes the acquisition

lines of k-space (blips in Fig. 3.14) according to the trajectory. The blips of
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FID
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G readout

Acquisition

(c)

G readout

Acquisition

Figure 3.13: An RF excitation pulse (a) and comparison between a conven-
tional gradient-echo (b) and EPI (c) acquisition. Tacq indicated the acquisition
time and FID - free induction decay (in this case - gradient echo - it is a T
decay).

the phase-encoding gradient in Fig. 3.14 refer to the trajectory shown in Sec-
tion 3.2 Fig. 3.3. Each echo is formed at a different echo time (TE), and

the corresponding signal decays as follows:

TE(n

S(n) = Soe” T (3.23)

where “n” is the echo index in the echo train, and S; is the signal at t=0.

Equation 3.23 neglects the contribution of the initial phase-encoding gradi-
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Figure 3.14: Pulse sequence diagram of a gradient-echo EPI pulse sequence.
FID indicates a free induction decay (T%) and Gy, represents a prephasing
gradient lobe. The corresponding k-space trajectory is shown in Fig. 3.3.

ent to the overall signal amplitude of the echoes; only an FID component is
considered.

As gradient-echo EPI is based on the T} contrast it plays an important role
in neurofunctional MRI (fMRI) such as Blood Oxygenation Level Dependent
(BOLD) contrast [17], which is based on susceptibility variations (Section 4.5).

Spin-echo EPI (SE-EPI) employs an additional refocusing RF pulse (180°)
in the transverse plane (Section 3.3). When applying the 180° RF pulse,
the prephasing gradient lobe has to be applied with reversed polarity to the one
in the gradient-echo sequence, as the 180° pulse already reverses the spins’ po-
larity. It is common to use the prephasing lobe before the refocusing pulse, so

that the time after the pulse can be more efficiently used to produce echoes.
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Figure 3.15: Pulse sequence diagram of a spin-echo EPI pulse sequence. G,
represents a prephasing gradient lobe, note the polarity here is the same as
the blips.

Figure 3.15 represents a typical spin-echo EPI pulse sequence, where the sig-
nal echoes are being formed under the envelope of spin-echo instead of FID.
The rest of the mechanism is the same as in the gradient-echo EPI.

As described in Section 3.3, spin-echo sequences (including for EPT) reduce
the influence of off-resonance effects, therefore the contrast obtained due to
this acquisition is based on T\.

Inversion-Recovery EPI (IR-EPI) is another alteration of the EPI pulse
sequence, frequently used to attenuate cerebrospinal fluid (CSF), prepare T;-
weighted images, or produce T; maps. As suggested, IR-EPI images are based
on the T, relaxation time and this sequence employs an inversion recovery

module prior to either GE or SE-EPI pulse sequence acquisition [18].
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3.6 Instrumentation

This section gives a brief overview of a magnetic resonance imaging system
with particular reference to the 3 and 7 T Philips system on which the work
in this thesis was performed. Figure 3.16 shows a schematic diagram with
the principal components of an MR system. The most significant part of any
MR system is the main magnet. The bore of the magnet contains the shim,
gradient and RF coils. Both the 3 T and 7 T Philips systems have a bore size
of 92 ¢cm in diameter. The RF head transmit coil with the head receive inside
(16-channel SENSE coil) of the 7 T system is attached to the bed and inserted
into the magnet bore (See Chapter 4.1 for further details). The 3 T system has
a body transmit coil with a 8-channel SENSE coil as a head receiver. The main
components are described in the following sections.

Figure 3.17 shows a diagram of a typical setup of the MR System. Arrows
indicate the exchange of information between the different components of the

system.

Main Magnet

Shim Coils

Gradient Coils
— RF Coils

Figure 3.16: Schematic of a whole-body MRI scanner with cut-away section
to show the principal components. Courtesy of Mike Poole [19)].
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Gradient Coils

Figure 3.17: A diagram of a typical MR System setup. Courtesy of Nic Block-
ley [20].

3.6.1 Main Magnet

In current commercial MRI systems an electro-magnet provides the static
By field. To produce an intense homogenous magnetic field, such as 3 or 7 T,
a coil of super-conducting material such as Niobium - Titanium (NbsTi) is
usually used. NbsTi becomes superconducting at temperatures below ~ 10 K,
therefore the wires are held in a superconducting state by immersion in liquid
heliurrf at 4.2 K. An MRI system requires the main magnet to produce a highly
spatially uniform magnetic field and to have good temporal stability. For the
Philips 3 T and 7 T systems, the field stability is of the order of 0.10 ppm
in a 25 cm diameter spherical volume and 0.24 ppm over a 30 cm diameter

spherical volume, respectively.
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3.6.2 Shimming Coils

When a subject is placed into the static Bo-field, the field is distorted by
susceptibility differences between various materials in the subject. To ensure
the magnetic field generated by the main electromagnet is as homogeneous as
possible, a set of shim coils are placed within the bore of the magnet.

The process of homogenising the magnetic field is done through both pas-
sive and active shimming. Passive shimming involves the placement of fer-
romagnetic blocks of material in the magnet’s bore that correct for minor
inhomogeneities of the field, and is assembled once, when the magnet is set
up. After placing a subject in the scanner, active shimming is performed by
adjusting currents in the shim coils. On the Philips systems, an auto-shimming
routine is included in the pulse sequence set~up process. For better quality im-
ages, some experiments require small volume-based shimming assuring images

free from artefacts in the area of interest [21].

3.6.3 Gradient Coils

Gradient coils are large resistive coils, usually positioned inside the shim
coils, used to produce magnetic fields in the “x”, “y”, and “z” directions. These
fields are used for spatially- encoding the NMR signal for MRI as described
'in Section 3.3. Due to the high current carried by coils during an imaging
sequence (= 600 A), the coils are often water-cooled to prevent overheating.
The Philips gradient systems for the 3 T scanner produces a peak field strength
of 80 mFT while 7 T 40 2T, both using a slew rate of 200 2L 7 T was limited

to 33 2L and 166 &L ¢ time of scanning.
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3.6.4 RF System

The RF system generates the oscillating B;-field to excite the sample and
detect the resulting NMR signal. The RF coil is located within the gradient
coils closest to the object that is to be scanned. The RF signal is generated by
the spectrometer. An adjustable frequency synthesiser produces the pure radio
frequency signal wo, which is then mixed with a pulse envelope (for example
a sinc function) and amplified: the Philips Achieva 3 T has an amplifier of
12 kW (whole body coil), the 7 T system is equipped with a 4 kW amplifier.
The RF probe then converts the electrical signal from the power amplifier
into a homogeneous oscillating magnetic field inside the sample. Following
excitation, the system switches to receive mode. The receive probe detects the
weak rotating magnetic field generated by the precessing spins and converts
it back to an electrical signal via Faraday induction. The signal is amplified
and passed to the spectrometer which uses two quadrature phase sensitive
detectors. An 8-channel SENSEitivity Encoding technique (SENSE) coil was
used in all experiments at 3 T, while a NOVA transmit head coil with 16
independent SENSE receive channels was used in all 7 T experiments. At
7 T, an additional coil (T/R - transmit/receive) was used for testing purposes

included in Section 5.1.



Chapter 4

Perfusion and Functional

Imaging Techniques

4.1 Overview of Techniques to Measure Blood
Flow and Volume

There are several different methods to measure biological haemodynamic
processes such as blood flow and perfusion, or blood volume. Positron Emission
Tomography (PET), Single-Photon Emission Computed Tomography
(SPECT), and traditional angiography are invasive methods as they involve ei-
- ther exposure to radiation or intake of a radioactive contrast or tracer, so they
can not be used repeatedly i.e. for pharmacological monitoring. However, only
a hand-full of methods are considered non-invasive, and MRI (without contrast
agent enhancement) takes the lead in these procedures. The following sections
outline the most common techniques to monitor haemodynamic-related pro-
cesses. The technique used in this thesis — Arterial Spin Labelling (ASL) is

described in detail in Sections 4.2 — 4.4.
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4.1.1 PET and SPECT

Positron Emission Tomography (PET) and Single-Photon Emission Com-
puted Tomography (SPECT) are nuclear medicine diagnostic tools that can
measure perfusion. PET detects pairs of 511 keV photons as a result of positron
annihilation from S decay of radioactive isotopes - most common are !C,
BN 18 150 82Rb, 82Cu and ®Ga. SPECT detects single photon emission by
gamma-emitting radionuclides such as **™Tc, *’Ga, "'In and *1. Although
there are fundamental differences in both techniques, they both require the
intake of radiopharmaceuticals to achieve signal for detection. Radiophar-
maceuticals are metabolically active substances that are marked by a chosen
radionuclide, carefully selected to target an appropriate organ of interest. One
of the major advantages of PET imaging is existence of many low atomic
number elements with positron-emitting isotopes; this permits incorporation
of those isotopes to image very specific physiological properties of an organ. In
both PET and SPECT, after the injection (or intake), radiopharmaceuticals
are transferred through the blood stream and perfuse the target tissue (high
metabolic demand in cancer cells) together with their attached radioactive
isotopes. That place (or a body organ) then becomes a source of radioactiv-
ity later detected by a ring of crystals (PET) or gamma cameras (SPECT).
- However, a disadvantage to both techniques is very low resolution and lack of
detailed spatial placing of the source, the latter can be improved by simulta-
neously using another, high resolution, imaging technique such as CT [22,23]
or MR [23].

4.1.2 Angiography

Angiography, also called arteriography, is a medical imaging technique used

to visualise blood flow inside veins and arteries. The traditional method for
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this involves injection of a radio-opaque contrast agent into a blood vessel
and then monitoring its flow using X-ray fluoroscopy. The injection typically
occurs into the femoral artery to visualise the arterial system and the left side
of the heart, or into the femoral vein to image the right side of the heart
and venous system. For both systems, images are normally acquired using
a Digital Subtraction Angiography (DSA) technique, where the static tissue
(including bones and other organs) is digitally removed from images. Vessels in
the brain are normally imaged with a low temporal resolution of 2 — 3 images
per second, whereas heart images typically require high temporal resolution of
15 to 30 frames per second. This information can then be used to evaluate the
flow of the blood through the vessels.

Computed Tomography Angiography (CTA) and Magnetic Resonance An-
giography (MRA) are nowadays commonly use to produce flow-sensitive im-
ages. Computed Tomography Angiography is a fast imaging technique that
combines the use of X-rays, which are emitted from a rotating device at many
angles to obtain projections, which are then assembled by computer into a 3D
picture. The intake of the contrast agent is far less invasive in this method
usually by a simple injection into a peripheral vein in the form of a bolus.

Magnetic Resonance Angiography (MRA) combines various MRI techniques

- to image vessels; most typical methods are:

¢ Contrast Enhanced (CE-MRA) - this is one of the most common clin-
ical method of acquiring MRA. The injection of the MRI contrast agent
1s typically in a form of bolus into a peripheral vein. Image acquisition
is during the first pass through the arterial system, where it results in a
very high quality images. A variation of this method is the usage of the
“blood-pool” contrast agent that remains in the blood stream for up to
an hour, allowing for a longer acquisition time. The main disadvantage

is, however, that both arterial and venous systems are imaged.
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Dynamic Susceptibility Contrast (DSC) MRI (a variation of the CE-
MRA) can monitor physiological parameters related to Cerebral Blood
Flow (CBF), Cerebral Blood Volume (CBV) and Mean Transit Time
(MTT) of blood passing through tissue. This technique requires a fast
imaging technique to capture the signal loss due to the injected bolus of
paramagnetic contrast agent passing through the tissue [24,25]. Signal
loss is due to spin dephasing (decreased Ty and T} values) and suscep-
tibility effects magnify the signal loss [24,26]. Intuitively, the strongest
contribution of the contrast agent to the image is during the first pas-
sage although recirculation of the contrast agent can also be recorded,

as shown in Figure 4.1.
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Figure 4.1: Schematic plot of signal reduction in DSC-MRI method;
baseline, first passage and recirculation periods are marked. Schematic
based on real data [25] for a Region Of Interest (ROI) containing the
Middle Cerebral Artery (MCA).

e Time-of-Flight (TOF) or Inflow Angiography - this method, ex-
tremely popular in clinical applications, uses an imaging sequence with a
short echo time (TE) and flow compensation, which saturates the static
tissue signal making only the inflowing blood appear bright in images.

The main disadvantage of this technique is its limited ability to detect
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areas with slow flow, such as large aneurysms. This method is closely

related to ASL.

e Phase Contrast (PC-MRA) - the phase of the magnetisation is mod-
ulated by gradients in such a way that it is directly proportional to the
blood flow. This method can be used for both, blood flow visualisation

and quantitative measurement.

4.2 Arterial Spin Labelling - What Does It
Measure?

Tissue function depends strongly on the underlying perfusion. Perfusion
is the process of supplying brain tissue with nutritive and oxygenated blood
from arteries through exchange across the Blood-Brain Barrier (BBB). The
measurement of perfusion using MRI has been an active area of research for
over 15 years [1]. In general, perfusion techniques can be divided into two cat-
egories: exogenous and endogenous methods. Exogenous techniques use con-
trast agents externally introduced into the blood stream, such as Gd-DTPA
(Gadolinium DiethyleneTriamine Penta-acetic Acid). Endogenous methods
use the water protons in aiterial blood as the tracer (natural contrast agent).
The endogenous MR method is called Arterial Spin Labelling (ASL) or Arterial
Spin Tagging. In ASL the magnetisation of water molecules of the inflowing
arterial blood can be labelled by saturation [1] or inversion pulses [27, 28],
altering the magnetisation of the arterial blood [1]. Labelled blood then pro-
gressively travels through the arteries and arterioles to the capillary bed where
the magnetisation exchanges with that in the tissue, as water is a fast and
freely diffusable tracer. ASL measures can be assessed either qualitatively

or quantitatively. If two images are acquired, one with labelled blood and
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a second non-labelled, then the difference image yields a qualitative map of
perfusion (or Cerebral Blood Flow - CBF). Qualitative measurements result in
Perfusion-Weighted (PW) images that are simply a percentage difference be-
tween labelled and non-labelled images. Quantitative measurements typically
involve measuring the voxel signal intensity curve at a range of post-labelling
delays and fitting to a complete perfusion or Arterial Cerebral Blood Volume
(CBV,) model [29, 30].

4.2.1 Cerebral Blood Flow (CBF) and Perfusion

Cerebral Blood Flow (CBF) and perfusion “f” are haemodynamic param-
eters, which are closely dependent on each other. Cerebral perfusion “P” is

defined as:

0}

(4.1)

F
P—W—,

where “F” is the cerebral blood flow rate [ﬁ] and “W” is the tissue mass
[100 g]. Very often (especially in MRI of brain) more useful is perfusion rate

“f" given by:
f=pP, (4.2)

where p is the tissue density in [*;£]. Perfusion rate in literature is expressed

L] [31,32] or often as [-——’—“—1—-—] The typical perfusion value for grey

- in [ 100 g-min

ml-min

matter is ~ 90 — [33], white matter ~ 20 o T — o 133], and the whole

100 g-m

brain ~ 50 — 60 m2— [32,33].

100

4.2.2 Arterial Cerebral Blood Volume (CBV,)

Blood volume V is defined as the fraction of blood volume that occupies
a certain amount of tissue (typically defined in terms of -2l 00 3 -2} Blood volume

can also be chosen to be expressed as a dimensionless fraction “q” (in [%)]) of
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the blood volume within the voxel volume Vy,

(4.3)

o]
T
Sl<

In context of the brain, blood volume is referred to as Cerebral Blood Vol-
ume (CBV) [32]. Total CBV is often measured using contrast agents methods.
However, recently, there has been a lot of interest in measuring Cerebral Ar-
terial Blood Volume (CBV,), as effectively, this is the driving input causing
changes in CBF. It has been shown that fractional changes in CBV, are linearly
related to fractional changes in CBF and oxygen consumption [34,35]. CBV,
is the volume of the blood in arteries and arterioles, which, on activation, ex-
pand in diameter causing increase in blood volume. It has been suggested that

CBV, changes exceed CBV, [36].

4.3 ASL Methods

ASL techniques can be classified into: continuous (CASL) [37] and pulsed
(PASL) [38] ASL methods. Continuous ASL uses a long labelling time, so the
label reaches a steady state in the tissue of interest. The major advantage
of this method is much higher SNR over the pulsed ASL, and also simpler
' quantitative perfusion models. In the PASL technique, a bolus of arterial
blood is labelled and passes through the tissue carrying a transient change in
signal. Shorter labelling time with a greater efficiency and smaller RF power
depo;ition are the most important advantages of this method [32], due to

which, CASL often requires additional hardware to be employed.
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4.3.1 Continuous ASL (CASL)

Continuous ASL (CASL) is the original method for arterial spin labelling.
Proposed in 1992 [1,27,31], this method originated from angiography [31, 39].
Early techniques employed multiple saturation pulses [1], which was then re-
placed by the magnetisation inversion approach [27]. CASL relies on contin-
uous, flow-induced, adiabatic inversion with simultaneous application of mag-
netic field gradient in the flow direction [31] (Fig. 4.2). This adiabatic inversion
pulse alone does not carry any amplitude or frequency modulation, therefore,
stationary spins are not under the influence of the adiabatic inversion [32].
By implementing concurrently a magnetic field gradient G along the direction
of motion, spins located at position ro = & will be inverted. The inversion
is usually applied for 2 — 4 s to ensure the complete filing of vessels and ex-
change with inverted arterial spins to the imaging slices. The most common
spatial placement of the inversion plane is in the vicinity of Circle Of Willis
(COW) or common carotid. Spins are inverted with efficiency «, which must
be considered in the quantification process; typical efficiency values range from
80 — 98% [27,31,40-44].

To estimate perfusion to produce a non-label image, the control plane has
to be inverted twice, which results in double RF deposition - higher Specific
Absorption Rate (SAR), especially problematic in high magnetic fields of 3 T
and above. In addition, CASL, with its prolonged train of RF pulses, is partic-
ularly semsitive to Magnetisation Transfer (MT) effects resulting in saturation
of th;é static tissue signal in imaging slices. To lower exposure to the excess of
SAR, a second RF coil is needed to expand limited ROI, which is an additional,
hardware-based disadvantage and difficulty in using this method.

More recently, a hybrid of CASL and PASL techniques, pseudo-continuous
ASL (PCASL), has been developed [45]. This method uses rapidly repeated RF

pulses in place of the continuous RF and therefore overcomes the problems of
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Figure 4.2: Schematic diagram of Continuous Arterial Spin Labelling tech-
nique. Tag (top) and control (bottom) images are shown with the spatial
Pulse sequence

inversion of tag and control (blue) and imaging slices (green).
for tag and control shown on right.

needing two RF coils or exceeding a safe SAR, and is advantageous for scanning

as it provides an optimised SNR. After repeated application of RF pulses the

magnetisation reaches a steady state. The z-component of the

M,, in the steady state conditions is dependent on the flip angle of the RF

pulse, 6, and the phase shift experienced during the time between pulses, ¢

(Eq. 4.4).
+Mj sin 0 sin £

M, =
\/(1 — c08 0)? + sin® O sin” £

magnetisation,
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4.3.2 Pulsed ASL (PASL)

Pulsed Arterial Spin Labelling (PASL) denotes a family of sequences and
spatial techniques that use a bolus to label the inflowing magnetisation. This
approach is far less demanding on the hardware and lowers the specific ab-
sorption rate. The bolus travels through the arteries and arterioles to the
capillary bed (recovering with the T; of blood) where the labelled magneti-
sation exchanges with unlabelled magnetisation of the water in tissue. Once
in the tissue, the labelled magnetisation then experiences T, relaxation (T; of
tissue) and eventually recovers and washes out as the fresh, unlabelled blood
arrives in the imaging slice. The most commonly used PASL techniques are
discussed later in this section. These techniques are described in the form they
were initially introduced. However today most of these sequences have been
variously optimised for example with the addition of pre- | post-saturation
pulses.

Figure 4.3 represents the basic sequence for any PASL method; first we
label arterial blood then we perform a readout sequence of the desired slice,

slices or volume. In-plane pre- and post-saturation pulses are optional but

label:
inversion

pulse

- - -->

time

Figure 4.3: Schematic diagram of a general pulse sequence of the Arterial Spin
labelling. Turquoise boxes represent pre- and post-saturation pulses played
immediately before and after the label — blue box (180° inversion pulse). The
red box represents the beginning of the readout sequence.
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commonly used in most of the sequences because they limit the effect of poor
labelling pulse profile (180° inversion). In-plane saturation becomes more of a
requirement at higher fields, where the 180° pulses are even more susceptible
to imperfections in their profile and efficiency across the volume. Typically the
in-plane presaturation uses a WET scheme [46] and the postsaturation uses a

single sinc pulse.

4.3.2.1 STAR

In the STAR (Signal Targeting with Alternating Radiofrequency) tech-
nique [28], the sequence begins with an in-plane (90°) saturation pulse to min-
imize possible perturbations in the imaging slice from the labelling inversion
pulse. The RF pulse is typically followed by an additional spoiler to dephase
the magnetisation. After the initial saturation, a spatially selective adiabatic
inversion pulse is played (Fig. 4.4). The spatial placement (carrier frequency)
of the 180° (typically adiabatic hyperbolic secant or FOCI inversion [47-49])
pulse differs between the tag and control images such that the tag is played
below the imaging slice and the control is played above the imaging slice at an
equal distance from the centre of the slice. This approach avoids discrepancies
in static tissue signal betvs}een tag and control as a result of the magnetisation
transfer effects. However this original approach would not accurately correct
for MT effects away from the isocentre and in particular for multislice acqui-
sitions. A multislice version of EPI STAR has since been developed, which
applies two 180° pulses back-to-back to act as the control [50] Following the
tag/control inversion pulses, at a time equal to the post-label delay (often
referred to as TI period), a Spin Echo EPI (SE-EPI) or Gradient Echo EPI
(GE-EPI) pulse sequence is typically employed to collect images.
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Figure 4.4: Schematic diagram of the traditional STAR labelling technique.
Tag (top) and control (bottom) images are shown with the spatial inversion
of both labels (blue and turquoise) and imaging slices (green). Schematics of
the RF and slice-selective gradient of the sequence are shown. It can be seen
that gradients are identical for tag and control resulting in equal eddy current
effect. Here the frequency offset is alternated tag and control conditions (blue
and turquoise).

4.3.2.2° PICORE

PICORE (Proximal Inversion with a Control for Off-Resonance Effects) [46]
is a variation of the STAR technique. Figure 4.5 shows the spatial placement
of inversion pulses and imaging slices accompanied by the schematic represen-
tation of the pulse sequence. The tagging is identical to that used in STAR,

however for the control, the inversion (180°) is played out without the slice-
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Figure 4.5: Schematic diagram of the PICORE labelling technique. Tag (top)
and control (bottom) images are shown with the spatial inversion of both labels
(blue and no inversion in the image for tag and control conditions, respectively)
and imaging slices (green). Schematics of the RF and slice-selective gradient
are shown. Ggjce can be seen to be modified between tag and control, which
can lead to eddy current effects.

selective gradient, therefore the control image does not experience any inversion
(hence, in Fig. 4.5 the inversion is not marked in the control image). Because
RF inversion pulses with identical frequency offset are played for both tag
and control scheme, the magnetisation transfer effects are the same for both
and subtract out. In addition, the asymmetry in magnetisation transfer ef-
fects, which occur in a multislice volume acquisition for traditional STAR, is

also compensated in PICORE, which provides a slight advantage over EPI
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STAR. However, the gradient waveform is different between tag and control
(no slice-selective gradient in control sequence) and so PICORE is more sus-
ceptible to eddy-current effects than STAR. [32]. Again, image acquisition is
then performed after a post-label delay (TI) often using either a GE or SE-EPI

sequence.

4.3.2.3 TILT

Transfer-Insensitive Labelling Technique (TILT) [51] is another variation of
the PASL technique. In this method, the labelling scheme uses two consecutive
90° spatially selective pulses (Fig. 4.6). In the tagging part of the sequence,
both 90° pulses have the same phase, effectively producing a 180° inversion
at the selected location (blue box in Figure 4.6). For the control image, the
90° pulses are out of phase (the two pulses perform a 90° rotation and then
~90° rotation) resulting in a 0° effective pulse width with the magnetisation
experiencing no net nutation. Because the tag and control are applied in the
same spectral location with reference to the imaging slice (and using identical
power RF pulses), any magnetisation transfer effects are cancelled on image
subtraction. TILT method is more resistant to the venous inflow than STAR
and FAIR (discussed next). However, this method was developed at 1.5 T and
when applied at 3 T, the effectiveness of the tag and control pulses is reduced,
which can lead to poor labelling efficiency and the control not being 0°, which

decreases signal in the perfusion weighted images.

4.3.2.4 FAIR

Flow-sensitive Alternating Inversion Recovery (FAIR) [52,53] employs a
frequency selective inversion pulse with and without an accompanying slice-
selective gradient (or with a reduced one) to produce tag and control images,

respectively. Similarly to STAR, the inversion is typically performed using
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Figure 4.6: Schematic diagram of the TILT labelling technique. Tag (top) and
control (bottom) images are shown with the spatial inversion of both labels
(blue for 90° + 90° and yellow for 90° —90° pulses) and imaging slices (green).
Schematics of the RF and slice-selective gradient parts of the sequence are
shown. The phase of the second 90° pulse is altered between tag and control.

a hyperbolic secant adiabatic pulse (bandwidth of 1 — 5 kHz); for optimal
labelling FOCI pulses are used. The ideal FAIR scheme would employ a 180°
slab 6ver the imaging volume to produce the tag image, and over the entire
coverage of the coil to produce the control image. Realistically, in the tagging
part of the sequence the selective inversion must cover more than imaging
volume due to imperfect pulse profile (side-lobes) and the inversion width in
the control image is selected to assure arrival of the inverted blood to the

imaging slice (Fig. 4.7). In addition, often a head only coil is used for the
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Figure 4.7: Schematic diagram of the FAIR labelling technique. Tag (top) and
control (bottom) images are shows with the spatial inversion of both labels
(blue) and imaging slices (green). Schematics of the RF and slice-selective
gradient are shown. The gradient amplitude can be seen to alternate between
tag and control conditions.

labelling (as used on the 7 T system described in Chapter 5). Under such
circumstances, limiting the inversion pulse width in the control sequence is vital
to avoid signal drop-off due to the coil efficiency and to assure arrival of the
fresh, non-inverted blood at the beginning of the following tagging sequence.
FAIR is resistant to magnetisation transfer effects with respect to the imaging
slice if slices are centred at zero offset frequency. Again, the image acquisition
is obtained following the post-label delay (TI) typically using one of the fast

imaging sequences. FAIR is the labelling scheme, which was used for all the
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ASL data collected and described in this thesis and an EPI readout is used for

all acquisitions.

4.3.3 Image Readout

One of the most popular readout sequences used for ASL is EPI. This is
since EPI provides a method of rapid acquisitions and it is essential to acquire
the image before the label decays. However, alternative acquisition methods
may be used, such us 3D-GRASE [54]. The advantage of this sequence is
that it acquires a 3D volume in a single shot reducing the slice dependent
variation in perfusion signal due to differences in acquisition delays that occurs
with 2D multislice methods. It also provides increased SNR compared to 2D
acquisitions. However, it is generally limited to coarse in-plane resolution to
reduce off-resonance effects or limited slice thickness to reduce through-slice
decay and blurring.

Alternatively, more structural-based readout sequences can be used, such
as TurboFLASH [55] and TrueFISP [56, 57], which have been shown to be
advantageous fbr body ASL applications.

4.4 ASL Applications: Functional and Phar-

maceutical

Because the ASL signal is an absolute measure of CBF, this technique is
more reproducible over time and between subjects [31] than for example Blood
Oxygenation Level Dependent (BOLD) based methods. For this reason ASL
is an excellent, non-invasive method to asses tissue metabolism and function.
Cerebral blood flow increases as the brain performs a task and it is thought

that functional perfusion maps are spatially more localised than BOLD, the
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typical contrast used in fMRI (see Section 4.5) [34]. This and the fact that
BOLD information can also be extracted from the ASL data [58,59] (co-adding
tag and control images obtained by a T}3-sensitive sequence with a 90° readout
pulse to receive the highest contrast to noise ratio), make this method a very
flexible and powerful tool.

Pharmaceutical interest in using ASL arises from the non-invasive nature
of the image acquisition. The perfusion-altering drugs can especially benefit
from ASL as it allows frequent data collection and does not require the usage
of any additional external tracers, where there is always a risk of unwanted
interactions with the drug itself.

ASL can also be a useful tool in clinical applications such as in paediatric
patients, to limit them to the radiation exposure during monitoring treat-
ment progress. ASL can be an excellent supporting tool as well as the main
method for diagnostic or monitoring purposes. Using the technique of terri-
torial ASL [60-63] regional perfusion territories can be defined or multiphase
ASL data (such as LLEPI acquisition, described in Chapter 6) can be used to
asses transit time of labelled blood. These techniques are particularly useful
in patients with cerebrovascular diseases, such as stroke, where they may have
internal carotid artery occlusion or reduced cerebral haemodynamics, can also
be monitored with their recovery process using ASL methods. Cancer cells
change the perfusion providing the physicians not only with the accurate lo-
cation but also with information regarding the aggressiveness of the disease.

ABSL is not limited to brain imaging and can be applied to study perfusion
in other organs such as kidneys in abdomen [64]. However, applications to
other organs bring some challenges, particularly due to respiratory motion
induced in the body, as the rest of the main internal organs are not as rigid as

human brain.
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4.5 Blood Oxygenation Level Dependent: Ori-
gin and Limitations

The most common technique for the functional study of brain activity is the
Blood Oxygenation Level Dependent (BOLD) MRI contrast. However, BOLD
is a qualitative measure and is still not well understood. On brain activation it
is thought to be a disproportionate increase in cerebral blood flow (CBF and
CBV,) compared to oxygen consumption CMRO, (Cerebral Metabolic Rate
of Oxygen uptake) [31], leading to a local increase in oxygenated blood, hence
an increased MR signal. This increased blood oxygenation then creates an
escalated oxygenation gradient to drive increased oxygen extraction.

The BOLD effect technique uses the natural contrast of the difference in
magnetic susceptibility between oxygenated and deoxygenated haemoglobin
contained in erythrocytes [17,65-68]. Oxygenated blood is sightly diamag-
netic (similar magnetic susceptibility to tissue), whereas deoxygenated blood
is paramagnetic, causing dephasing of spins in the veins and perivenous tissue
relative to surrounding tissue.

Figure 4.8 shows three different stages of the temporal BOLD haemody-

namic response:

A positive overshoot
o
9,
o
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Figure 4.8: Schematic of typical BOLD response.
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e initial dip; the short initial dip (2-3 second negative BOLD response)
is thought to be due to the delayed CBF response to the oxidative de-
mand in the stimulated area. This early response is particularly difficult
to detect, as the fractional change in BOLD (ABOLD) is very small
and requires high temporal resolution imaging technique and large Inter-
Stimulus-Interval (ISI) in order to observe the initial dip. This feature
is not often detected and its origin controversial [69-71]. This may be
due to the initial dip being swamped by other underlying contributions

to the image quality such as physiological or instrumental noise.

e positive overshoot; this is the main BOLD response and the length of
it depends on the duration of the stimulus. Typically the peak of the
BOLD response occurs at ~ 6 s after stimulus onset. This prolonged
response is due to relaxation of smooth arteriolar muscles continuing to
supply the capillary bed with larger amounts of oxygenated blood after

the ceased stimulus.

¢ post-stimulus undershoot; this final part of the BOLD response curve,
unlike the initial dip, is well observed. The origin of this signal is still
under debate. One of ’the hypotheses is that the venous compartment has
a delayed compliancé and results in the increased concentration of de-
oxyhaemoglobin in the imaging voxel [72]. The relaxation of this venous
balloon in relation to the CBF response can be seen as an undershoot in
"ABOLD response. The second, alternative explanation, is based on the
elevated oxygen consumption without increased blood flow resulting in
the undershoot for the duration of the extended demand for oxygen in
activated neurons [73]. For a 5 s stimulus, the undershoot can take as

long as 1 minute to return to baseline.

The BOLD haemodynamic response can be assessed using fast GE imag-



4.5. Blood Oxygenation Level Dependent: Origin and Limitations 68

ing sequences like gradient echo EPI, which are very sensitive to any inhomo-
geneities in magnetic susceptibility [32], therefore, a more direct method to
isolate those components is needed in order to fully understand the Haemo-
dynamic Response Functions (HRF). Arterial Cerebral Blood Volume (CBV,)
and Cerebral Blood Flow (CBF) are important haemodynamic inputs to any
model of the BOLD effect {74-76] and measurement of these more direct com-

ponents is needed in order to fully understand brain functions.



Chapter 5

Perfusion Imaging: Removing
Noise Contributions from Static

Tissue

5.1 The Roman Artefact

Magnetic resonance technology continuously expands and improves pro-
viding us with new tools for fast and accurate measuring methods. One of
the most rapid MRI acquisitions is Echo Planar Imaging (EPI) [16]. This ul-
tra fast acquisition speed comes with vulnerability to various image artefacts
and distortions. Many system imperfections and physical phenomena result
in commonly seen EPI artefacts such as: Nyquist ghosts [77], chemical shift,
image distortion due to very low bandwidth in the phase-encoding direction,
Ti-induced image blurring or intravoxel dephasing [32].

The Nyquist ghost appears as the result of misrepresentation of the k-space,
signal amplitude modulation or phase inconsistencies, which can originate from
a variety of sources [32]. There are also many ways to correct images for this

artefact. The most popular method is to obtain a reference scan without phase
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encoding the echoes (no gradient blip in the phase direction) to measure incon-
sistent phase errors between odd and even echoes [32,78-80]. Artefacts caused
by chemical shift appear as a result of the difference in resonance frequency
of protons in water and lipids (different proton environment). The chemical
shift can be calculated for different By fields and frequency matrices, therefore
can be effectively suppressed [32]. These are only a few examples of commonly
known artefacts and their remedies to show that there are methods to minimise
their effect on image quality and reliability.

In research and development of medical imaging, there is always a possibil-
ity of discovering new artefacts such as a recently discovered banding artefact
seen on 7 T Achieva Philips scanners, now commonly known to their users as
the “Roman Artefact”. The Roman Artefact (RA) was first observed during a
standard stability test of a new NOVA, 16 Channel, SENSE coil delivered to
the system, in January 2007. This artefact is most apparent in EPI sequences
(both gradient and spin echo) applied on 7 T Achieva Philips Scanners, and
results in an incoherent banding effect on subtracted images (differences in

signal intensity between dynamics).

5.1.1 3 T versus 7 T: Comparison

The RA manifests itself as a very significant difference in signal intensities
between dynamics and can even reach 10 % or more lin individual voxels of
difference images at 7 T. To assess whether the artefact was specific to the 7 T
ha.rdwa;re, data were also collected on a 3 T Achieva Philips System. Figure 5.1
shows a comparison of a four-compartment gel phantom (T1 = 1680, 1320, 960,
and 600 ms) images obtained using the same EPI scanning protocol on 3 and
7 T scanners (TR = 2000 ms, TE = 20 ms, resolution: 3.75 x 3.75 x 5 mm3,
1 slice per dynamic); original individual dynamics for 3 and 7 T, respectively

(Fig. 5.1(a) and (c)) and below equivalent images representing subtracted dy-
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Figure 5.1: Individual dynamics of a four-compartment gel phantom
(T; = 1680, 1320, 960, and 600 ms) (a) and (c), and corresponding differ-
ence images (b) and (d) at 3 T and 7 T, respectively. All data collected using
the same stability protocol provided by the scanner’s manufacturer - Philips:
(TR =2s, TE = 20 ms, res: 3.75 x 3.75 x 5 mm?, 1 slice).

namics (Fig. 5.1(b) and (d)). In the images acquired on the 3 T scanner
(Fig. 5.1(a)) we can see that when subtracting individual dynamics the differ-
ence images (Fig. 5.1(b)) show a noise level of no more than 1 %. However, in
Fig. 5.1(c) and (d), a noticeable visible structure above the noise level is seen as
an additional ripple effect throughout the imaging object. These variations in
signal intensities are coherent, and so do not average out across the dynamics,
as would be expected for random noise. In the averaged images the percent-
age variation was smaller, but the ripple effect was still very pronounced. Fig-
ure 5.2 shows the unaveraged difference images and the corresponding averaged
images across all shown dynamics for the NOVA coil with SENSE acceleration
factor 2, demonstrating that the Roman Artefact is coherent and fluctuations
do not average out.

This instability in the images means the application of standard ASL meth-
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Figure 5.2: Comparison of the subtracted unaveraged (a) and averaged (b)
images of the NOVA 16-channel SENSE coil with SENSE acceleration factor
2. Average was performed across 6 original dynamics. All the slices were
subtracted as follows: dynamic 1 - dynamic 2 (V1-V2), dynamic 3 - dynamic 4
(V3-V4), dynamic 5 - dynamic 6 (V5-V6), etc.; TR = 2 s (default value of the

stability protocol provided by Philips), TE = 20 ms, res: 3.75 x 3.75 x 5 mm?3,
10 slices.

ods (which rely on image subtraction) was impossible to perform with reliable
results. The signal change between tag image and control image for PASL is
at most 3 % of the original image intensity, and the Roman Artefact can easily

be of this order or higher.

5.1.2 Effect of Scan Parameters on the Magnitude of

the Roman Artefact

To investigate the origin of the Roman Artefact a series of experiments
were performed at 7 T. This allowed us to narrow down the sources to then

notify the manufacturer and obtain the remedy.

5.1.2.1 Mechanical Vibrations Effect

Prior to collecting data with varied scan parameters, vibration effects had

to be eliminated as a source of the RA. A four-compartment gel phantom
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(T, = 1680, 1320, 960, and 600 ms) was therefore balanced on a counter-
lever so that it was decoupled from vibrations of the bed. No changes to the
magnitude or behaviour of the Roman Artefact were seen for the decoupled
environment. This set-up therefore confirmed that the RA does not originate

from mechanical vibrations.

5.1.2.2 RA Dependence on Head Coil

Figure 5.3 shows variability of the Roman Artefact for various head coils.
All of the examples clearly show significant RA on the acquired images. The
difference images (pairwise subtraction as follows: dynamic 1 — dynamic 2, dy-
namic 3 -~ dynamic 4, etc.) display the behaviour of the artefact for the NOVA
transmit coil with the 16 channel SENSE coil inside and SENSE 2 acceleration
factor (Fig. 5.3(a)), NOVA coil with SENSE coil inside but no SENSE accel-
eration (Fig. 5.3(b)), NOVA coil acting as a T/R coil with the SENSE receive
coil physically removed (Fig. 5.3(c)) and T/R coil Fig. 5.3(d). This suggests
that the RA is not dependent on coil configuration as the signal intensity fluc-
tuations are present in the same form and at the same level (approximately

+ 5 %) for all coils and SENSE settings.

5.1.2.3 RA Dependenbe on Phase-Encoding Direction and Slice

Orientation

Phase-encoding direction was found to play a key role in the appearance
of the Roman Artefact. Independent of the slice orientation, the RA banding
effect always occurred in the phase encoding direction. Figure 5.4 shows images
acquired at various slice geometries and phase-encoding directions. As shown,
the RA banding direction changes with the direction of the phase-encoding
gradient. However, the percentage value of the RA remains unchanged. This

behaviour indicates some involvement of the phase gradients in the process of
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Figure 5.3: Comparison of difference images for the various coils and settings;
(a) NOVA coil with 16-channel SENSE receive coil inside with SENSE ac-
celeration factor 2, (b) NOVA coil with SENSE receive coil but no SENSE
acceleration, (c) NOVA with SENSE coil physically removed, and (d) NOVA
coil replaced by the T/R coil. All volumes are subtracted pairwise: dynamic 1 -
dynamic 2 (V1-V2), dynamic 3 - dynamic 4 (V3-V4), dynamic 5 - dynamic 6
(V5-V6), etc.; TR = 2 s (default value of the stability protocol provided by
Philips), TE = 20 ms, res: 3.75 x 3.75 x 5 mm?, 10 slices.
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Figure 5.4: The Roman Artefact for various slice and phase-encoding direc-
tions: transverse slices with the Anterior-Posterior phase-encoding direction
(a), transverse slices with the Left-Right phase-encoding direction (b) and
coronal slices with the Foot-Head phase-encoding direction (c). TR = 10 s,
number of slices n = 10, and TE = 20 ms.

creating the artefact.

5.1.2.4 RA Dependence on Readout Flip Angle, Repetition Time,
and Echo Time

Flip angle analysis reveé,led an interesting relation to the magnitude of the
Roman Artefact. Figure 5.5 displays data sets acquired using various readout
flip angles. Analysing each data set separately, and scaling the modulation to
the maxi{num pixel value of that same data set (absolute RA), it was found
that the value of the RA remains virtually the same. However, when scaling all
the images to the maximum pixel value of the image acquired with a 90° flip
angle, the magnitude of the RA decreases as the readout flip angle is reduced
(relative RA). This observation was very important as it lead to the conclusion
that the Roman Artefact is directly related to the signal intensity. Figure 5.6

shows the relative value of the RA as a function of the readout flip angle 6.
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sociated Roman Artefact contribution measured relative to the 90° readout
pulse.
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Figure 5.6: Relative (to the 90° readout pulse) Roman Artefact magnitude as
a function of sin @, € being the flip angle applied.

To assess repetition time dependency, data sets were collected at a constant
angle # = 90°. No visible influence of TR > 500 ms on the magnitude of the
RA (écaled to maximum pixel in its own data set), was found, calculated as a
percentage value of each data set. Only when decreasing TR below 500 ms can
we see the intensity fluctuations becoming more pronounced. This behaviour
is expected as the system’s stability has previously been shown to drop dra-
matically for short TRs. However, the absolute Roman Artefact is not affected

by changes in TR, based on the same absolute RA level for TR = 0.5 to 10 s.
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Figure 5.7: Comparison of the subtracted unaveraged images of the NOVA
16-channel SENSE coil for several TR values. The images were subtracted as
follows: dynamic 1 — dynamic 2 (V1 - V2), dynamic 3 — dynamic 4 (V3 — V4),
dynamic 5 — dynamic 6 (V5 — V6), etc.; § = 90° (default value of the stability
protocol provided by Philips), TE = 20 ms, res: 3.75 x 3.75 x 5 mm?3, 1 slice.

Figure 5.7 shows the consecutively subtracted images acquired at various TR
values, from 10 s to 250 ms. No changes were found in the absolute Roman
Artefact behaviour directly related to the length of TE.

Due to the RA presence, it was not possible to perform a traditional ac-
quisition method to obtain CBF or CBV, images at 7 T. The size of the
banding effect induced by the RA exceeded changes due to haemodynamic
effects. However, given the finding that the RA was dependent on base image
intensity, we implemented a Background Suppression (BS) method, where the
static ‘signal is suppressed and the ASL image is sensitive solely to inflow and
perfusion-related effects (described in Section 5.2). This would thus suppress
static signal fluctuation which could exceed perfusion-related signal changes.

Currently, the manufacturer provided the 7 T system with a new PTS
board (with correctly calibrated spectrometer clock for the 7 T field) and the

Roman Artefact has been now reduced in magnitude. However, the RA still
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remains at a level of ~ twice that at 3 T, which means that ASL data still
needs to be collected background suppressed on the 7 T Philips Achieva MRI

scanner. The actual source of the underlying Roman Artefact is still unknown.

5.2 Double Acquisition Background Suppres-
sion (DABS)

ASL perfusion weighted signal is low (of the order of 1 - 3 %) and high mag-
netic field provides significant advantages to ASL data acquisition including
increased image Signal-to—noise ratio (SNR) and lengthened longitudinal re-
laxation times leading to increased contrast-to-noise ratio of ASL images [81].
These gains can be exploited to improve spatial resolution. However, ultra-
high field also presents several challenges such as increased B; and B, inho-
mogeneity and increased physiological noise [82]. Physiological noise, arising
from cardiac pulsation and respiratory motion from thoracic modulation of
the magnetic field in the head, has been shown to add structured noise to
perfusion and BOLD functional MRI data leading to a reduction in the SNR
of perfusion measurements. Further, as demonstrated in the previous section,
there is decreased stability due to the Roman Artefact at 7 T.

Image based correction methods of RETROICOR [83] and component
based noise correction (CompCor) [84] techniques have been proposed to re-
duce the physiological noise. RETROICOR fits a low-order Fourier series to
the irriage data based on the time of each image acquisition relative to the
phase of the cardiac and respiratory cycles. CompCor uses principle compo-
nents derived from a noise ROI as nuisance regressors in the General Linear
Model (GLM) of the BOLD and perfusion time series.

An alternative method to reduce physiological noise in ASL sequences is to

reduce the source of physiological noise — the static tissue signal. Background



5.2. Double Acquisition Background Suppression (DABS) 79

Suppression (BS) techniques [85] have been proposed to reduce the effects of
physiological noise by suppressing the static signal in ASL data prior to image
acquisition. In a BS measurement the tag and control images are acquired
close to their null point (M, = 0), by applying a non-selective inversion recov-
ery sequence prior to the ASL acquisition [85]. Figure 5.8 shows a schematic
representation of a pulse sequence employing BS pulses. BS reduces noise from
physiological sources, as well as the effects of head motion and other system
instabilities, such as the Roman Artefact. However, the intrinsic suppression
of static signal does prevent background suppressed ASL being used for the
simultaneous measurement of BOLD and CBF. Simultaneous measurements of
CBF and BOLD are important for many reasons for example the assessment of
spatial localisation of CBF versus BOLD [86]. One particular use of combined
CBF and BOLD is for a quantitative interpretation of BOLD, and to yield an
estimate of the change in oxidative metabolism (oxygen consumption; Cere-
bral Metabolic Rate of Oxygen - CMRO,) [87-89]. In addition, such meth-
ods may be particularly useful in studying and interpreting fMRI responses
in which cerebrovascular changes can alter BOLD, such as in ageing-related

diseases or due to pharmacological agents. Furthermore, the possibility of mo-
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Figure 5.8: Schematic of a pulse sequence with two background suppressing
adiabatic inversion pulses employed. For simplicity, only RF and slice selective
gradient time lines are shown.
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tion correcting background-suppressed ASL data is limited. Therefore here we
implemented a technique called Double Acquisition Background Suppression
(DABS) to address these issues obtaining a BOLD weighted (TE ~ T%) second
acquisition prior to the end of the ASL TR period.

The DABS approach is based on two acquisitions of the same volume in
a single TR period. Following the labelling, the first volume is acquired at
the delay (TI) time of interest, and the second at the end of the TR period,
allowing simultaneous assessment of CBF (first acquisition) and BOLD (second
acquisition). Here this method is applied to measure simultaneous CBF and
BOLD changes in response to a finger tapping task at high field (3 and 7 T).
For this method we assess physiological noise contributions and realignment
issues to determine the benefits of background suppression techniques to study
functional changes. The aim of this work is to determine how the ASL-fMRI
signal is affected by the physiological noise sources and the gains that can be
achieved by using DABS validated against the RETROICOR method.

5.2.1 Optimising Timing of BS Pulses

We first evaluated the optimal number and timing of the non-selective
adiabatic inversion pulses for use in the background suppression scheme; an
" increase in the number of pulses provides nulling across a greater range of in-
version times, but can attenuate ASL signal due to the non-ideal performance
of the inversion pulse, particularly at high field. In this study a saturation
schem;e (comprising a WET presaturation and postsaturation scheme [46])
was applied to the image volume to suppress effects of static signal offsets due
to differences in efficiency of the selective and non-selective slabs in the FAIR
scheme. The theoretical static signal (normalised to Mg = 1) following back-

ground suppression was simulated for each tissue type for normalised signal
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change for 3 and 7 T using Eq. 5.1

t— _t— ’I‘In

S(t) = 1 — ¢ Trstmue — (Z TI ) T (5.1)

where TI, indicates the inversion time of the n*® background suppression pulse.
Longitudinal relaxation times used for the simulations are given in Table 5.1.
The optimal background suppression scheme for one, two and three back-
ground suppression pulses was then determined at each field strength for a
post-labelling delay time of 1550 ms by iteratively varying TI and calculating
a weighted Sum-of-Squares minimisation (using MATLAB) according to the

following equation:

SumSq = SumSq-+4 (Sem(TD)* +2 (Swm(TD))” + (Stisea(TD)* + (Scsr(TD)*,

(5.2)
where Sam, SwM, Sblcod, and Scsr represent normalised signal for grey matter,
white matter, blood and cerebro-spinal fluid, respectively. In this way the data

was more strongly weighted to suppress grey matter, with reduced weightings

Table 5.1: Assumed parameters used in the simulation of BS pulses [81].
Assumed Values

3T 7T

Fixed Parameters

Longitudinal Relaxation Time of White 800 1200
Matter (T1,wm [ms])

Longitudinal Relaxation Time of Grey | ;4 1850
‘Matter (T oM [ms])

Longitudinal Relaxation Time of Blood 1600 2100
(T1,Blood [ms])

Longitudinal Relaxation Time of Cerebro- 3700
Spinal Fluid (T} csr [ms])

Null Point (TI, [ms]) 1450 1350

4500
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for white matter, blood and Cerebro-Spinal Fluid (CSF). To ensure that the
images are acquired past the null point, it was chosen to optimise that the static
signal was nulled at 1350 ms for 7 T and 1450 ms for 3 T for the acquisition
to begin at 1550 ms. Acquiring data past the null point avoided the need for
complex subtraction, which requires the need for good suppressing of static

signal across the entire volume [90].

5.2.1.1 3 T Optimisation

The timing of the background suppression pulses is crucial in obtaining
desirable reduction in overall image signal intensity. To assure that the mag-
netisation from all the considered brain tissue components passed the null
point, allowing magnitude subtraction of the ASL data, it was aimed to null
the static signal 100 ms earlier than the first acquisition (Tyy = 1450 ms,
TI = 1550 ms). The following sections present approaches for the BS pulses
at 3 T.

(A) Double Acquisition FAIR, No Presaturation Module The sim-
ulated static tissue longitudinal magnetisation for Double Acquisition FAIR
at 3 T are shown in Figure '5.9(a). In this simulation, a TR of 3 s was used

according to experimental ;:onditions, and so the signals are not equal to -1
| at the t = 0 s (however the signals represent the stabilised magnetisation for
short TRs). For one background suppression pulse, the weighted minimisation
equation of the Sum-of-Squares (Eq. 5.2) leads to optimal nulling of grey and
white matter. One non-selective inversion BS pulse at the optimal time of
TI, = 1008 ms is shown in Figure 5.9(b)) together with the second (BOLD)
acquisition volume. Because the T; values of various brain tissues differ (Ta-
ble 5.1), one background suppression pulse does not equally null across all

tissue types, suggesting that a single background suppression pulse is insuffi-
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Figure 5.9: Simulated normalised inversion recovery signals of the longitudinal
magneétisations for various brain tissues (white matter, grey matter, blood, and
CSF) at 3 T without background suppression (a) and with one BS pulse applied
at the optimal TI; time (1008 ms) (b). Red and blue blocks indicate 7-slice
ASL and BOLD acquisitions, respectively. The initial value of the longitudinal
magnetisation is presented for a TR of 3 s, as used experimentally for optimal
SNR per unit time, whilst allowing good labelling. Hence, a time t = 0 the
magnetisation is not equal to 1.



5.2. Double Acquisition Background Suppression (DABS) 84

cient.

Table 5.2 presents the simulated ASL and BOLD signals (ignoring T} de-
cay) at the beginning of each acquisition (1550 ms for ASL and 2573 ms for
BOLD) for the brain tissue types without and with the application of BS
pulses. It can be seen there is ~ 86 % reduction for white matter and ~ 90 %
reduction in grey matter signal, blood and CBF in BS images in relation to the
traditional FAIR technique (no background suppression). It should be noted
that the BOLD second acquisition, at the end of the TR period, will remain

the same for any number of BS pulses of the ASL due to the saturation of

Table 5.2: Simulated optimal timing and signal intensities at the beginning of
both ASL and BOLD acquisitions for 0-3 background suppression pulses with-
out and with in-plane pre- and post-saturation of imaging slice’s magnetisation
at 3 T.

Without Pre- and Post-Saturation
No. of | Inversion {Simulated ASL control signal] Simulated BOLD signal

BS Times (1%t acquisition, 1** slice) (2" acquisition, 1%* slice)

Pulses [ms] White| Grey | Blood| CSF | White | Grey | Blood| CSF

0 - 0.797 | 0.612} 0.532 | 0.271 ] 0.722 | 0.545 | 0.472 | 0.242

1 TI,=1008 | 0.162 | 0.050 | 0.026 | -0.007| 0.722 { 0.545 | 0.472 | 0.242

2 Th=719 0.117 | 0.074| 0.060 | 0.024 | 0.722 | 0.545 | 0.472 | 0.242
TI;=508
TI;=409

3 TI,=323 | 0.118 | 0.073| 0.063 | 0.036 | 0.722 | 0.545| 0.472 | 0.242
TI3=443

With Pre- and Post-Saturation
No. of | Inversion |Simulated ASL control signal{| Simulated BOLD signal

BS Times (1** acquisition, 1% slice) (2"? acquisition, 1°t slice)

Pulses i [ms] White| Grey | Blood | CSF | White| Grey | Blood| CSF

0 - 0.856 | 0.696 | 0.620 ; 0.342 | 0.722 | 0.545 | 0.472 | 0.242

1 TI,=936 0.192 | 0.037 | 0.000 | -0.045| 0.722 { 0.545 | 0.472 | 0.242

2 Tl=492 0.118 | 0.073 | 0.063 | 0.035| 0.722 | 0.545| 0.472 | 0.242
TI,=664
TI, =98

3 Tl,=504 0.118 | 0.074 | 0.062 | 0.032{ 0.722 | 0.545 | 0.472 | 0.242
TI3=565
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the longitudinal signal by the 90° readout pulse. To asses the BOLD signal
of DABS compared to traditional FAIR, the longitudinal magnitude of the
non-background suppressed ASL signal should be compared with the BOLD
signal of the second acquisition, as normally BOLD information is extracted
from the high CNR ASL data. This can be seen to be of comparable order.
However, DABS has the added advantage that echoes can be obtained for each
acquisition at times optimised to ASL (shortest TE) and BOLD (TE ~ T%)
sensitivity. This will significantly increase SNR for ASL data, for example a
TE of 15 ms is achievable at 3 T but 35 ms is the optimal TE for BOLD. SNR
will be increased by a factor of 2 for DABS, where we can acquire data with
TE = 15 ms rather than 35 ms.

Figure 5.10 shows the longitudinal magnetisation for white and grey mat-

magnetisation

1500 2000 2500 3000
time [ms]

0 500 1000

Figure 5.10: Simulated normalised inversion recovery signals of the longitudi-
nal magnetisations for various brain tissues (white matter, grey matter, blood,
and CSF) at 3 T with two BS pulses applied at times TI; and TI, times (719
and 508 ms, respectively). Red and blue blocks indicate a 7-slice ASL and
BOLD acquisitions, respectively. The initial value of the longitudinal mag-
netisation is presented for a TR of 3 s as used experimentally for optimal SNR
per unit time, whilst allowing good labelling.



5.2. Double Acquisition Background Suppression (DABS) 86

ter, blood and CSF, with application of two background suppression pulses at
the optimal timings. As shown, the addition of a second inversion pulse im-
proves the nulling across all the brain tissue type signals. Table 5.2 provides
the optimal timing for two and three background suppression pulses and the
associated tissue signals. All simulations assume 100 % efficiency of inversion
pulses with no loss or decay of signal. No gains in suppression were found
for three pulses, and this configuration is likely to lead to reduction of the

perfusion signal due to imperfections in inversion pulses profiles.

(B) Double Acquisition FAIR with Presaturation Pulses By intro-
ducing pre- and post-saturation pulses, the static signal for all tissue types
is initially saturated, meaning, the longitudinal magnetisation is zero (for all
brain tissues). This technique has the advantages of overcoming inaccuracies in
inversion efficiency across the imaging slab with the selective and non-selective
pulses which can lead to a static offset signal. This problem increases with field
strength. Figure 5.11(a) shows simulated signal intensities for a presaturated
FAIR configuration without the application of background suppression, and
with oné, optimised, BS pulse at time TT; (b). In the case of no background
suppression pulses, for the f)resaturated FAIR case, the signal at TI = 1550 ms
is higher than in the tradit.iona.l FAIR without pre- and post -saturation (Fig-
ure 5.9(a)), as the magnetisation is more recovered (practically for long TR).
This is likely to result in increased physiological noise effects (and an increased
contribution from the Roman Artefact for 7 T data). Applying just one BS
pulse (Fig. 5.11(b)) results in the signals across all brain tissues being scattered
at the desired null point.
Figure 5.12 shows the evolution of simulated longitudinal magnetisation
signals for white and grey matter, blood and CBF using in-plane pre- and

post-saturated for two optimised background suppression pulses. The optimal
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Figure 5.11: Simulated normalised recovery signals of the longitudinal mag-
netisation for pre- | post-saturated brain tissues (white matter, grey matter,
blood, and CSF) at 3 T without background suppression (a) and with one BS
pulse applied at the optimal time TI; = 936 ms (b). Red and blue blocks
indicate 7-slice ASL and BOLD acquisitions, respectively.
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Figure 5.12: Simulated normalised recovery signals of the longitudinal mag-
netisations for various brain tissues with pre- | post-saturation (white matter,
grey matter, blood, and CSF) with two BS pulses applied at the TI; and TI,
times (492 and 664 ms, respectively). Red and blue blocks indicate 7-slice ASL
and BOLD acquisitions, respectively.

times were TI; = 492 ms and TI, = 664 ms. This configuration suppresses
the signal across all main brain tissue signals at 1450 ms, giving the desired
suppression at the beginning of the ASL acquisition. Table 5.2 shows that a
similar suppression is achieved when using two background suppression pulses
with or without pre- | post-saturation. However, pre- and post-saturation
pulses are preferred as this configuration reduces static signal offsets due to
differences in inversion pulse efficiency between tag and control.

Again optimisation using three pulses shows very little improvement in
introducing additional pulses in terms of static signal suppression, and because
of imperfect profiles, increased number of pulses would only contribute to
further discrepancies between the simulation and experimental ASL images.
The signal in the second stack (BOLD acquisition) remains the same for all

considered approaches.
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(C) Perfusion-Weighted Images Acquired at 3 T Using FAIR Tech-
nique: BS Width Validation The width of the background suppression
pulses is an important parameter in using this method due to flow dependent
effects. Here are a few approaches to validate the use of the inversion pulses
to suppress static tissue signal.

Figure 5.13(a) shows perfusion-weighted brain images (5 transverse slices)
obtained using traditional FAIR technique without application of additional
background suppression pulses. The slices display perfusion of the labelled
blood to grey matter tissue. This is a reference to determine the appropriate
width of the BS pulses.

Figure 5.13(b) displays perfusion-weighted brain images obtained using

Figure 5.13: Perfusion-weighted images acquired at 3 T using traditional
FAIR technique (a) and with application of two background suppression pulses
(T = 507 ms and TI; = 688 ms) with various spatial widths: 35 mm (b)
60 mm (c), 100 mm (d), and 200 mm (e).

b
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FAIR with additional application of two background suppression pulses. The
width of the introduced BS pulses (at TI; = 507 ms and TI, = 688 ms) was
set to match the width of the selective FAIR pulse — 35 mm. As shown in
Figure 5.13(b), this significantly reduces perfusion signal in each of the ac-
quired slices. A narrow second BS pulse applied to the imaging slab leads to
both the selective and non-selective pulses being flow sensitive but ultimately,
sensitivity to perfusion signal is suppressed. This is due to fast flowing blood
appearing to have an opposite sign of signal change to slow moving blood.

Increasing the width of the background suppression pulses make the se-
quence more sensitive to perfusion, as shown in Figure 5.13(c) and (d), as
more of the moving blood has the same sign of the changes If we increase the
background suppression pulses’ width to match the control slab, 200 mm, the
sequence is then most sensitive to qualitative perfusion. Figure 5.13(e) displays
perfusion-weighted images of five transverse slices of human brain, using two
background suppression pulses of 200 mm. Grey matter perfusion is clearly vis-
ible with the Contrast-to-Noise Ratio (CNR) comparable to traditional FAIR
technique without suppressing the static tissue signal (Fig. 5.13(a)). Grey
matter perfusion of the BS data yields approximately 15 % reduction in signal
intensity across the whole head, compared to traditional FAIR acquisition. It
is wise, though, to optimise the second background suppression pulse, as its
minimisation ensures inflow of fresh blood in the next TR period.

Figure 5.14 shows the effect of the background suppression pulses on the
inflowing blood for tag and control conditions. The difference in the signal
intensity between the tag and control at the beginning of the ASL acquisition
is the basis of the ASL methodology.

The background suppression method was shown to have no significant dis-
advantages on qualitative perfusion over the traditional FAIR acquisition tech-

nique.
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Figure 5.14: Simulation of magnetisation for DABS (with 2 BS pulses) acqui-
sition for the inflowing blood in tag (black) and control (green) conditions at
3T.

5.2.1.2 7 T Optimisation

The methods described in Section 5.2.1.1 were then repeated at 7 T. Be-
cause of the lengthened relaxation times, the potentially reduced inversion
efficiency at 7 T, and the use of magnitude subtraction, the null point for the
simulation was chosen to be 200 ms prior to the beginning of the first (ASL)
acquisition block/stack (T = 1350 ms) for a label delay TI = 1550 ms. This
ensured that the grey and white matter (dominant tissues of the imaging slice)
were past the null point at the label delay TI. The equivalent simulations, de-
scribed above for 3 T, were performed for BS optimisations using parameter

values for 7 T provided in Table 5.1.

(A) Double Acquisition FAIR, No Presaturation Module Again, with-
out additional pulses, longitudinal magnetisation signal values at the beginning
of the first acquisition at TI = 1500 ms (Fig. 5.15(a)) are highly recovered. By

introducing one additional inversion pulse (one BS) at an optimal time, shown
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Figure 5.15: Simulated normalised inversion recovery signals of the longitudi-
nal magnetisation for various brain tissues (white matter, grey matter, blood,
and CSF) at 7 T without background suppression pulses (a) and with one BS
pulse (b) applied at the TI; time. Red and blue blocks indicate 5-slice ASL
and BOLD acquisitions, respectively. The initial value of the longitudinal
magnetisation is presented for a short TR of 3 s.
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Figure 5.16: Simulated normalised inversion recovery signals of the longitudi-
nal magnetisations for various brain tissues (white matter, grey matter, blood,
and CSF) at 7 T with two BS pulses applied at the TI; and TI, times (611 and
505 ms, respectively). Red and blue blocks indicate 5-slice ASL and BOLD
acquisitions, respectively. The initial value of the longitudinal magnetisation
is presented for a short TR of 3 s.

in Figure 5.15(b), the signal from all the brain tissues is brought to a signifi-
cantly lower level at the readout of the ASL stack. However, as was the case
for 3 T, the quality of the signal suppression across the different tissue types is
reasonably poor with no clear focal point for suppression of the magnetisation.
The optimal time for one BS pulse at 7 T is TI; = 880 ms.

Introducing a second background suppression pulse brings the desired sup-
pression of all considered signals of normal brain tissues, as found at lower
magnetic field. Figure 5.16 shows the relaxation of the magnetisation signals
for two optimised background suppression pulses: first at TI; = 611 ms and
the second 505 ms later (TI). This simulation resulted in low, but positive

signals at the ASL acquisition for white and grey matter, blood and CSF.
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(B) Double Acquisition FAIR with Presaturation Pulses Using in-
plane pre- | post-saturation pulses results in a large magnitude of longitudi-
nal magnetisation at TI = 1550 ms at 7 T (Fig. 5.17(a)). If the TE ~ T3
(= 25 ms) the average of the tag and control images can be used to obtain
BOLD [46]. However at 7 T this configuration could not be used to generate
reliable perfusion-weighted images, due to the high longitudinal magnetisation
of the static signal leading to considerable Roman Artefact. Figure 5.17(b)
shows the signal for one optimised BS pulse at (TI; = 800 ms) to suppress the
static tissue signal (which gives rise to the RA). However a single BS pulse,
does not provide sufficient nulling of static signal across tissue types, a result
previously demonstrated for 3 T.

By applying in-plane pre- and post-saturation pulses and two additional
background suppression pulses, the most desirable longitudinal magnetisation
of the image slab is obtained. As shown in Figure 5.18, there is a clear nulling
of all tissue types (Table 5.3) with two BS pulses at 403 (TI;) and 638 ms
(TI,). Table 5.3 shows simulated normalised longitudinal signals for the DABS
sequence with and without saturation at 7 T. At 7 T, it can be seen there is
~ 80% signal reduction for the ASL acquisition for all tissues using DABS
in relation to traditional FAIR technique (no background suppression pulses).
However, the use of pre- and post-saturation pulses is highly necessary at ultra
high field [81], because profiles of the selective and non-selective inversion can
be poor, and due to the RA in addition to the likelihood that static offset
sigﬁal is large at 7 T.

The use of three BS pulses (Table 5.3) is presented to show very little
improvement in introducing additional pulses, which in practice would be worse

because of the imperfect inversion pulse profiles at 7 T.
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Figure 5.17: Simulated normalised saturated inversion recovery signals of the
longitudinal magnetisation in the image slab for brain tissue (white matter,
grey matter, blood, and CSF) at 7 T without background suppression pulses
(a) and with one BS pulse applied at optimal time TT; = 800 ms (b). Red and
blue blocks indicate 5-slice ASL and BOLD acquisitions, respectively.
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Figure 5.18: Simulated normalised saturated inversion recovery signals of the
longitudinal magnetisation in the image slab for brain tissue (white matter,
grey matter, blood, and CSF) at 7 T with two BS pulses applied at optimal T
and TI, times (403 and 638 ms, respectively). Red and blue blocks indicate
5-slice ASL and BOLD acquisitions, respectively.

5.2.1.3 Perfusion-Weighted Images Acquired at 7 T Using FAIR-
DABS

Figure 5.19 displays two 5-slice volumes (stacks) obtained using the FAIR-
DABS technique with in-plane pre- | post-saturation pulses. The top images
show the first stack — ASL acquisition with suppressed static tissue signal,
whilst the bottom volume corresponds to the BOLD-sensitive second stack.
For comparison with simulated data, the average signal intensity in grey and
white matter measured from small regions of interest (ROI of 30 to 15 voxels for
1% to 52 glice, four separate regions across the transverse plane) was estimated
as a ratio with base data of two-stack acquisition with no BS and long TR.
The BS pulses reduce the signal intensity in comparison with a non-background
suppressed FAIR acquisition and the reduction of the ASL data is about 78 %

in the first slice and 60 % in the last slice for both grey and white matter,
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Table 5.3: Simulated optimal times and signal intensities at the beginning of
both ASL and BOLD acquisitions for 0-3 BS pulses with and without in-plane
saturation magnetisation at 7 T.

Without Pre- and Post-Saturation

No. of | Inversion [Simulated ASL control signall Simulated BOLD signal

BS Times (1%* acquisition, 1%* slice) (274 acquisition, 1% slice)

Pulses [ms] White | Grey | Blood | CSF | White | Grey | Blood | CSF

0 — 0.664 | 0.502 | 0.457 | 0.245| 0.615 | 0.461 | 0.420 | 0.225

1 TI;=880 0.173 | 0.091 | 0.075 | 0.024| 0.615 | 0.461 | 0.420 | 0.225
TI;=611

2 0.154 | 0.102 | 0.091 | 0.043| 0.615 | 0.461 | 0.420 | 0.225
TI>=505
TI;=372

3 TI,=306 0.154 | 0.102| 0.091 | 0.046| 0.615 | 0.461 | 0.420 | 0.225
TI3=402

With Pre- and Post-Saturation
No. of | Inversion [Simulated ASL control signal| Simulated BOLD signal

BS Times (1% acquisition, 1°¢ slice) (2" acquisition, 1%¢ slice)

Pulses [ms] White | Grey | Blood | CSF | White | Grey | Blood | CSF

0 — 0.725 | 0.567 | 0.522 | 0.291| 0.615 | 0.461 | 0.420 | 0.225

1 T1,=800 0.187 | 0.085| 0.066 | 0.008| 0.615 | 0.461 | 0.420 | 0.225

2 = 0.154 | 0.102 | 0.091 | 0.046| 0.615 | 0.461 | 0.420 | 0.225
TI,=638
TI,=194

3 | TI,—d76 | 0.154 | 0.102| 0.001 | 0.044| 0.615 | 0.461| 0.420 | 0.225
TI;=411

s ASL
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Figure 5.19: 5-slice DABS data obtained at 7 T; first stack corresponds to
ASL data (static tissue signal is suppressed) and second to the recovered
signals to maximise the BOLD effect. Images acquired at high resolution
(1.5%1.5x3 mm?), TE ~ T} (26 ms).
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whilst the BOLD data has only an 8 and 4 % reduction for the first and
last slice, respectively. Theoretical reduction of the first slice yields about
80 % for ASL, which is very close to the experimental data, and the signal in
the second stack should remain the same, as it follows the suppression of the
90° ASL readout pulses. The discrepancies in signal reduction between the
theoretical and experimental data is generally due to the imperfect inversion
pulses, showing clearly in the high-signal images, however, the non-ideal 90°

pulses also contribute to the differences in BOLD-based data.

5.2.2 Assessing Advantages of DABS to fMRI Studies

The aim of this study was to assess the advantages of the DABS sequence,
which incorporates background suppressed ASL and high-contrast BOLD data
to a functional paradigm. The study was approved by the local ethics commit-
tee and four healthy adult subjects (average age 27.5 £ 1 year) were scanned,;

all volunteers gave informed, written consent.

5.2.2.1 Method

Experiments were performed on a 3 T Philips Achieva scanner using a body
transmit and 8-channel SENSE receive coil, and a 7 T Philips Achieva system
using head volume transmit and 16-channel SENSE receive coil. A DABS
FAIR sequence (using in-plane pre- | post-saturation and spatially limited non-
selective slab confined to 200 mm to allow a short TR acquisition [91] for good
temboral resolution of the functional study) was implemented on both 3 and
7 T using two background suppression pulses, optimfsed as described above.
At 3 T, data were also collected in the absence of background suppression
pulses (DA-noBS). Due to the Roman Artefact, this data could not be collected
at 7 T.

For each, in-plane saturation was provided by WET pre- and sinc post-
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saturation pulses [46]. Images were acquired using SENSE factor 2, at two

spatial resolutions:
e 3 T data:

— 3x3x5 mm? (3 T Lo-Res); ASL TE; = 12 ms, BOLD TE; = 35 ms

— 3 mm isotropic (3 T Hi-Res); ASL TE; = 12 ms, BOLD TE; = 35 ms
e 7 T data:

— 3 mm isotropic (7 T Lo-Res); ASL TE; = 9 ms, BOLD TE; = 26 ms

— 1.5 x 1.5 x 3 mm? (7 T Hi-Res); TE = 26 ms.

7 and 5 contiguous slices at 3 and 7 T, respectively, were acquired per volume
(N = 90 volumes, 15 cycles) in ascending order with minimal temporal spacing
(total acquisition time of 427 ms and 270 ms at 3 and 7 T, respectively). The
functional paradigm consisted of one handed, sequential finger tapping with
12 s duration (ON period) and 24 s resting state (OFF period).

Physiological data, respiration and cardiac pulsation, were monitored and
recorded using a pulse oximeter and respiratory transducer with a temporal
resolution of 500 Hz. Following the functional experiment, a non-prepared
base M, reference EPI image was also collected along with a series of inversion
recovery EPI (IR-EPI) measurements (TI = 200 - 1400 ms in 200 ms steps,
and 1700, 2000, 3000 and 4000 ms; TR = 15 s) to allow measurement of tissue

T; maps.

5.2.2.2 Image Analysis

One aim was to assess the success of realignment of the background sup-
pressed data. If the static tissue signal is very close to zero, the realignment
process is challenging. However, use of the DABS technique can overcome

this as the second stack (BOLD) contains images of high SNR (collected after
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the ASL data). These BOLD images can be used for realignment and their
transforms then applied to background suppressed ASL data. To assess this,
the tag and control ASL image time series were realigned using a standard
algorithm in SPM (with a 5 mm FWHM Gaussian smoothing kernel and 24

Degree B-Spline interpolation) based on two methods:

(I) realignment of the background-suppressed ASL acquisition, which had
very low signal

(IT) realignment of the second BOLD acquisition and application of the trans-

forms to the first background suppresses ASL acquisition.

A second aim was to assess the contribution of physiological noise to ASL
and BOLD data. Therefore, the effect of correcting DABS ASL and BOLD
data sets for physiological noise using RETROICOR [83], was assessed and
compared to the (DA-noBS) data. RETROICOR uses recorded respiratory
and cardiac waveforms to remove the physiological contribution of both sources
from the images. Those voxels, which are modulated at the affected frequen-
cies, are then corrected. Respiratory and cardiac contribution for each ASL
and BOLD data sets can be obtained as physiological parameter maps.

To then assess the usé of DABS for the functional study, ASL and BOLD
activation maps were obtained using standard SPM algorithms with: p < 0.005
for CBF and p < 0.001 for BOLD with Family-Wise Error (FWE) correction
for BOLD. t-scores and cluster sizes of activated areas were compared between

methods.

5.2.2.3 Results

(A) Realignment Figure 5.20 shows realignment parameters plots of the
ASL and corresponding BOLD data for a DABS acquisition at 3 and 7 T.

The translation and rotation parameters for ASL (realignment) data (method
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Figure 5.20: Realignment parameter plots for the first ASL stack (a) and the
second BOLD stack (b) collected using DABS sequence.

(1), Fig. 5.20(a)) are significantly more erratic than the corresponding BOLD
data. This is probably due to the low image intensity of the BS ASL data
and also due to the fact that there is a significant difference in tag and control
images of the ASL acquisition series. The BOLD data (Fig. 5.20(b)) shows
motion parameters with fewer sharp transforms whilst maintaing a similar
shape of translational and rotational curves. For subsequent analysis, method
(II) of realigning the second stack BOLD acquisition and applying realignment

parameters to the first ASL acquisition stack, was used.

(B) Physiological Noise: Background Suppression vs. RETROICOR
ASL and BOLD data for DABS and Double Acquisition without Background
Suppression (DA-noBS) were analysed. Using RETROICOR, cardiac and res-
piratory maps were formed for each. Figure 5.21 shows typical maps of cardiac
and respiratory motion contribution to the image. The ASL data (a) and (c)
can be seen to show reduced physiological noise contribution compared to more
recovered BOLD acquisition (b) and (d).

The ASL and BOLD time-series were processed in SPM5 to identify acti-
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Figure 5.21: An example of physiological maps for data acquired at 3 T.
Respiratory maps for DABS ASL (a) and BOLD stack (b) and cardiac maps
for DABS ASL (c) and BOLD stack (d). Courtesy of Emma Hall.

vated areas for both data with and without RETRICOR correction. For all
data sets a general linear model was formed and activated maps calculated at
p < 0.005 for CBF and p < 0.001 with FWE (Family Wise Error) correction
for BOLD.

For validation, standard FAIR with two data stacks (DA-noBS) was also
acquired with both CBF and BOLD maps created from the first stack. 3 T data
sets (FAIR-DABS and FAIR-DA-noBS) were analysed both with and without
RETROICOR data correction. The number of activated voxels, time-courses
of their mean and maximum t-values obtained for each set were estimated.
Figure 5.22 displays a comparison of the functional analysis of the CBF data
acquired using FAIR-DABS (a) and with RETROICOR applied to the data
(b). The application of RETROICOR to BS ASL data reduces the size of the
activated cluster by over 50 % with only a small reduction in t-sore. The small
‘difference in t-value can be explained by similar time-courses of the average
intensity of the activated clusters (Fig. 5.22(c)) of both data sets. Therefore,
RETROICOR introduces additional smoothing, which results in the loss of
activation-sensitive voxels; RETROICOR reduces the functional response of

the ASL data obtained using the background suppression method.
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Figure 5.22: Comparison of the activation maps at 3 T obtained with sup-
pressed static tissue signal (a), with applied RETROICOR correction of phys-

iological noise (b), and corresponding time courses (c).
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Figure 5.23 displays the functional analysis of the CBF data acquired using
FAIR-DABS (a) and the FAIR-DA-noBS data after RETROICOR (b). Al-
though applying RETROICOR correction to traditional FAIR improved the
quality of the data (slightly higher t-score), data acquisition with suppressed
static tissue signal is far more efficient. Standard FAIR with RETROICOR
has a cluster size of 52 % of that found for FAIR-DABS. The supremacy of
the FAIR-DABS method is also shown in the time course plots of the acti-
vated clusters’ intensities for both cases (Fig. 5.23(c)), where cycles are far
better pronounced for the FAIR-DABS data (black line). For both FAIR-
DABS and traditional FAIR, RETROICOR. correction showed reduction in
ASL functional response compared to realigned FAIR-DABS.

(C) Statistical Results, fMRI Figure 5.24 shows data from a representa-
tive subject showing the implementation of the DABS scheme at 3 and 7 T.
3 T data in Figure 5.24(A) and 5.24(B) compares Hi-Res (3 mm isotropic)
activation for data acquired using traditional FAIR and DABS FAIR, respec-
tively. The sensitivity to perfusion weighted changes on activation is consid-
erably increased (from 14 to 42 voxels, maximum t-value from 4.44 to 5.80,
Fig. 5.24 Agy versus 5.24 Bagy, respectively) using DABS compared to stan-
dard FAIR. The size and t-score of the activated region in BOLD images is
however reduced using DABS (192 to 43 voxels, maximum t-value 13.16 to
8.84, Fig. 5.24 ApoLp versus 5.24 Bpoyp) as a result of lower SNR. However,
BOLD ‘\data has sufficient CNR and still considerably large activated area, to
allow this reduction. This reduction can also contribute to better localisation
of BOLD contrast, by limiting naturally to voxels with only highest signifi-
cance. Figure 5.24(C) and 5.24(D) shows 7 T DABS data collected at Lo-Res
(3mm isotropic) and Hi-Res (1.5 mm in-plane) resolution. Since 7 T offers

increased SNR and lengthened relaxation times, ASL CNR is increased. At
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(a)
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Figure 5.23: Comparison of the activation maps at 3 T obtained with sup-
pressed static tissue signal (a), without background suppression and applied
RETROICOR (b), and corresponding time courses (c).
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Figure 5.24: 3 T: data acquired at 3 mm isotropic resolution for double ac-
quisition FAIR (No BS) (A) and DABS (B); 7T: data acquired using DABS
at 3 mm isotropic resolution (C) and 1.5x1.5x3 mm?® (D). Perfusion weighted
images are shown overlaid with activated perfusion regions, BOLD activation
is shown on images from the second acquisition.

Lo-Res activated areas are significantly larger in comparison with 3 T even
with DABS for BOLD acquisition (CBF: 42 voxels at 3 T, 592 voxels at 7 T;
t-value 5.80 to 10.29; BOLD: 43 voxels at 3 T, 534 voxels at 7 T, t-value 8.84
to 14.32, Fig. 5.24(B) versus 5.24(C)). Hi-Res activation areas at 7 T (both
COBF and BOLD) contain fewer voxels but are better localised to sulci com-
pared to Lo-Res, due to a reduction of partial voluming effects, but maintain
similar t-values (mean 8.49 for CBF and 12.11 for BOLD) (Fig. 5.24(C) versus
5.24(D)).

\It is shown that at 7 T there is increased CNR to perfusion measures
allowing higher resolution studies with reduced partial volume effects. The
FAIR DABS sequence provides a double acquisition method for simultaneous
acquisition of BOLD and background suppressed CBF data. At 3 T BS is
shown to improve detection of CBF changes whilst the second acquisition

maintains sensitivity to BOLD. High resolution CBF and BOLD data can be
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collected at 7 T using DABS .

5.3 Discussion

Moving to ultra-high field brings several advantages such as significant in-
crease in SNR and CNR due to the longer relaxation times. However, there are
known challenges of a larger contribution of the physiological noise to the data
and, as were found, additional hardware issues involving the Roman Artefact
at 7 T. The DABS sequence can overcome these problems by eliminating static
tissue signal. This sequence provides improved temporal stability resulting in
higher statistical significance of the ASL data at a cost of small decrease in
the BOLD signal. However, due to the increased BOLD response with field
strength, this reduction has a minimal effect. DABS proved to not only be a
very efficient tool in overcoming the RA but also to provide a better source-
based physiological noise correction method than RETROICOR [83].

This method can be an excellent tool for the simultaneous ASL and BOLD
measurement at ultra-high field. It can be applied to any data that are partic-
ularly susceptible to the high contribution from cardiac and respiratory motion
as well as any artefacts ofiginating from the signal intensity, such as the Ro-
man Artefact. Thus its a;pphcation could appeal for the study of hypercapnia,
where it can be used for calibrated BOLD studies. A further application is to
the study of pharmaceutical modulations, where temporal stability must be

maximised.



Chapter 6

Simple model of measuring
Arterial Cerebral Blood Volume
(CBV,) from LL-FAIR

Arterial Cerebral Blood Volume (CBV,), the volume of blood in the paren-
chymal arterial vessels, is an important parameter in assessing vascular control.
Previously, it has been assumed that blood volume changes in response to acti-
vation originate from ballooning of the elastic venous vessel wall {74]. However,
recent studies have showﬁ that CBV, increases on brain activation and that
venous blood volume changes may, in fact, be small [35,92,93]. CBV, may
therefore i)rovide a more direct, quantitative, MRI measure of brain activa-
tion than BOLD or CBF and aid modelling of the BOLD response to improve
identification of the origin of neurovascular responses. Pulsed Arterial Spin La-
belling (PASL) techniques measure cerebral blood flow, but these techniques
are also sensitive to signal in the arterial blood compartment, seen as bright
foci in ASL images at short post-labelling delay times (TI). Vascular crushing
(generally using flow-sensitive bipolar gradients) is often used to remove this

signal [94], but this signal provides valuable information, which can be used
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Figure 6.1: Tmage of an artery and a vessel (top) with a schematic representa-
tion and anatomical details of an artery, arteriole, capillary bed, venule, and
vein (bottom) [95].

to measure CBV,. Figure 6.1 shows a schematic representation of the arterial
and venous systems, and capillary bed.

The use of standard PASL techniques (such as FAIR) to measure CBV,
is very time consuming (~ 30 minutes) as several data sets must be acquired
at é range of inversion delays (TIs), each with and without vascular crush-
ing. The data acquired without the vascular crushing is sensitive to both
arterial blood volume signal and perfusion, resulting in a co-added signal
from both (Fig. 6.2(a)). Using vascular crushing (in this thesis, if used, a
diffusion-weighted gradient was applied with 5 ms duration of both lobes and

an amplitude of 15 2L at 3 T and 8.7 2L at 7 T) eliminates the vascular



6. Simple model of measuring Arterial Cerebral Blood Volume (CBV,) from LL-FAIR 110

600 1000 1500 800 1000 1600
tme [ms) Sme [ms]

Figure 6.2: Schematic of an MRI signal obtained using a sequence with no vas-
cular crushing (a) with underlined CBV, and CBF responses; signal obtained
with vascular crushing (b) - CBF sensitive; subtraction of both responses (c)
revealing CBV, signal.

contribution to the signal (Fig. 6.2(b)), making this acquisition sensitive only
to perfusion. Subtracting these data sets isolates the arterial blood volume
signal (Fig. 6.2(c)), which can then be modelled to fit for CBV,. An alterna-
tive method is to use a FAIR technique with a Look-Locker sampling scheme
(techniques known variously as LL-FAIR, ITSFAIR and QUASAR). LL-EPI
acquisition is based on multiple low flip angle readouts within a single TR. As
shown in Figure 6.3, this scheme compares alternating non-selective and se-
lective Look-Locker inversion recovery signals acquired at a range of T1I values
in a single shot. If an optimised combination of flip angle and timing of the
readout pulses is used [96], this sequence is only sensitive to CBV, signals and
requires no vascular crushing; it has been shown that the optimised sensitivity
to CBV, causes suppression of the CBF signal. The Look-Locker sampling
has to be performed at the intervals shorter than the tissue transit time with a
readout pulse flip angle of about 50°. CBV. and the transit times can then be
measured noninvasively from ~ 5 minutes data acquisition [96]. In the past a
Step-wise Compartmental Model (SCM) [97], which iteratively estimates the
signal based on repeated application of the Bloch equations, or a model-free
method [98], has been used to fit the data. The model-free method uses a series
of correction factors for the difference images, however, this method still re-

quires image acquisition with and without vascular crushing. Both Perfusion-
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Figure 6.3: LL-FAIR sequence simulated with the Philips AcqSim. Measure-
ment (M), phase (P), and slice selection (S) directions of the gradients and
RF_—am pulse profile are shown as a function of time [ms]. Left panel shows
the selective (tag) inversion pulse followed by the series (only two shown) of
read out pulses. Right panel presents the non-selective (control) inversion
pulse followed by the readout pulses.

Weighted (PW) images (AM) are then subtracted and corrected for the Ty
blood relaxation. The area under the received time-dependent curve is then
calculated and corrected for My of blood, the duration of the label, “W”, and
the inversion efficiency ().

This chapter describes the simplified method for quantitatively measuring
CBV, from LL-FAIR data, validation of this new model against the SCM, and

appﬁcation to measure CBV, and changes on activation.
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6.1 Theory

6.1.1 Traditional FAIR

The traditional ASL FAIR acquisition technique for quantification of CBV,
is time consuming as the data have to be obtained at a range of different
delay times (TI) with and without applying an additional gradient for vascular
crushing. This approach, however arduous, results in a fairly simple process
to quantify CBV,. Figure 6.4 shows various stages of the inflowing blood
for both tag (selective inversion) and control (non-selective inversion) images
for the traditional FAIR acquisition. In this schematic, the T, relaxation of
the inverted blood was neglected to show the progress of the input function.
First, the blood is inverted by applying inversion slabs for tag and control.
A saturation slab of a width sufficient to cover the imaging slices is then applied
(Fig. 6.4(a)). In Figure 6.4(b), the images represent the situation after time
A, the “arterial transit time” (defined by the width of the selective inversion),
when the leading edge of the recovered blood in the tag and the inverted
blood in the control acquisition (labelled blood) reach the imaging slice. The
labelled blood then starts filling the network of arteries and arterioles within
the imaging slice (Fig. 6.4(c)) and after a time 8, the “arteriolar transit time”
(the time blood remains in the arterial blood compartment of a voxel), the
labelled blood fills the entire arteriolar space in the imaging slice (Fig. 6.4(d)).
Only when the label arrives at the extravascular space of the capillary bed,
a.ft(;r a time ~ A+4, the exchange occurs giving rise to a PW ASL signal. Thus
at short Tls the difference signal between tag and control images is dominated
by signal from the arterial blood. The Full Width Half Maximum (FWHM)
of the input response is then dependent on the temporal duration of the label
through the vasculature, “W” (“temporal label width” of the non-selective

inversion), which will depend on the non-selective label width, the size of the
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Figure 6.4: Schematic representation of FAIR tag and control acquisitions
at various stages: (a) immediately following inversion and saturation pulses;
(b) following arterial transit time A where the labelled blood (black) reaches
the imaging slice; (c) the labelled blood has filled half of the imaging slice
(arterioles); (d) after the time § where the labelled blood reaches the capillary
bed within the imaging slice (perfusion); (e) the labelled blood has almost
entirely washed out from the imaging slice. T relaxation is not included in
the schematic.
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vessel, and blood flowing through it. Figure 6.4(e) shows the situation when

the labelled blood was almost entirely washed out from the imaging slices.
The magnetisation in a voxel of the arterial blood compartment (in terms

of magnetisation per gram of tissue) can be described by the modified Bloch

equation:

CBV, (mrl(:,:b— ma(t)) | p. Min(t) — F - Mow(t),  (6.1)

?

CBV. 5t (ma(t)) =

where mg, is the value of unperturbed, thermal equilibrium, arterial blood
magnetisation per unit volume of blood; m,(t) is the mean arterial magnetisa-
tion per unit volume of blood at time “t”; “F” is the normalised arterial blood
flow per unit volume of voxel (in [T(W‘;‘lm]); Min(t) and Moy(t) represent
the magnetisation of blood entering and leaving the arterial compartment per
unit volume at time “t”, respectively; CBV, is the blood water volume per

unit volume of tissue (in [lggg“;ai::ie]); Ty is the spin-lattice relaxation time

for arterial blood. The arterial blood magnetisation per gram of tissue at time
“” M,(t) = CBV, - my(t), where CBV, is related to the volume of blood per

unit volume of voxel, Vo by CBV, = V, - A. X is the blood:brain partition

coefficient [?t::f:] [99],. which incorporates the difference in spin density be-
tween tissue and blood pools. CBV, is related to “F” by the central volume
principle [100]:

CBV, = 4F. (6.2)

;I‘he difference in arterial blood magnetisation, AM,(t), depends on the
difference in Mi,(t) and Moy (t) between the label and non-label conditions
(Eq. 6.1). Referring to Figure 6.4, following the arterial transit delay, A,
labelled blood enters the imaging voxel and remains in the intravoxel arterial
blood compartment for the average “arteriolar transit time” ¢, it then either

flows out of the imaging volume to a neighbouring voxel or enters the capillary
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section of the imaging voxel where exchange occurs. If the label slab has a
finite spatial width and hence temporal label width, “W”, then after a time
W + A + ¢ fresh non-labelled blood will fill the arterial compartment and the
arterial blood magnetisation difference signal returns to zero. For plug flow,
ideal inversion of the labelled blood, complete refreshment of blood in the TR
period, and “W” greater than ¢ (true for ASL experiments using standard
label widths) AM,(t) can be described in terms of five discrete time intervals

(indicated in Figure 6.5(i)):
1. t< A

AM,(t) = 0; (6.3)

2. A <t <A+ 0, during inflow of the tag to the arterial blood compart-
ment:

AM,(t) = 2moF(t — A)e Tiv; (6.4)

3. A+6 <t < A+ W, when the arterial blood compartment is completely
filled with labelled blood:

AMa(t’) = 2m0,aF66_m = 2m0,aCBVae—T_::;7 (65)

During this time interval, AM,(t) is proportional to CBV, and a Ty,

exponential decay function;

4. AN+ W <t < A+ W + 6, during outflow of the label from the arterial

blood compartment:

AM,(t) = 2mo F(A + W —t)e Tor; (6.6)

5 t>A+ W44
AM,(t) = 0. (6.7)
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Figure 6.5: Simulated FAIR signal (i); corrected for T; of blood (ii) with fitted
trapezoidal input function (iii). Numbers 1 - 5 indicate discrete time intervals
for FAIR data.

Considering a trapezoidal input function, quantification of CBV,, using the
traditional FAIR data acquisition, is thus simple; AM (difference between tag
and control) images are first normalised to the equilibrium blood magnetisa-
tion, mg,. Next, the arterial signal of a single voxel is recorded for each time
point of the different TI values’ (averaged over multiple dynamics or cycles
in the case of fMRI acquisition) to form a signal intensity curve (Fig. 6.5(i)).
Additionally, the original signal intensity curve has to be corrected for the
relaxation time of blood (Ty) — multiplication by eT_:,—b to normalise to the
equilibrium of blood magnetisation (Fig. 6.5(ii)). The corrected signal then
reflects the input function (Fig. 6.5(iii)), therefore the arterial cerebral blood
volume can be quantified using one of the approximations. CBV, value is then

represented by the percentage content of the blood within a voxel.

In the past, it was suggested that an acquisition of a single TI value can be used to
quantify CBV, [93], however this approach seems to be limited as the acquisition must be
performed at the peak, which changes with A that also changes on activation.
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If considering a non-selective pulse with a finite width, “W”, the input func-
tion of labelled blood to the arterial compartment can then be approximated

as a trapezoidal function of height from Eq. 6.5:

h=2.CBV,, (6.8)
or (6.9)
AM Ty _ 5. CBV,, (6.10)
or the area:
A=2-CBV, W, (6.11)

where “W” is full width at half height, ¢ (arteriolar transit time) slope length

starting at time A (arterial transit time).

6.1.2 Look-Locker FAIR

The Look-Locker sampling method combined with FAIR ASL technique
introduces additional complications in comparison with traditional FAIR tech-
nique. Figure 6.6 shows the affect of LL-FAIR acquisition on FAIR technique
at various stages omitting longitudinal relaxation. After the initial inversion
and saturation (Fig. 6.6(5)) and prior to the transit time A (Fig. 6.6(b)), fast
acquisition with low flip angle has no affect on the longitudinal magnetisation,
as it was previously saturated (nulled), therefore it is similar to the traditional
FAIR aéquisition. However, once the labelled blood flows into the imaging
slice (Fig.6.6(c)), each LL-EPI readout will suppress the magnetisation within
the imaging slice slab; inverted blood is progressively tipped closer to the null
point with every readout pulse and fully recovered blood is suppressed with
each readout. Figure 6.6(d) shows the scenario after additional time § when

the labelled blood has filled in the entire arteriolar space (including capillary
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Figure 6.6: Schematic representation of Look-Locker EPI sampling method
for FAIR tag and control acquisitions: (a) immediately following inversion and
saturation pulses; (b) following arterial transit time A where the labelled blood
(black) reaches the imaging slice; (c) the labelled blood has filled half of the
imaging slice (arterioles), each readout suppresses the magnetisation according
to the applied flip angle of readout pulses; (d) after the time § where the
labelled blood reaches the capillary bed within the imaging slice (perfusion),
here the LL-FAIR contribution to the imaging slices is most pronounced; (e)
the labelled blood has almost entirely washed out from the imaging slice. T,
relaxation is not included in the schematic.
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bed) of the imaging slice and the LL-FAIR readout pulses have established
stability of magnetisation within the imaging slice. Figure 6.6(e) represents
the situation when labelled blood has almost left the imaging slice and the
LL-FAIR readout pulses start to have the same affect on both tag and control
acquisitions. LL-FAIR signals are more complex since they must be corrected
for the effects of longitudinal recovery and suppression by the LL-EPI readout
pulses. However, if t