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Abstract

The research presented in this PhD thesis focuses on the problem of university course timetabling, and examines the various ways in which metaheuristics, hyperheuristics and cooperative heuristic search techniques might be applied to this sort of problem. The university course timetabling problem is an NP-hard and also highly constrained combinatorial problem. Various techniques have been developed in the literature to tackle this problem. The research work presented in this thesis approaches this problem in two stages. For the first stage, the construction of initial solutions or timetables, we propose four hybrid heuristics that combine graph colouring techniques with a well-known local search method, tabu search, to generate initial feasible solutions. Then, in the second stage of the solution process, we explore different methods to improve upon the initial solutions. We investigate techniques such as single-solution metaheuristics, evolutionary algorithms, hyper-heuristics with reinforcement learning, cooperative low-level heuristics and cooperative hyper-heuristics. In the experiments throughout this thesis, we mainly use a popular set of benchmark instances of the university course timetabling problem, proposed by Socha et al. [152], to assess the performance of the methods proposed in this thesis. Then, this research work proposes algorithms for each of the two stages, construction of initial solutions and solution improvement, and analyses the proposed methods in detail.

For the first stage, we examine the performance of the hybrid heuristics on constructing feasible solutions. In our analysis of these algorithms we discovered that these hybrid approaches are capable of generating good quality feasible solutions in reasonable computation time for the 11 benchmark instances of Socha et al. [152]. Just for this first stage, we conducted a second set of experiments, testing the proposed hybrid heuristics on another set of benchmark instances corresponding to the international timetabling competition 2002 [91]. Our hybrid construction heuristics were also capable of producing feasible solutions for the 20 instances of the competi-
tion in reasonable computation time. It should be noted however, that most of the research presented here was focused on the 11 problem instances of Socha et al. [152].

For the second stage, we propose new metaheuristic algorithms and cooperative hyper-heuristics, namely a non-linear great deluge algorithm, an evolutionary non-linear great deluge algorithm (with a number of new specialised evolutionary operators), a hyper-heuristic with a learning mechanism approach, an asynchronous cooperative low-level heuristic and an asynchronous cooperative hyper-heuristic. These two last algorithms were inspired by the particle swarm optimisation technique. Detailed analyses of the proposed algorithms are presented and their relative benefits discussed. Finally, we give our suggestions as to how our best performing algorithms might be modified in order to deal with a wide range of problem domains including more real-world constraints. We also discuss the drawbacks of our algorithms in the final section of this thesis.
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Chapter 1

Introduction

1.1 Background and Motivation

Timetabling is a type of assignment problem, where each problem has its own unique characteristics and variations which differ from one organisation to another. In the modern world where it is crucial to avoid time and resources wastage, the timetabling of activities requires that resources are in place at the right time and in the correct quantity in order to operate effectively and efficiently.

An example of a timetabling problem which must be solved effectively is train timetabling. The construction of a train timetable must take into account where and when the train starts and ends its journey every day. The availability and drivers' preferences (based on seniority) also need to be considered, including how many hours the drivers are able to work per shift every week.

Bus timetables are also another example, a problem that shares many features with train timetabling. However, there are other features which do not exist in train timetabling but are important attributes of bus timetabling, such as dead mileage and lay-overs. Dead mileage is the travelling distance from the last point of the service
to the depot whilst not in service. Lay-over is the break given to the bus at the end of a trip before it starts operating its reverse route. Without proper bus and train timetables, the entire transportation network system in any city or country would be in turmoil. Hence, the construction of timetables is extremely important, for it usually affects people daily lives.

Examination timetabling is another example of an important timetabling problem. In these problems, each examination activity must be assigned to the right timeslot avoiding clashes between exams that have students in common. Once the clashing problem has been solved, the quality of the timetable is often improved by spreading the exams as much as possible in order to give adequate time for students to revise before sitting the exam, or to have sufficient rest before starting the next exam.

This short overview of some of the different types of timetabling has shown the importance of timetabling in many scenarios. Whilst the focus of this thesis is on the university course timetabling problem, the same objectives are usually involved in many other forms of timetabling problems, where the aim is to ensure that the resources are allocated at the right time and in the right place, avoiding conflicts that can provoke chaos. One objective commonly found in timetabling is to satisfy all people who are directly affected by the timetable, such as examinees and invigilators. Another objective in timetabling is usually to control costs. For example, poor quality course timetabling can cause higher cost for educational institutions, since students will not be able to attend all of their lessons when clashes exist and may need to instead take the course next term, extending their study time. From a lecturer's perspective, they might not be able to teach all their courses because all or some of them have been assigned to the same timeslot. Alternatively, lecturers may be unable to deliver their lectures if their courses have been assigned to rooms with unsuitable teaching equipment. In addition, poor quality timetables can also result in
students having to attend more than two consecutive courses without a break. This is known to have a detrimental effect upon student concentration.

The University Course Timetabling Problem (UCTTP) is known to be a very difficult combinatorial problem and it has been extensively studied over the last few decades. The general timetabling problem is known to be NP-hard [42, 75](see the description in section 2.3). Therefore, in general there is no known efficient deterministic algorithm which will solve all instances in polynomial time. In addition most timetabling problem by nature is highly constrained and complicated. For example, feasible, good and acceptable timetable are very different from one university to the others subject to their own interpretation. Moreover, different universities are likely to have their own set of timetable constraints that need to be satisfied. In spite of various techniques have been proposed by researchers in recent years to automatically generate solutions to benchmark and real-world timetabling problems, unfortunately, in some cases if not often that an algorithmic approach that is successful for one particular problem may not perform well for other problems.

The construction of a course timetable is a very complex problem common to a wide range of educational institutions. Many factors contribute to this complexity. Among them we distinguish the requirements to satisfy various constraints. For example: each course should be composed of the correct number of lectures, no student can attend more than one lecture at the same time, and one lecture has to be scheduled in exactly one room, etc. [148, 152]. Furthermore, the introduction in many universities of a modular course structure, where each student is allowed to choose a set of subjects, has made the timetabling process (for both courses and exams) even more complex [35]. Hence, the manual process of preparing the timetable is tedious, time consuming, error prone and not even guaranteed to produce a timetable free of constraint violations. The complex nature of the timetabling problem has attracted
the attention of many researchers and practitioners. It has been observed that local search algorithms might be more efficient in solving timetabling problems if the problem is split into smaller sub-problems [33]. Carter proposed a decomposition method to break large instances into smaller sub-problems which then can be successfully handled by a local search algorithm [37]. Recently, some researchers have proposed the use of multi-agent systems for timetabling problems. A Multi-agent system is a network of agents that work together to solve problems that are beyond the agent’s individual capability [124]. Multi-agent systems are distributed and autonomous systems made up of autonomous agents that support reactivity, and are robust against failures both locally and globally [133]. Multi-agent systems have been applied for a long time to problems in other domains such as production scheduling, employee timetabling, e-commerce, etc., and they have produced good results [46, 132, 162].

In contrast, not much research has been conducted on the application of multi-agent systems to tackle educational timetabling problems. Kaplansky et al. claimed that the distributed nature of the timetabling problem can be tackled by using the multi-agent paradigm [93]. Each agent in their model has a different set of requirements that lead them to finding high quality solutions. In order to coordinate their own timetable, all agents in the distributed environment have to communicate and negotiate to avoid conflicts in the process of allocating the shared resources. Kaplansky et al. used mainly a nurse rostering problem to investigate their multi-agent model.

In the present thesis, we propose an asynchronous hyper-heuristic that also incorporates elements of particle swarm optimisation as one of the contributions of this work. Hyper-heuristics are a relatively new type of search methodology with the aim of developing general domain-independent search methods capable of performing well enough, soon enough, and cheap enough across a wide range of optimisation problems [25]. When given a particular problem instance and a number of low-level heuristics, the hyper-heuristic process manages the selection and acceptance of the low-level heuristics to apply at any given time, until a stopping condition is met. A
low-level heuristic is a simple local search operator or domain dependent heuristic.

The work presented by Burke et al. [33] has suggested that advanced algorithms such as evolutionary algorithms will not fully solve the complex timetable problem especially when dealing with large instances. The problem with these algorithms is that to find near-optimal solutions for timetabling is extremely difficult because of the large number of constraints which limit the feasibility of solutions. As a result, Burke et al. [35] later proposed a decomposition method to break a large instance into small sub-problems so that the algorithms were able to handle these smaller problems and find near-optimal solutions. The process of decomposition has also been studied by Carter [37] who used a heuristic method to split large instances into small problems until each sub-problem was small enough to be solved by local search algorithms.

1.2 Summary of Contributions

The focus of this thesis is to investigate meta-heuristic, hyper-heuristic and cooperative search approaches for tackling the university course timetabling problem (UCTTP). In this work, we investigate the Great Deluge algorithm and how this simple yet effective method can improve the quality of the timetable by extending the algorithm with a non-linear decay and floating water level. In recent years, the demand for more general frameworks for decision support systems to aid in the solution of timetabling and other problems has increased. This has driven our work into the development of a general framework for hyper-heuristics. Therefore, it is worth investigating hyper-heuristics and the use of machine learning technique in order to select the low-level heuristics without involving too much parameter tuning. To harvest the benefit of cooperative search, we investigate how beneficial it is when more than one hyper-heuristic cooperate to explore a large region in the search space. We
also propose here several approaches for generating feasible solutions to the UCTTP as the first stage of a two-stage optimisation strategy. In this approach, we study existing methods such as local search, tabu search and graph colouring and investigate how beneficial it is to hybridise those methods to compensate for the weaknesses of each other. Therefore, in this research, we try to find simple algorithms (reducing the complexity, increasing the robustness and effective) rather than very complex ones for UCTTP. We outline next the scientific contributions of the present PhD thesis:

1. Development of four methods for the construction of feasible solutions for the UCTTP.

2. An investigation of the Great Deluge algorithm originally proposed by Dueck [68]
   - Extension of the great deluge algorithm with a non-linear decay rate and floating water level. Evaluation of the benefit of modifying the water level decay rate from linear to non-linear and floating in the great deluge algorithm. Therefore, the Non-Linear Great Deluge (NLGD) acceptance criterion always accepts improving solutions and non-improving solutions are only accepted if the objective function value is less than or equal to a certain water level.

3. A hybridisation of the non-linear great deluge approach with elements of an evolutionary strategy.

4. Development of a non-linear great deluge hyper-heuristic approach with several variants:
   - Non-Linear Great Deluge Hyper-heuristic (NLGDHH-SM) with static memory length.
   - Non-Linear Great Deluge Hyper-heuristic (NLGDHH-DM) with dynamic memory length.
• In this chapter we investigate the non-linear great deluge algorithm within a hyper-heuristic framework. The Non-Linear Great Deluge Hyper-Heuristic (NLGDHH) uses a learning mechanism for the selection of low-level heuristics, and a NLGD acceptance criterion. The learning mechanism has knowledge about the performance of each heuristic during the search. This knowledge is used to guide the hyper-heuristic in selecting a low-level heuristic at each decision point of the search.


• We investigate the effectiveness of asynchronous cooperative search within a hyper-heuristic approach. In this work, particle swarm optimisation, which is inspired by intelligent social and individual behaviour of swarms, was used as inspiration. Based on the hyper-heuristic and particle swarm optimisation perspective, we then proposed a novel search methodology in which the interaction between cooperative low-level heuristics and cooperative hyper-heuristics mimics the particle swarm behaviour.

1.3 Scientific Publications Resulting From This Thesis

The research work described in this thesis has been disseminated in a number of scientific papers already published or under submission. Almost every chapter discusses in this thesis has been published or is in press. The list of papers published or in press is provided below in reverse chronological order:


1.4 Thesis Guide

This thesis consist of nine chapters. This first chapter explained the background, motivation and main aim of this research. The rest of this thesis is organised in the
following way:

Chapter 2 gives a review of the state-of-the art and an analysis of the works which have been published on the subject of university course timetabling.

Chapter 3 gives a detailed description of the problem domain. This chapter also includes the problem formulation and the description of standard benchmark instances (University Course Timetabling Problem) that we used as the test bed for our proposed algorithms.

Chapter 4 is dedicated to the initialisation of timetables. In solving the course timetabling problem, most meta-heuristic approaches fall into one of the following categories: one-stage, two-stage or algorithms that allow relaxations. Our overall solution approach in this thesis falls into the second category, i.e. a two-stage optimisation strategy. Chapter 4 details how we construct a feasible solution for the UCTTP. In order to examine the effectiveness of our proposed construction methods, we conducted experiments by using standard benchmark problem instances and obtained very good results.

Chapter 5 investigates the application of the great deluge algorithm invented by Dueck [68] to the UCTTP tackled here. The aims of the initial study were to conduct a thorough investigation of this simple but effective algorithm, and study how it could be further extended. We also discuss the proposed modification of the linear decay rate in great deluge to a non-linear decay rate with floating water level. We then tested this modified algorithm on the standard benchmark instances to examine how beneficial it is to modify the decay rate. The experimental results on the UCTTP show that the extended great deluge outperforms some of the best results reported in the literature.
Chapter 6 continues the study of the great deluge algorithm proposed in chapter 5 (non-linear decay rate with floating water level). In that chapter we propose the hybridisation of that algorithm with some evolutionary operators in order to further improve the timetable quality.

Chapter 7 furthers our research of non-linear great deluge by implementing a stochastic selection mechanism as a tool to select low-level heuristics. The result is a proposed non-linear great deluge hyper-heuristic method. The difference between this hyper-heuristic algorithm and the algorithm of chapter 5 is the stochastic selection mechanism that takes into account the success rate history of the low-level heuristics. Therefore, the focus of chapter 7 is more on the learning mechanism and how this mechanism selects the low-level heuristic to apply at every decision point. As in the previous chapters, we also use the standard benchmark problem to examine the performance of the proposed learning mechanism.

Chapter 8 incorporates cooperation strategies in our non-linear great deluge hyper-heuristic approach of chapter 7. Asynchronous cooperative search in complex combinatorial optimisation has been studied in many research papers and such strategies have been demonstrated to produce promising results on other problems. We propose the cooperation of low-level heuristics and cooperation of hyper-heuristics with different strategies and acceptance criteria such as non-linear great deluge and simulated annealing. The proposed algorithm is then a population-based algorithm and was inspired by Particle Swarm Optimisation.

Last but not least, the overall conclusions of the work presented in this thesis and research directions for future work in this area are presented and discussed in Chapter 9.
Chapter 2

Literature Review

2.1 Introduction

This chapter discusses some of the fundamental aspects of the automated timetabling research area and some of the previous work in the literature covering different optimisation techniques to tackle course timetabling problems. This chapter also describes several timetabling problems in addition to the university course timetabling problem which is the focus in this thesis.

The content of this chapter is divided into three sections. Section 2.2 defines various educational timetabling problems. Section 2.3 discusses a course timetabling model based on graph colouring. Section 2.4 provides an overview and discussion of the different approaches used to tackle the university course timetabling problem.

2.2 Timetabling

Timetabling can be defined as the process of allocating, subject to constraints on given resources, a number of events in space and time, in such a way as to satisfy as nearly as possible a set of desirable objectives [163]. As noted by Wren [163],
constructing good quality timetables is a difficult task due to the combinatorial and highly constrained nature of most timetabling problems, which are common problems for all institutions of higher education like universities. The construction of a timetable to ensure all activities are in place accordingly is a very challenging task as many factors contribute to its complexity, for example the need to satisfy a considerable number of hard and soft constraints.

A timetable is said to be feasible when it can allocate sufficient resources (room space, time, people, etc.) for every event to take place. As in many other combinatorial problems, the constraints in timetabling can be distinguished into hard constraints and soft constraints. Hard constraints need to be satisfied in all circumstances, whereas soft constraint violations should be minimised to increase the timetable quality, increasing the satisfaction of the people who are affected by the timetable.

Generally, educational timetabling problems can be classified into three main classes according to Schaerf [148]. These classes are:

- School timetabling: a school timetable usually follows a cycle every week for all classes and the objective is to avoid teachers having to attend two classes at the same time. In school timetabling students are normally pre-assigned, only teachers and rooms need to be assigned in the timetabling problem [95]. According to Santos et al. [146], the basic hard constraints that must be satisfied in school timetabling are: (i) no teacher should be assigned to more than one class in the same timeslot; (ii) take into account the teacher's availability for each timeslot; and (iii) allocate the right number of timeslots for each teacher-class pair.

- University course timetabling: university course timetabling is also the weekly scheduling of all lectures of a set of university courses, avoiding lectures that
have students in common being assigned to the same timeslot. Therefore, university course timetabling is the process of allocating, subject to constraints, limited rooms and timeslots for a set of courses to take place. Usually, in addition to constructing a feasible timetable (all hard constraints satisfied), there are desirable goals like minimising the number of undesirable allocations (e.g. students attend more than two consecutive events on a day). Such desirable goals are usually expressed as soft constraints.

- Examination timetabling: the set of university exams needs to be scheduled into a limited number of timeslots (periods) avoiding cases where students take more than one exam in the same timeslot (the clash free requirement). Each room has a certain capacity which must not be violated when assigning an exam or exams to it. These constraints are known as hard because they are inflexible. Besides the hard constraints there are usually several soft constraints that are considered to be desirable but not compulsory. Obviously, significant differences exist across institutions in what constraints they consider compulsory and which they do not [24]. Examples of commonly occurring soft constraints are where students prefer to spread the exams as much as possible throughout the examination week, or the institution wants to schedule large exams earlier (to give more time for marking), some institution staff-members might also have specific preferences, for example, with respect to invigilation duties.

In reality, these two types of problem (examination and course timetabling) are fairly similar in some characteristics, however, there are some distinct underlying differences between them. For example, in examination timetabling, several examinations can be scheduled into one large room at the same time providing that the seating capacity of the room is not exceeded, whilst, this is not possible for course timetabling, where the assignment is generally only allowed one course per room, per timeslot.
As mentioned earlier, different universities have their own particular set of timetable constraints. A common hard constraint is that no student is assigned to more than one course at the same time. In ideal circumstances, a feasible timetable is only considered feasible if and only if all the hard constraints are not violated. Soft constraints, meanwhile, are those that are required to be satisfied as much as possible, in other words, they are desirable but are not compulsory. The quality of the timetable is usually determined by the violation of the soft constraints. In reality, it would usually be impossible to satisfy all of the soft constraints in a given problem. For example, when certain events should occur before certain others or common students should not attend three or more events in successive timeslots occurring in the same day.

In general, although the above timetabling problems share the same basic characteristics, significant differences among them still exist. Extensive surveys on timetabling can be found in [24, 95, 146, 148].

2.3 Graph Colouring Model for University Course Timetabling

Many researchers in the Artificial Intelligent and the Operational Research communities have formulated real world timetabling problems in educational institutions using graph colouring theory. The UCTTP can be modelled as follows. Nodes represent events or courses and edges joining these nodes represent conflicts between the corresponding events (a conflict occurs when at least one student is registered for two different courses) [55]. Therefore, in a graph coloring formulation, given an undirected graph $G = (V, E)$, $V = \{v_1, v_2, v_3..., v_n\}$ is the set of nodes with size $|V| = n$ and $E = \{e_{ij} \mid \exists \text{edge between } v_i \text{ and } v_j\}$ is the set of edges. Therefore, if $(v_i, v_j)$ is an edge in a graph $G = (V, E)$, then vertex $v_i$ is adjacent to vertex $v_j$. The graph colouring
problem is to determine a k-colouring of \( V = \{v_1, v_2, v_3, \ldots, v_n\} \) in such a way that no two adjacent vertices are given the same colour. That is, this means not assigning the same timeslot to conflicting events in the UCTTP.

To illustrate the connection between the graph colouring problem and the UCTTP, Figure 2.1 shows this relationship between graph colouring and timetabling. Graph (1) in Figure 2.1 shows the undirected graph where nodes represent events and arcs connecting nodes represent conflicts between the events. This means that if two events are in conflict (have students in common), they must not be assigned to the same timeslot. This is similar to the well known problem of graph-colouring [20] in which the vertices of a graph must be assigned a colour such that no two vertices sharing a common edge have the same colour. The problem in Figure 2.1 contains ten courses, labelled A to J together with a set of edges showing the conflicting courses. Graph (2) can easily be seen that no solution can be found using fewer than five timeslots (colours), it also shows a colouring that assigns different colours (timeslots) to the adjacent nodes to avoid conflicts. For example, since courses A, B, C, D, F and G all clash with each other and must therefore all be in different colours (timeslots), while Table(3) in Figure 2.1 illustrates how the graph is translated into a real timetable. In this example courses A and J assigned to green colour (timeslot one), courses B, D and I assigned to purple colour (timeslot two), courses C and E assigned to red colour (timeslot three), course F assigned to black colour (timeslot four ) and finally courses G and H assigned to blue colour (timeslot five).
In the related graph problem, the chromatic number is a term that used to indicate minimum number of colours that are needed to colour a particular problem instances. In simple timetabling problem this is equivalent to a course timetabling problem in which the minimum number of timeslots that are needed to construct feasible timetable which is a clash-free. It is said to be that determining the chromatic number is also an NP-hard problem [111].

The identification of cliques is another important feature of graph problems. In the real world timetabling problem instances usually far more complex, sometimes containing up to 1000 courses and will often contain quite large cliques. A clique is a collection of vertices that are mutually adjacent, such as vertices A, C, D, F and G in Figure 2.1. Therefore, when given a graph colouring instance that has a maximum clique size of \( x \), therefore a minimum \( x \) colours will be needed to colour the graph. Finding cliques of a given size within a graph is in itself an NP-hard problem. In the example in Figure 2.1, courses/vertices A, C, D, F and G form a clique and hence the minimum number of colours/timeslots required to solve the problem is five. The task of finding cliques of a given size within a graph is also an NP-hard problem [111].
2.4 Overview of Approaches for University Course Timetabling

2.4.1 Introduction

This section surveys some of the well-known state-of-the-art approaches that have been applied and reported in the literature to solve the UCTTP with different success levels. The aim of this chapter is to provide a brief discussion of some of the standard meta-heuristic, hyper-heuristic and distributed hyper-heuristic methods which are commonly used in many optimisation problems, especially in timetabling optimisation problems. Rather than being exhaustive, the main objective of this survey is to give a consistent background on the state-of-the-art research in this area, which underpins the work in this thesis.

This overview section is divided into three subsections as follows. Subsection 2.4.1.1 gives an overview of meta-heuristic approaches applied to the UCTTP including results reported in the literature. Subsection 2.4.1.2 focuses on more recent approaches where algorithms called hyper-heuristics have been applied to solve the UCTTP. Finally, subsection 2.4.1.3 surveys distributed hyper-heuristics which comprise the more recent research direction in this problem domain.

2.4.1.1 Review of Meta-heuristics

- Constraint-based Methods

Constraint programming is the study of computational systems based on constraints. A constraint can be defined as a restriction on a space of possibility, in other words the restriction of possible values that a variable can take in a given
domain [88]. In this approach, a problem is formulated as a set of variables, each with a finite domain. The objective of this method is to find a consistent set of values which can be assigned to the variables so that the predefined constraints are satisfied. Constraint Satisfaction Problems (CSP) can be formulated as $CSP = (X, D, C)$ where $X$ is a finite set of variables $X = x_1, x_2, ..., x_n$ (for example timeslots or rooms for each course), $D$ is a finite set of domain value, $D = d_1 \times d_2 \times ..., x d_n$, which the variables can take (for example, possible starting times or possible rooms); and $C$ is a finite set of constraints, $C = c_1, ..., c_m$, where the constraints are the relations over subsets of variables (for example classroom requirements or precedence relations between times). Therefore, the final solution of a CSP is an assignment of values to each variable such that all the constraints are satisfied [57, 158].

Constraint propagation is the process of eliminating all values from the domain variables that do not satisfy predefined constraints. Let's say that there are two variables $x_1$ and $x_2$ from the given finite domain $D$, where $x_1 = \{1, 2, 3, 4, 5\}$ and $x_2 = \{1, 2, 3, 4, 5, 6\}$, and there is a constraint $x_1 > x_2 + 1$. The constraint propagation technique works as follows: by reducing the domains of $x_1$ and $x_2$ to $x_1 = \{3, 4, 5\}$ and $x_2 = \{1, 2, 3\}$. The elimination of the values 1 and 2 from $x_1$ domain variable happens as they do not satisfy the predefined constraint $x_1 > x_2 + 1$ and the values 4, 5 and 6 from $x_2$ also conflict with the constraints. However, when another constraint is added, let's say $x_1 + x_2 = 6$ we will find that none of the values can be eliminated from the domain variables. Therefore, in real-world applications, constraints are not always as simple as shown in this example because constraints are often connected with each other. Thus, it will not be practical for this technique to remove all conflict values from the domain variables. In addition, the performance of the constraints propagation technique can be evaluated by assessing the trade-off between the number of
eliminated values from the domain variables and the execution time [105].

CSPs are usually solved by using Constraint Logic Programming (CLP) [58]. This approach combines logic programming and a constraint solving method. Thus, CLP is a logical axiom based programming method, which uses a constraint propagation approach in assigning values from the domain to variables. To reduce the search space, a pruning technique is employed to avoid variable instantiation that is not consistent with the predefined constraints upon the given problem. A network arc-consistency algorithm is used to perform constraint propagation in order to reduce the domain of the variables by eliminating those values which are inconsistent with the constraints [112, 118, 160, 161]. Many search techniques such as branch and bound and backtracking are integrated into CLP to guide the search towards an optimal solution. Problem solving using a CLP approach is also known as Constraint-based reasoning (CBR), a reasoning method that utilises an arc-consistency algorithm for constraint propagation purposes [58].

Constraint based-methods have been extensively studied and applied to course timetabling problems. Zervoudakis and Stamatopolous [165] formulated the course timetabling problem within a constraint programming object-oriented framework and employed the ILOG Solver C++ library for the university course timetabling problem faced by the Department of Informatics and Telecommunications at the University of Athens. They implemented several popular and efficient search methods such as Depth First Search (DFS), Iterative Broadening (IB), Limited Discrepancy Search (LDS) and Depth-Bounded Discrepancy Search (DDS). Their problem instances consisted of 68 lectures with five teaching days and nine timeslots per day. Based on their experimental results, they found that DFS was capable of finding feasible solutions in a short time but it
was unable to improve the quality of the solutions even when executed for a very long time. LDS was able to improve the solution quality in the long-run but sometimes this search method struggles to find feasible solutions. DDS case, the acceptance criterion is too rigid resulting poor quality of solution. And finally, the authors found that IB did not improve DFS's performance significantly.

Deris et al. [58], at first modelled the timetabling problem as a CSP and after that, they formulated it using the CBR technique. The constraint-based reasoning algorithm was tested using real data from one of the colleges in Malaysia. The instance problem consisted of an 18-weeks timetable for 1673 subject sections, 10 rooms and 21 lecturers. In addition, the authors represented their timetabling problem using a graph tree representation of the state space in order to assist the search for solutions. They also employed variable orderings based on the size of the domain and the number of the constraints of the variable to speed up the search process. Their results showed that their algorithm was able to solve the timetabling problem in less than 33 minutes as compared to several weeks when the problem was solved manually.

Deris et al. [59] proposed a hybrid algorithm to solve timetabling planning, in which they incorporated constraint propagation into a genetic algorithm to construct feasible solutions as well as finding near optimal solutions. The authors used the constraint-based reasoning method to validate individual solutions, which were generated by the genetic operators. To evaluate the performance of the proposed algorithm, real timetabling problems from the Faculty of Computer Science and Information Systems, Universiti Teknologi Malaysia were used as a test bed. The experimental results showed that the algorithm was able to generate faster convergence and most importantly the constraint-based reasoning was able to reduce the search spaces. In addition, the proposed hy-
brid algorithm is capable of finding near-optimal solutions.

- **Population-based Meta-heuristic Approaches**

Population-based approaches are also called multiple-point [18] approaches and they consist of a collection of individual solutions which are maintained in a population. At each iteration, an appropriate selection mechanism is used to choose how to update solutions in the population and then new solutions are created which may be included in then new current solution [56, 126]. There are many ways in which we could implement the selection mechanism such as the following [147]:

- **Delete all:** Delete all individual solutions in the current population and replace them with the same number of solutions that have been generated.

- **Steady-state:** In this approach, \( n \) old individual solutions are deleted and replaced with \( n \) new individual solutions. Another consideration which needs to be taken into account is which individual solutions need to be replaced. One common approach is to delete the worst solutions and replace them with solutions of highest fitness. A second approach is to replace individual solutions in the current population at random.

- **Steady-state-no-duplicates:** This selection mechanism is similar to the steady-state approach, however, this method does not allow duplication of individual solutions in the current population. On the other hand, this technique increases the computational cost, since more search space is explored.

**Genetic Algorithms**

Genetic Algorithms (GAs) were proposed by Holland [89] and these are search
methods, which were derived from Darwin’s theory of evolution (survival of the fittest). Bremmermann [21] was the first person who proposed and implemented the idea of evolution and recombination of solutions for optimisation problems. The important feature of GAs is the notion of population. This algorithm generates a set of individual solutions and evolves them over a number of generations (iterations), a process called self-adaptation and recombination. The general GAs procedure is illustrated by Algorithm 1.

<table>
<thead>
<tr>
<th>Algorithm 1: Genetic Algorithm (cited from [103])</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1. Generate initial population.</td>
</tr>
<tr>
<td>Step 2. Evaluate population.</td>
</tr>
<tr>
<td>Step 3. Select individuals that will act as parents.</td>
</tr>
<tr>
<td>Step 4. Apply Recombination to create offspring.</td>
</tr>
<tr>
<td>Step 5. Apply Mutation to offspring.</td>
</tr>
<tr>
<td>Step 6. Select parents and offspring to form the new population for the next generation.</td>
</tr>
<tr>
<td>Step 7. If stopping condition is met finish, otherwise go to Step 2.</td>
</tr>
</tbody>
</table>

Most metaheuristics employ both intensification and diversification strategies. In order to perform intensification in GAs, a selection mechanism is used to select the parents upon which to impose the Darwinian theory of survival of the fittest. The best quality individuals will be more likely to survive for reproduction in the next generation. In contrast, the basic operators that perform the self-adaptation and recombination are called mutation and crossover respectively. These two operators perform the exploration strategy, where they help to investigate new regions of the search space that could not be reached by the intensification strategy alone. There are many variations of Mutation and Crossover [142, 147]. One of the common ways of implementing mutation is to select randomly one or more traits in the chromosome (individual) and then change them at random with usually low probability. Recombination is
the process of combining two or more parents to create new solutions, potentially of better quality than the parents (this new solution is called offspring). There are many ways of achieving this, and the simplest and most frequently used are single-point and two-point crossover. In both of these, one or two points respectively are selected randomly to split the chromosome of the parents into sections. The sections on one side of the split point from one parent are then exchanged with the sections from the other parent. Once the offspring have been created using crossover and mutation, it is essential to decide which individual from the previous generation should be kept in the parental population. The process of replacing the individual solutions with the new offspring in the population is called the replacement scheme. This approach could be implemented in many ways, and schemes include both non-elitist strategies and elitist strategies. Non-elitist approaches replace all individual solutions in the current population, while an elitist strategy maintains the best individuals in the current population with the hope that the good-quality genetic material can be inherited by the offspring in the next generation [113].

Erben and Kepler in [74] presented a prototype for the automated construction of timetables, employing genetic algorithm techniques. The main aim of the system was to generate feasible solutions while satisfying as many constraints as possible. An initial random population of feasible solutions was generated at the first step. The proposed algorithm must start with a feasible timetable and always stay in the feasible region of the search space. The genetic operators such as mutation and crossover were developed to use the knowledge specific to the particular problem. In other words, these specialised genetic operators only produce feasible solutions. The authors claim that the results generated from the experiments were quite promising, however a number of improvements still need to be done, for instance to find the optimal parameter settings.
Ueada et al. [159] presented a two-phase genetic algorithm and introduced two types of populations, one for class scheduling and another for room allocation. Both populations were evolved independently and each individual fitness was then calculated. The individuals with the lowest cost were selected for crossover and then the resulting cost was calculated. These steps were repeated until the stopping criterion was satisfied. The algorithm was tested on a real-world problem instance, derived from the Faculty of Information Science at Hiroshima City University. Based on the experiments conducted, the algorithm was able to generate feasible solutions. However, the algorithm failed to find a feasible solution when the average room utilisation ratio was high. The room utilisation ratio is the proportion of time that a room is used within a given period of time. Thus, the room utilisation ratio multiplied by the number of periods in a week gives the average frequency of the use of a room per week.

Konstantinow and Coakley [96] presented an investigation of genetic algorithms to course timetabling problems. In their procedure, once the initial solution is generated, the genetic algorithms are applied to repair the schedule in reactive scheduling. In this specific problem domain, two types of schedule perturbations were employed. One perturbation called 'surges', consisted in changing the student load that can affect the instructors that need to be assigned. The second perturbation, called 'encroachment', referred to when students have to repeat classes or change their class assignment based on previous year's assignment. The results of the experiment clearly showed that the genetic algorithm was a suitable approach under a variety of changes in the student load.

Lewis and Paechter [106] employed four types of crossover operators in their proposed evolutionary algorithms. These operators were: sector-based crossover,
day-based crossover, student-based crossover and conflicts-based crossover. The authors also employed a mutation operator which selects two genes $x(a, b)$ and $x(c, d)$ in the chromosome at random such that $x(a, b) \neq x(c, d)$, and swaps them. For all operators, whether crossover or mutation, a similar approach of genetic repair function was then applied, to avoid unfeasible solutions and make sure the crossover operators always produce legal offspring. The genetic repair function is responsible for moving events in order to recover feasibility. A steady state population was employed, where the offspring with the best quality in terms of their fitness, will replace the lower quality parent in the population. The replacement of a parent by a higher quality offspring is done once in each generation so the population evolves in a steady-state fashion. To measure the performance of the algorithm, experiments were conducted using the ITC 2002 dataset [91] as a test bed. The results showed that the conflict-based crossover operator is the most effective crossover method and was capable of producing the best results within the time limit and always outperform the others. Later, Lewis and Paechter in [107] proposed a grouping genetic algorithm (GGAs) and generated their own sixty test instances. GGAs are a class of algorithms that are specialised for grouping problems. According to De Lit et al. [54] the grouping problem involves partitioning a set of $U$ of items into a collection of mutual disjoint subsets of $U_i$ of $U$ such that $\cup U_i = U$ and $U_i \cap U_j = \emptyset$ for all $i \neq j$. Therefore, in the timetabling case, the items represent the list of events and the groups represent the available timeslots. Hence, a valid timetable means each event must be in the right timeslot, complying with predefined hard constraints. The instances were separated into three classes: small, medium and large. The algorithm only found 23 feasible solutions out of 60 instances.

Ant Colony Optimisation

Ant colony optimisation algorithms (ACO) are a class of population-based meta-
heuristics. They were initially proposed by Colomi, Dorigo and Maniezzo in early 1990’s [40, 65, 64]. This method was inspired by the observation of the foraging behaviour of real ant colonies and in particular, how ants find the shortest path from a food source to their nest [66]. Normally, real ants are able to find their nest as long as the food source is not too far away from their nest. Initially, ants explore the area surrounding their nest at random and drop a pheromone trail on the ground while walking from their nest to food sources and vice versa. When ants choose their paths, they will first examine the pheromone on the path and turn towards the direction where there is a greater level of concentration of pheromone. The pheromone on the path dropped by the ant dissipates as time passes, therefore the highest concentration of pheromone normally occurs in the shortest path and, obviously, it is more attractive to ants. Besides that, the quantity of pheromone on the path is also determined by quality and the quantity of the food the ants carry back to their nest.

Socha et al. [152] presented a MAX-MIN ant system for timetabling where they transformed the assignment of each of the events to one of the possible timelots into an optimal path problem which the ants are able to tackle. In order to make the transformation possible, they first selected a suitable construction graph that the ants can follow easily. Second, they designed the most appropriate pheromone matrix and heuristic information that was able to guide the ants to choose the right paths in the graph. Therefore, the fundamental elements of the proposed system required the authors to map their problem into a construction graph. The pheromone level within the predefined bound $\tau_{\text{min}}$ and $\tau_{\text{max}}$ will influence the assignment of the courses to the timeslots. Then, rooms are assigned to event-timeslot pairs using the matching algorithm to produce a full timetable, which is then further improved by local search. Socha et al. found that the artificial ants were indeed capable of learning to construct good
timetables. Later, Socha et al. [153] compared their MAX-MIN ant system to an ant colony system but the former algorithm had a better overall performance. The main difference between these two algorithms is on the strategy to update the pheromone.

Mayer et al. [115] applied Ant Colony Optimisation to tackle the post enrolment course timetabling problem which has been specified in the International Timetabling Competition 2007. In that implementation, ants assigned events to rooms and timeslots based on two types of pheromone $T_{ij}^x$ and $T_{ik}^x$. These pheromone types represent the probabilities of assigning an event $i$ into slot $j$ and room $k$ respectively. Based on the results obtained, their experiments showed that the proposed algorithm seemed to be very well suited to the timetabling problem. The authors argued that with longer running times better results could be obtained.

Memetic Algorithms

Memetic Algorithms (MAs) include a broad class of metaheuristics that were inspired by models of adaptation in natural systems that combine evolutionary adaptation of populations of individuals with individual's life-span time scale. Hence, MAs are also known as Evolutionary Algorithms (EAs), Hybrid Genetic Algorithms, Genetic Local Search, Baldwinian GAs, and Lamarckian GAs [85, 98]. The central theme of MAs is the hybridisation of a local search approach with crossover and mutation operators, enabling the algorithm to find solutions with the best fitness value among neighbouring solutions. Therefore, MAs are specifically designed to exploit all available knowledge about the problem under study (Moscato [120, 121]). In addition, another mechanism called problem and instance-dependent knowledge was introduced to speed-up the search process [122]. With these new features, MAs have proved to be a type of
EAs that are fast and accurate [98, 150, 129], with the algorithm allowing chromosomes (solutions) to improve throughout their life time [150]. The general procedure of memetic algorithm can be shown in Algorithm 2.

**Algorithm 2: Memetic Algorithm (cited from [98])**

```
Initialize: Generate an initial population;
while (not some stopping condition do) do
    Local Search (Parent, \( P_k \));
    mating Pool := Select Mating(Parents);
    Offsprings := Cross(mating Pool);
    Mutate(Offspring);
    Parents := Select(Parents, Offsprings);
```

Burke and Landa-Silva in [28] gave an account of memetic algorithms for scheduling and timetabling problems and also gave some design guidelines. In a memetic algorithm, the genetic or evolutionary part of the memetic algorithm simulates the genetic evolution of individuals through generations and the local search simulates the individual learning [28]. Paechter et al. [136] used various types of mutations in their memetic algorithm, such as blind mutation, selfish mutation and co-operative mutation. Real-world problem instances from the Computer Studies Department at Napier University were used to evaluate the effectiveness of the various mutations. Later, Paechter et al. [137] came out with another version of their memetic algorithm as an extension to their previous approach in [136]. This time they made some improvements on the user interface as well as the timetable engine. In addition, the authors defined two concepts: a feature (a property satisfied by some resources or events) and a container (a resource that can hold other similar resources, including other containers). Their extended memetic algorithm was tested using Napier University science faculty problem instances. From the experimental results Paechter et al. found that their version of memetic algorithm worked well. In addition, the
system was able to produce a feasible solution quickly, and within short enough time, the system was able to generate better solutions than those produced manually. Rossi-Doria et al. [144] implemented a memetic algorithm and tested it on the 20 instances of the ITC 2002. The approach was considered effective on that problem domain. Ozcan et al. [10] implemented different types of mutation strategies and two type of crossovers operators: one-point crossover and uniform crossover. Ozcan et al. tested their memetic algorithm on real timetabling data from Yeditepe University in Turkey. Experiments carried out demonstrated that genetic search combined with hill climbing achieved the best performance.

Hybrid Harmony Search

Al-Betar et al. [9] proposed a hybridisation strategy search called harmony search algorithm (HHSA). This algorithm is composed of the main procedure called Harmony Search Algorithm (HSA), which was first developed by Geem et al. [78]. Al-Betar et al. introduced Hill Climbing Optimisation (HCO) as a new operator for HSA in order to improve the quality of the new harmony in each run. In HSA, few parameters play an important role to drive the success of the algorithm and they are: harmony consideration rate, harmony memory size, pitch adjustment rate and number of improvisations. The exploration and exploitation will be determined by the memory consideration and random consideration respectively. The pitch adjustment is responsible for local improvement, and the size of the local improvement is normally determined by the number of decision variables for the specific problem. Therefore, the size of the local improvement is formulated by the probability of harmony consideration rate and pitch adjustment rate. The idea behind this hybrid approach is to find the trade-off between local improvement and global improvement, which are performed by HCO and HSA respectively. Their experimental results show
that the approach is able to produce high quality solutions. With the promising results shown by the hybridisation strategy and with inspiration from particle swarm optimisation concepts, the authors then introduced the modification of the memory consideration operator. This operator mimics the current best harmony. From their experimental results, the operator was able to bring further improvement and was also able to find the best results in four out of five medium instances proposed by Socha et al. [152].

**Single-solution Meta-heuristic Approaches**

Single-solution meta-heuristics approaches are also called single-point [18] algorithms and differ from population-based approaches in that they improve and maintain a single solution from the beginning until the end of the search process. These approaches employ different strategies to avoid getting stuck in local optima and explore other areas of the solution space. Example of the strategies such as applying different criteria to accept worst solution or hybridised different techniques from several existing heuristics. A brief account of single-solution metaheuristic approaches is given in the following:

**Tabu Search**

The tabu search methodology was first introduced by Glover [81] back in 1986, although most of the elements in tabu search had already been introduced earlier by Glover [80]. Since then, many papers have been published presenting tabu search algorithms applied to several problem domains, like course timetabling [72], examination timetabling [79, 62], school timetabling [145, 60], job shop scheduling [139, 90], personnel timetabling [155] and many more. The basic idea of tabu search is to prevent cyclic repetition of recent moves by using
memory structures called *tabu lists*, which enable the algorithm to memorise some elements of the search history. The reason for using memory is to avoid the algorithm visiting the same neighborhoods for at least a certain duration. The tabu *list size* identifies the number of recently visited solutions or their attributes which are classified as tabu. In addition, the *tabu tenure* defines the duration (usually determined by the number of iterations) that solutions or attributes remain tabu. The concept of the tabu search is quite powerful indeed, and sometimes some attractive moves might be prohibited to take place because of the tabu list. Therefore, in order to mitigate this problem, *aspiration criteria* are introduced to override the tabu status and allow solutions which are better than the currently-known best solution.

In the course timetabling problem domain, many researchers have proposed tabu search. Costa [44] for example, implemented two tabu lists $T_1$ and $T_2$ to prevent cycling. The first tabu list consists of lecture $l$ that has been selected to move from timeslot $t_1$ to $t_2$. Therefore, whilst the lecture still remains in the tabu list $T_1$, any action performed to move the lecture $l$ from its current timeslot is prohibited. In the second tabu list, the author introduced the pair of lecture $l$ and the previous timeslot $t$, $(l, t_1)$. It means that while the pair remains in the tabu list, lecture $l$ cannot be moved to timeslot $t_1$. As a diversification strategy, the author designed the system in such a way that allowed drastic reduction in weights of the relaxed constraints. That means that the algorithm forces the search activity to discover solutions which are considered of "decent" quality and try to explore a large area as possible of the search space. By reducing the weights, the algorithm will be able to concentrate on less important relaxed constraints, yet, the diversification is not utterly random. Experimental surveys were conducted to access the effectiveness of the algorithm, where two real world problem instances were used: high school of Porrentruy, a town close to
the French border in the north of Switzerland and a secondary school of Sierre, a town in the region Valais in the south of Switzerland. Both experimental results indicated that the algorithm was able to generate good quality of timetable solutions. The author noted that it was necessary to fine-tune the parameters (weights and tabu lists) by preliminary experiments.

Nanobe and Ibaraki [127] developed a tabu search-based algorithm for the constraint satisfaction problem and employed an automatic control mechanism for the tabu tenure with the objective of minimising the total weight of the unsatisfied constraints. The system developed by the authors was mainly proposed as a general problem solver and tested on a wide range of problems, among them the university course timetabling problem. Their experiments showed that the system was able to generate competitive results compared to the results obtained by existing algorithms for the respective problem domains. Colorni et al. [41] investigated three well-known meta-heuristic algorithms namely simulated annealing, tabu search and genetic algorithm and tested them on a high school course timetabling problem. In the tabu search, the authors introduced a variable-sized tabu list where there are minimum and maximum lengths for the tabu list and the actual length is changed at random during the search. Their results showed that the tabu search implementation consistently outperformed the genetic algorithm and simulated annealing implementations used.

Schaerf [149] implemented a tabu search methodology tackling large high school timetabling problems. In their tabu search procedure, each executed move was added to the tabu list and the size of the tabu tenure was determined at random within predefined lengths \( I_{\text{min}} \) and \( I_{\text{max}} \). The size of the tabu tenure was updated when a new move was added to the tabu list and the move was released from the tabu list when the size of its tabu tenure became zero. The
standard aspiration criterion function was employed to override the tabu status when an improvement of the cost function was achieved. Results showed that their proposed algorithm was capable of scheduling 90% to 95% of the lectures. The experimental results also showed that the quality of the results outperform manually generated timetables.

Alvarez-Valdes et al. [11] employed tabu search for assigning students to courses sections in order to produce high quality timetables as well as to balance the students enrolment across sections. This assignment process uses two phases. The first phase generates a set of best solutions for every single student. The second phase combines the sets of solutions and employs tabu search with strategic oscillation to further improve the timetable quality without worsening the solution of every single student. The proposed algorithm was tested using real-world problem instances from the Faculty of Mathematics at the University of Valencia. From their experimental results, the authors suggested that the quality of the schedule depends on the structure of the master schedule. Alvarez-Valdes et al. [12] implemented tabu search to solve the course timetabling problem in three phases. Phase one constructs an initial solution. Phase two uses the solution obtained in phase one and employs an improvement procedure. The final phase takes care of room assignment and improves it without changing the original assignment of courses to timeslots. The important part of the algorithm is phase two, where tabu search improves the quality of the initial timetable. The authors employed several moves such as: simple move, swap, and multi swap to build an effective algorithm. The tabu list with length 24 and variable size of tabu list (dynamically changed between 6 to 48) were also implemented. The standard aspiration criterion was applied, where a tabu move is allowed whenever it produced a better solution. Experimental tests were conducted using real-world problem instances from the Business School at the University
of Valencia. The results showed that the type of move used influences the performance of the algorithm. The tabu list length also played an important role; the dynamic tabu list length obtained better results compared to the static one.

Lu and Hao [110] proposed the integration of tabu search and iterated local search and called their approach Adaptive Tabu Search. The proposed method employed two neighbourhood structures namely *SimpleSwap* and *KampeSwap*, and a standard tabu list to prevent the cycling of previously visited solutions for both moves *SimpleSwap* and *KampeSwap*. They also implemented the standard aspiration criteria where the tabu status will be revoked if there is no danger of cycling because a better solution is found. In order to guide the search efficiently, they used a special operator called penalty-guided perturbation. The main function of that operator was to disturb the local optimum solution. The proposed algorithm was tested on the curriculum-based course timetabling instances of the International Timetabling Competition 2007. That algorithm was ranked second in the competition.

**Variable Neighbourhood Search**

Variable Neighbourhood Search (VNS) is basically a local search descent (from a minimisation perspective) method and it was first introduced in [117]. The VNS heuristic does not accept worse solutions and it has several variations. The basic idea of this approach is that a number of neighbourhood structures are used in a systematic order during the search. In particular, a different neighbourhood is explored whenever the local search is stuck in some local optimum. Abdullah et al. [5] implemented a basic VNS (VNS-basic) and also a modification in which they used an exponential monte carlo acceptance criterion (VNS-EMC) at the VNS level. Monte carlo acceptance criterion is similar to simulated annealing, the only difference is no temperature involve in this crite-
rion. The main purpose of applying the Monte Carlo acceptance criterion was to improve the exploration by accepting worsening solutions at certain probability hoping to find more promising neighbourhoods. They employed a number of neighbourhood structures ordered in a certain sequence by increasing the size based on their preliminary experiments. Therefore, in order to obtain the right sequence, preliminary experiments needed to be conducted whenever a new neighbourhood structure is added. This approach was tested on the university course timetabling problem instances proposed by Socha et al. in [152].

A performance comparison of VNS-basic and VNS-EMC variants with ordering and without ordering of neighbourhoods was made and the results showed that with ordering both variants, VNS-Basic and VNS-EMC, performed better than or equal than without ordering.

Randomised Iterative Improvement Algorithm with Composite Neighborhood Structure

Later, Abdullah et al. [4] extended their investigation and introduced the hybridisation of VNS and a tabu list. The tabu list was used to penalise the neighbourhood structures that do not perform well or do not lead to promising solutions after a certain number of iterations. The results they obtained were better than or equal to their previous technique in [5] on seven instances. Their algorithm is shown in Algorithm 3 where each neighborhood \( i \in 1 \ldots k \) is applied to solution \( Sol \) to obtain a new set of temporary solutions \( TempSol_j \). Then, the best solution among all \( TempSol_j \) is selected to become the new solution \( Sol^* \). If \( Sol^* \) is better than the best solution so far \( Sol_{best} \) then \( Sol^* \) also replaces \( Sol_{best} \). Otherwise, the monte carlo acceptance criterion is applied after calculating \( \delta = f(Sol^*) - f(Sol) \).
**Algorithm 3:** Randomised Iterative Improvement Algorithm with Composite Neighborhood Structure (cited from [5])

Set the initial solution Sol by employing a constructive heuristic;
Calculate initial cost function \( f(Sol) \);
Set best solution \( Sol_{best} \leftarrow Sol \);
while (no termination criteria) do
  for \( i=1 \) to \( i=k \) where \( k \) is the total number of neighborhood structures do
    Apply neighborhood structure on Sol;
    TempSol;
    Calculate cost function \( f(TempSol_i) \);
    Find the best solution among the \( (TempSol_i) \) where \( i \) in 1, ..., \( k \) call new solution \( Sol^* \);
    if \( f(Sol^*) < f(Sol_{best}) \) then
      \( Sol \leftarrow Sol^* \);
      \( Sol_{best} \leftarrow Sol^* \);
    else
      \( \delta = f(Sol^*) - f(Sol) \);
      Generate RandNum, a random number in [0,1];
      if \( \text{RandNum} < e^{-\delta} \) then
        \( Sol \leftarrow Sol^* \);
    end else;
  end while;

**Simulated Annealing**

Simulated annealing has been broadly studied and it is an extension of Hill-Climbing, in which non-improving candidate solutions are accepted with a certain probability to attempt escaping from local optimum. The probability of accepting worse solutions in simulated annealing is usually expressed as

\[
P = e^{-\delta/T},
\]

where \( \delta = f(S^*) - f(S) \), \( S^* \) is the new solution, \( S \) is the current solution, \( f \) is the cost function and the parameter \( T \) denotes the temperature. It is also usually suggested that the search should start with high temperature and to reduce it gradually towards the end of the search process. One way of reducing the temperature is \( T_{i+1} = T_i \times \beta \) (geometric cooling schedule). The selection of \( \beta \) for a particular problem is typically done empirically. The pseudocode of simulated annealing is given in Algorithm 4.
Algorithm 4: Simulated Annealing Algorithm (cited from [103])

Step 1. Generate initial current solution \( x \).
Step 2. Temperature = Initial Temperature.
Step 3. Generate candidate solution \( x' \) from current solution \( x \).
Step 4. If \( \text{fitness}(x') \geq \text{fitness}(x) \) then \( x = x' \).
Step 5. If \( \text{fitness}(x') \leq \text{fitness}(x) \) then calculate Acceptance Probability.
   Step 5.1 If Acceptance Probability > random \([0,1]\) then \( x = x' \).
Step 6. Update Temperature according to Cooling Schedule.
Step 7. If stopping condition met finish, otherwise go to Step 3.

Tuning simulated annealing is difficult as noted in an early application of this algorithm to the timetabling problem [53]. Different improvements of the basic simulated annealing algorithm have been suggested, such as adaptive cooling where the temperature is reduced or increased depending on the success of the local search move. Another variation of simulated annealing called multiple-neighbourhoods-based simulated annealing algorithm was implemented by Yan et al. [164]. The authors tested their algorithm on course timetabling problems and found that their approach was effective in finding the optimal solution from an enormous search space thanks to the adaptive cooling method.

Elmohamde et al. [73] proposed simulated annealing and employed several cooling schedules: geometric, adaptive, and adaptive with reheating. The proposed algorithm with different cooling schedules were tested on real data from Syracuse University. Based on their experimental results they found that simulated annealing with adaptive cooling with reheating outperforms other approaches.

Cambazard et al. [36] applied simulated annealing to minimise the violation of soft constraints in timetabling. The authors employed one single type of move, which changes the position of an event into a conflict free timeslot and reassigns the events within a given timeslot in order to minimise the room conflicts. Therefore, only feasible moves are allowed. Improving and sideways (same
quality different solutions) moves are always accepted and the worse moves are accepted depending on the simulated annealing acceptance probability given by

\[ P_{\text{acceptance}}(\Delta, \tau) = e^{-\frac{\Delta}{\tau}}. \]

The initial temperature \( \tau \) was chosen dynamically and decreased as the search progresses. A standard geometric cooling is employed at each step \( \tau_{n+1} = 0.95 \times \tau_n \). The algorithm was tested on the post enrolment-based course timetabling instances of the international timetabling competition 2007, and this algorithm was officially announced as a winner.
Great Deluge

The great deluge algorithm was first introduced by Dueck in [68] and the basic idea of this algorithm is similar to simulated annealing. However, great deluge is said to be less dependent upon parameter tuning compared to simulated annealing. In fact, great deluge needs only two parameters. These parameters are: 1) the amount of computational time that the user wishes to spend on the search and 2) the expected quality of the final solution. During the search, a new candidate solution is accepted if it is better or equal than the current solution. A candidate solution worse than the current solution will only be accepted if the detriment in quality of the candidate solution is less than or equal to a pre-defined upper limit (called water level). The pseudocode of the great deluge is given in Algorithm 5.

**Algorithm 5: Great Deluge Algorithm (cited from [22])**

Set the initial solution \( s \);
Calculate initial cost function \( f(s) \);
Initial level \( B_0 = f(s) \);
Specify input parameter \( B = ? \);

while (not some stopping condition)
do

Define neighborhood \( N(s) \);
Randomly select the candidate solution \( S^* \in N(s) \);
If \( f(S^*) \leq f(s) \) or \( f(S^*)(\leq B) \) then
\( 
\) accept \( S^* \);
\( 
\)
Lower the level \( B = B - \Delta B \);

The great deluge algorithm was applied to course timetabling problems in [22]. The authors used the ITC 2002 datasets. In that paper, the authors claimed that their algorithm showed similar behaviour on all problem instances. Based on their experiments, they observed that the fluctuations of the penalty values were very obvious at the beginning of the search, but, later, intermediate solutions moved closer to the current cost line. Overall, their experimental results
showed superiority of the Great Deluge algorithm when compared to their implementation of simulated annealing.

Petrovic and Burke reviewed approaches to university course timetabling in [138]. They argued that a major drawback of many metaheuristic approaches for this problem and other scheduling problems was that these approaches are in general very dependent upon a range of parameters. The effectiveness of a given metaheuristic for a given problem is very much dependent on the success of parameter settings. For example, in the cooling schedule in simulated annealing, choosing the wrong starting and ending temperature will not result in good final solutions. On the other hand, choosing the right parameter settings is usually difficult especially for non-expert users of metaheuristics. Therefore, this difficulty led Petrovic and Burke to suggest the investigation of metaheuristic approaches that are not as dependent upon parameter settings. They developed a timetabling method based on the great deluge algorithm. In their approach, the acceptance of a local search move in great deluge is guided by two criteria. A better solution is always accepted while a worse solution is accepted only if the evaluation function value is less than or equal to the upper limit (level) as it is usual in great deluge. The upper limit is lowered during the run by the decay, and it is always fixed in every iteration. The decay is a function of two parameters, the amount of computational time available and the desired quality of the final solution. The decay can be computed as the difference in quality between the initial solution and the estimated desired final solution and this difference is divided by the desired number of local search moves.

Hybrid Meta-heuristics

Kostuch [97] combined a sequential heuristic and simulated annealing to solve course timetabling problems and tested that approach on the ITC 2002 datasets.
In fact, Kostuch was announced as the overall competition winer. That hybrid approach consisted of three phases. In the first phase, a sequential heuristic is used to generate the initial feasible timetable. Then, the second phase employs simulated annealing to minimise the violation of the other soft constraints (no students should have only one class on a day and no students should attend more than two consecutive classes on a day). In this second stage, the algorithm does not allow the move of events that lead to infeasible timetables neither does the algorithm accept moves that could violate the soft constraint related to placing events in the last slot of the day. In the third and final phase, simulated annealing is used to further improve the quality of the timetable. According to Kostuch, this third phase played a major part in the hybrid algorithm. In this stage, only local search moves that do not violate hard constraints and moves of events that can be assigned to a different room within the same timeslot were accepted.

Another hybrid approach is the one proposed by Chiarandini et al. in [39]. At the top level, that algorithm first creates several assignments and only the best assignments are selected to be improved by simulated annealing. This hybrid approach consisted of two steps. First they applied buildAssignment to construct a group of initial solutions and then each of the initial solutions is made feasible by HardConstraintsSolver. For further processing, FastLocalSearch is selected to improve the quality of the timetable. In the assignment representation they used the work in [151]. Chiarandini et al. used different neighborhood schemes for the two sub-procedures to tackle hard and soft constraints. Two neighbourhoods are used to generate an initial feasible solution. N1 moves a single event to a timeslot selected at random. N2 swaps the timeslot and room between two events. For the soft constraints solver, two more neighbourhoods were used. N3 swaps events assigned to two different timeslots and N4 is defined
by Kempe chain interchanges [156]. The search strategy uses a list of events randomly ordered and goes through the list trying the moves available in the given neighbourhood until an improvement is found. The authors applied constructive heuristic to create the initial solutions. This approach constructs the initial solutions by assigning the list of events into limited timeslot and rooms one at a time.

Abdullah et al. [6] implemented great deluge and tabu search to tackle the university course timetabling problem. The proposed algorithm consisted of two parts: construction and improvement algorithms where four neighbourhood structures were employed. Move N1: choose a single course at random and move it to a feasible timeslot that can generate the lowest penalty cost. Move N2: selects two courses at random from the same room (the room is randomly selected) and swaps their timeslots. Move N3: move the highest penalty course from a random 10% selection of the courses to a new feasible timeslot, which can generate the lowest penalty cost. Move N4: move the highest penalty course to a random feasible timeslot (both courses are in the same room). In part one, in order to construct feasible timetables they employed a saturation degree strategy which starts with an empty timetable. In this approach the events with fewer possible rooms available will be scheduled first and the process of allocation stops when a feasible solution is found. In the case that feasibility is not achieved, the execution of phase 2 will be carried out. In this phase only neighbourhood moves N1 and N2 are applied. Procedure phase two runs as follows: apply N1 for a certain number of iterations, stop if feasible solution is found, otherwise apply N2 for a certain number of iterations. The construction of feasible solutions based on this procedure gave no proof that this constructive heuristic guarantees to find a feasible solution for a given instance. Therefore, solutions were made feasible before the minimisation of soft
constraint violations takes place. The improvement part will be executed when a feasible solution is available, and the search never goes back to the infeasible region. Three steps are involved in the improvement part. Step one employs great deluge followed by tabu search. Step two and step three compare the solution obtained in step one and step two. The best solution between those two algorithms is chosen. If the quality of the best solution between step one and two is less than the quality of the current solution, then the current solution will be updated. The proposed algorithm was tested on 11 standard benchmark instances of the university course timetabling problem. Each instance was solved five times and results were compared to those reported in the literature. Based on their experimental results, their approach produced better results at the time on all datasets except the large one. The pseudo-code for the algorithm implemented by Abdullah et al. [6] is shown in Figure 6.

![Algorithm 6: Great Deluge and Tabu Search Algorithm (cited from [6])](image)

**Algorithm 6: Great Deluge and Tabu Search Algorithm (cited from [6])**

Set the initial solution Sol by employing a constructive heuristic;

Calculate initial cost function \( f(Sol) \);

Set best solution \( Sol_{best} \rightarrow Sol \);

while (not some stopping condition do) do

Step 1: Great Deluge

Step 2: Tabu Search

Step 3: Accept Solution

Choose the best between \( Sol_{bestGD} \) and \( Sol_{bestTS} \); called \( Sol^* \)

if \( f(Sol^*) < f(Sol_{best}) \) then

\( Sol \leftarrow Sol^* \);

\( Sol_{best} \leftarrow Sol^* \);

\( Sol_{best} \leftarrow Sol^* \);

2.4.1.2 Review of Hyper-heuristic

The course timetabling problem has been solved using a wide range of heuristics and metaheuristics. However, the main drawback of metaheuristics is that they are domain specific. In recent years, hyper-heuristics have emerged as a new search
methodology that is motivated by the goal of increasing the level of generality of metaheuristics. The aim of hyper-heuristics is to develop general domain independent search methodologies that are capable of performing well enough, soon enough, and cheap enough across a wide range of optimisation problems [25]. Besides that, another goal of hyper-heuristic is to produce a generic method, able to generate acceptable quality of solutions based on a set of easy-to-implement low-level heuristics [26].

The term hyper-heuristic has been defined to describe the process of using (meta) heuristics to choose (meta) heuristics in [27]. It is a process which, when given a particular problem instance and a number of low-level heuristics, manages the selection and acceptance of the low-level heuristic to apply at any given time, until a stopping condition is met. A low-level heuristic is a simple local search operator or domain dependent heuristic. A hyper-heuristic operates at a higher level of abstraction without knowledge of the domain under which it operates. The hyper-heuristic searches in the space of low-level heuristics instead of operating on the solution space directly. One of the main challenges in designing hyper-heuristics is to be as general as possible on how to manage the low-level heuristic with minimum parameter tuning.

Early research work on hyper-heuristics emphasised on the development of advanced selection strategies. Soubeiga [154] proposed random, greedy, and choice function hyper-heuristics with two acceptance criteria namely AM (All Moves) and IO (Improving Only). The random hyper-heuristic selects randomly the next low level heuristic to apply at each decision point of the search. The greedy hyper-heuristic selects always the best low level heuristic. The choice function hyper-heuristic uses reinforcement learning to guide the choice of low level heuristics. Another learning mechanism based on tabu search was proposed by Burke et al. [27] to solve the nurse rostering problem. In the tabu search hyper-heuristic, a tabu list was incorporated
to prevent the acceptance of low level heuristics with poor performance for a certain number of iterations. Ross et al. [143] used a learning classifier system to learn which heuristics were more useful than others in a bin packing problem. Several Genetic Algorithm (GA) based hyper-heuristics have also been developed. Cowling et al. [45] proposed a GA based hyper-heuristic to solve a trainer scheduling problem.

Other high level strategies have also been investigated within the framework of hyper-heuristics. Burke et al. [31] developed a case-based hyper-heuristic for timetabling problems which selects low-level heuristics based on their performance in previous similar situations. Burke et al. [32] proposed an ant-based hyper-heuristic for solving a presentation scheduling problem.

Recently, hyper-heuristics have also been successfully used to solve the university course timetabling problem. Burke et al. [27] proposed a choice function hyper-heuristic which uses a tabu list to guide the iterative application of a set of simple local search heuristics. They used the same six local search heuristics proposed by Socha et al. [152]. The choice function assigns a fitness value to each heuristic according to their success during the search. Also, Burke et al. [29] applied a graph-based hyper-heuristic in which a tabu search procedure is used to change the permutations of six graph colouring heuristics before applying them to construct a timetable. The key feature of this approach is to find good orderings of constructive heuristics to schedule the events. Bai et al. [17] developed a simulated annealing hyper-heuristic for solving the university course timetabling problem; their method selects low-level heuristics based on a stochastic ranking mechanism.

2.4.1.3 Review of Distributed Hyper-heuristics

Recently, researchers have proposed the use of multi-agent systems for tackling timetabling problems. A multi-agent system (MAS) is a network of agents that work together to
solve problems that are beyond the agents' individual capabilities [124]. Multi-agent systems are distributed and autonomous systems made up of autonomous agents that support reactivity, and are robust against failures locally and globally [131]. Multi-agent systems have been applied for a long time to other problem domains such as e-commerce, production scheduling, etc., and they have produced impressive results. In contrast, little research work has been done in applying these systems to educational timetabling. Kaplansky et al. claimed that the distributed nature of the timetabling problem can be tackled by using the multi-agent paradigm [93]. Each agent in their model has a different set of requirements that lead them to the different quality of solutions. In order to coordinate their timetables, all agents in the distributed environment have to communicate and negotiate to avoid conflicts in the process of allocating the shared resources. In the real world, education institutions are composed of departments that need to construct their timetables independently, while trying to minimise the shared courses conflicts. For example, students from the department of business and students from the department of economics might be interested to attend courses offered by the department of computer science and vice versa. In order to avoid shared courses conflicts (i.e. global conflicts ) the timetables from all departments must be constructed to yield a coherent compatible solution. Besides that, hard and soft constraints need to be considered. According to Di Gaspero et al. [61], a department is usually not willing to share their timetabling information with other departments. Therefore, they assumed that all constraints are unknown to each department. By formulating their model, they proposed an architecture for a multi-agent system to tackle university course timetabling problem. In their approach, no global objectives need to be satisfied. Therefore, their designed agents which represent every department, negotiate with selfish behaviour to fulfil their own interest, but will tolerate other agents provided that it will bring benefit to them, in other words not worsening their own objective. Oprea [130] adopted a multi-agent approach for solving university course timetabling problems. In this approach, the
autonomous agents work together in a distributed environment to coordinate their work in order to achieve the global objective. At the same time, every single agent needs to fulfil their own objectives.

Rattadilok et al. [141] implemented a distributed choice function hyper-heuristic and employed seven low-level heuristics. The low-level heuristics were divided into two groups: intensification and diversification groups. Low-level heuristics one to six were mainly for intensification, accepting new generated solutions only if their quality is better than the current solution. Low-level heuristic seven was employed mainly for diversification, accepting new generated solutions anyway if no better solution can be found (if the search stuck in local optimum). To rank the low-level heuristics, the authors developed the choice function-based hyper-heuristic proposed by Soubeiga [154]. The choice function evaluates the performance of the low-level heuristics at every decision point. The low-level heuristic with the highest score will be selected in the next iteration to change the search space landscape. This system employed two parallel architectures: hierarchical and hybrid-agent. The main idea of the hierarchical architecture is branching the search sequence and the hybrid-agent is as a communication mechanism, where it enables the agents to share their good solution among them in the distributed environment. The agents in the distributed environment are composed by a number of hierarchical groups. The distributed choice function is placed in one of the processors called controller in every hierarchical group. Only the controllers have the right to communicate to each other in the environment. Each low-level heuristic has given time and failure limits as stopping condition mechanism. The authors used the 11 problems instances by Socha et al. [152] and compared their results to MMAS and RRLS. The results showed that their distributed choice function outperformed on all the small instances when compared to MMAS and RRLS. For medium instances, the distributed choice function only managed to improve two out of five problem instances when compared to MMAS. The authors
did not report their result for the large instance.

2.5 Important Papers

In our review of the literature, we found a survey paper and some early approaches to solving the course timetabling problem to be important and to underpin the research presented in this thesis. They are discussed below:

In [148] Schaerf presented an extensive survey on automated timetabling, and it is a very suitable introduction for new researchers in the area of timetabling problems. This paper provides excellent discussion by classifying the timetabling problems into school, course or examination timetabling problems. This paper also gives a mathematical description of the basic search and optimisation problems. In addition, this paper made the important statement that university timetabling problems are NP-complete in almost all variants of the problems. Finally, it gives a summary of the solution techniques published in the literature.

One of the interesting aspects of the approach presented in [97] is that in the stage of finding the feasible solution the author used only 40 out of the 45 available timeslots. This means that, at this stage, the author tries to satisfy the soft constraint by not allowing the assignment of events to the final slots of the day. Obviously, one immediate advantage of this approach is that it always takes the soft constraint into account to some extent, and therefore, when this algorithm finishes phase one and the feasibility is found the quality of the solution can be considered good, since the violation of the soft constraint by not encouraging students to attend the final slot of the day is solved or nearly solved. Correspondingly, the method for reaching the feasibility is based upon methods for solving graph colouring problems. However, in
different particular problems this strategy might be unwise, because there would, of course, be no guarantee that feasibility could be achieved when tested on a different set of problems instances. In addition, this paper also gives a detailed analysis of the given problem, including statistical analysis that presents the degree of difficulty each problem instance.

In [22] Burke et al. presented the great deluge algorithm, and shows the effectiveness of the algorithm. This approach is far less dependent upon tuning a range of parameters than many metaheuristic approaches, such as simulated annealing. Indeed, it only needs two parameters: The amount of computational time that the user wishes to spend and an estimate of the quality of the solution that a user requires. In addition, an implementation is provided in this paper to investigate the properties of both the great deluge and simulated annealing techniques. The great deluge is a simple yet effective method which is able to produce good quality timetables and provides results that are consistently good across the all of the benchmark problems. The good thing about this paper is, it shows that a simple algorithm is able to generate high quality of timetable solutions.

Different metaheuristics have different trade-offs between them. It is therefore not surprising that efforts have been made to develop cooperative search methods which draw on the advantages of different techniques and make them cooperate with each other. Papers in [19, 134, 51, 49, 48, 104] present an extensive discussion and present the main fundamental objectives of cooperative search, for example to provide capabilities of integration, robustness, flexibility, and autonomy. The papers also reveal different ways to exploit the strengths and weaknesses of different metaheuristics by combining them in a cooperative search framework, where the aim is obviously to solve a given problem by using the same or different strategies. Therefore, the uses of cooperative search or parallel search in scheduling provide new efficient
search techniques for integration and robustness in complex combinatorial problems. The work presented in these papers has demonstrated that the distribution, local autonomy, and cooperation capabilities of parallel search have lead to a remarkable improvement in the design and performance of complex combinatorial problems, especially in scheduling. The use of cooperative search in timetabling, as discussed in [19, 134, 51, 49, 48, 104] provides answers to how to efficiently integrate the metaheuristics in a sense of cooperative search and interactive systems in such a complex problem with the use of multi-agent systems.

2.6 Conclusions

This chapter has described a range of educational timetabling problems. One of them was the University Course Timetabling Problem (UCTTP) which is the main focus on this thesis. The chapter provided a glance of the constraints usually associated with this problem, but a more detailed discussion is given in chapter 3. This chapter also reviewed the range of techniques that have been applied to tackle the UCTTP in the literature. Very little research works have reported using cooperative search for this problem. Most of the work published so far concentrates on sequential heuristics. Then, in the rest of this thesis we contribute by investigating a range of metaheuristics, hyper-heuristics and cooperative search approaches for the UCTTP.
Chapter 3

University Course Timetabling Benchmark Problems

3.1 Introduction

This chapter focuses on the specific benchmark instances of the university course timetabling problem that were used in this thesis. These benchmark problems proposed by Meta-heuristics Network [1] have been artificially generated and was intended to represent a simplification of "real-world" problems. The motivation behind using these benchmark datasets was to overcome some of the common ambiguities and inconsistencies that existed in previous course timetabling instances. This chapter is organised as follows: Section 3.2 presents the description of the university course timetabling problem (UCTTP) and its formulation. Section 3.3 introduces the hard and soft constraints in these problem instances. Section 3.4 gives the problem formulation and Section 3.5 describes the data structure used to represent this problem. This is followed by some brief concluding comments in Section 3.6.
3.2 The University Course Timetabling Problem

Several formulations of the university course timetabling problem have been proposed in the literature. We adopt the one by Socha et al. [152] and the corresponding benchmark data sets in order to test the algorithms proposed in this thesis.

More formally defined, the university course timetabling problem tackled in this paper consists of the following:

- $n$ events $E = \{e_1, e_2, \ldots, e_n\}$
- $k$ timeslots $T = \{t_1, t_2, \ldots, t_k\}$
- $m$ rooms $R = \{r_1, r_2, \ldots, r_m\}$ in which events can take place
- a set $F$ of room features satisfied by rooms and required by events
- a set $S$ of students

Each room has a limited capacity and each student attends a number of events which is a subset of $E$. The problem is to assign the $n$ events to the $k$ timeslots and $m$ rooms in such a way that all hard constraints are satisfied and the violation of soft constraints is minimised. These benchmark data sets are split according to their size into five small, five medium and one large, i.e. 11 instances in total. The detail of the parameter values of the 11 instances and its categories are given in Table 3.1. The instances in each category are different with respect to the number of conflicts or density matrix, even though they have the same number of events, rooms, features and students. In the rest of this thesis, we refer to these 11 problems instances as the Socha et al. instances.
Table 3.1: The parameter values for the course timetabling problem categories in the Socha et al. instances.

<table>
<thead>
<tr>
<th>Category</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of courses</td>
<td>100</td>
<td>400</td>
<td>400</td>
</tr>
<tr>
<td>Number of rooms</td>
<td>5</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Number of features</td>
<td>5</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Number of students</td>
<td>80</td>
<td>200</td>
<td>400</td>
</tr>
<tr>
<td>Maximum courses per student</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>Maximum students per course</td>
<td>20</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>Approximation features per room</td>
<td>3</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Percent feature use</td>
<td>70</td>
<td>80</td>
<td>90</td>
</tr>
</tbody>
</table>

Table 3.2: The 20 instances in the set of International Timetabling Competition 2002. The last three columns give some indication about the structure of the instances. Details of the competition algorithms are available at: http://www.idsia.ch/Files/ttcomp2002/results.htm.

<table>
<thead>
<tr>
<th>Instance</th>
<th>No. events</th>
<th>No. students</th>
<th>No. rooms</th>
<th>Rooms/event</th>
<th>Events/student</th>
<th>Students/event</th>
</tr>
</thead>
<tbody>
<tr>
<td>com01</td>
<td>400</td>
<td>200</td>
<td>10</td>
<td>1.96</td>
<td>17.75</td>
<td>8.88</td>
</tr>
<tr>
<td>com02</td>
<td>400</td>
<td>200</td>
<td>10</td>
<td>1.92</td>
<td>17.23</td>
<td>8.62</td>
</tr>
<tr>
<td>com03</td>
<td>400</td>
<td>200</td>
<td>10</td>
<td>3.42</td>
<td>17.70</td>
<td>8.85</td>
</tr>
<tr>
<td>com04</td>
<td>400</td>
<td>300</td>
<td>10</td>
<td>2.45</td>
<td>17.43</td>
<td>13.07</td>
</tr>
<tr>
<td>com05</td>
<td>350</td>
<td>300</td>
<td>10</td>
<td>1.78</td>
<td>17.78</td>
<td>15.24</td>
</tr>
<tr>
<td>com06</td>
<td>350</td>
<td>300</td>
<td>10</td>
<td>3.59</td>
<td>17.77</td>
<td>15.23</td>
</tr>
<tr>
<td>com07</td>
<td>350</td>
<td>350</td>
<td>10</td>
<td>2.87</td>
<td>17.48</td>
<td>17.48</td>
</tr>
<tr>
<td>com08</td>
<td>400</td>
<td>250</td>
<td>10</td>
<td>2.93</td>
<td>17.58</td>
<td>10.99</td>
</tr>
<tr>
<td>com09</td>
<td>440</td>
<td>220</td>
<td>11</td>
<td>2.58</td>
<td>17.36</td>
<td>8.68</td>
</tr>
<tr>
<td>com10</td>
<td>400</td>
<td>200</td>
<td>10</td>
<td>3.49</td>
<td>17.78</td>
<td>8.89</td>
</tr>
<tr>
<td>com11</td>
<td>400</td>
<td>220</td>
<td>10</td>
<td>2.06</td>
<td>17.41</td>
<td>9.58</td>
</tr>
<tr>
<td>com12</td>
<td>400</td>
<td>200</td>
<td>10</td>
<td>1.96</td>
<td>17.57</td>
<td>8.79</td>
</tr>
<tr>
<td>com13</td>
<td>400</td>
<td>250</td>
<td>10</td>
<td>2.43</td>
<td>17.69</td>
<td>11.05</td>
</tr>
<tr>
<td>com14</td>
<td>350</td>
<td>350</td>
<td>10</td>
<td>3.08</td>
<td>17.42</td>
<td>17.42</td>
</tr>
<tr>
<td>com15</td>
<td>350</td>
<td>300</td>
<td>10</td>
<td>2.19</td>
<td>17.58</td>
<td>15.07</td>
</tr>
<tr>
<td>com16</td>
<td>440</td>
<td>220</td>
<td>11</td>
<td>3.17</td>
<td>17.75</td>
<td>8.88</td>
</tr>
<tr>
<td>com17</td>
<td>350</td>
<td>300</td>
<td>10</td>
<td>1.11</td>
<td>17.67</td>
<td>15.13</td>
</tr>
<tr>
<td>com18</td>
<td>400</td>
<td>200</td>
<td>10</td>
<td>1.75</td>
<td>17.56</td>
<td>8.78</td>
</tr>
<tr>
<td>com19</td>
<td>400</td>
<td>300</td>
<td>10</td>
<td>3.94</td>
<td>17.71</td>
<td>13.28</td>
</tr>
<tr>
<td>com20</td>
<td>350</td>
<td>300</td>
<td>10</td>
<td>3.43</td>
<td>17.49</td>
<td>14.99</td>
</tr>
</tbody>
</table>

The second set of instances used in this thesis were proposed for the International Timetabling Competition 2002. These data sets also consist of a fixed number (45) of timeslots and the number of events ranges between 350 to 440 while the number of students lies between 200 to 300. Table 3.2 gives a summary of the characteristics of
the International Timetabling Competition 2002 problem instances. In addition, the number of possible rooms for each event (room/event) is relatively very low, between 1.11 and 3.94. This relation room/event indicates that a deterministic algorithm can be employed to identify a suitable room for the events. The last two columns (event/student and student/event) are an indication of the difficulty to minimise the violation of the predefined constraints.

For both set of the benchmark instances (11 instances by Socha et al. [152] and International Timetabling Competition 2002 instances), it is known by construction that for each instance optimal value of zero cost assignment exists.

### 3.3 Constraints in University Course Timetabling

In this problem, as discussed before, *hard constraints* must be satisfied in any circumstances. It means that if hard constraints are violated then the timetable is infeasible, so useless and will be discarded. On the other hand, *soft constraints* may be violated, however we try to minimise such violation in order to improve the solution quality.

#### 3.3.1 Hard Constraints

There are four hard constraints in this problem:

- **h1**: A student cannot attend two events simultaneously, i.e. events with students in common must be timetabled in different timeslots.

- **h2**: Only one event is allowed to be assigned per timeslot in each room.

- **h3**: The room capacity must be equal to or greater than the number of students attending the event in each timeslot.

- **h4**: The room assigned to an event must satisfy the features required by the event.
3.3.2 Soft Constraints

There are three soft constraints in this problem:

- s1: Students should not have only one event timetabled on a day.
- s2: Students should not attend more that two consecutive events on a day.
- s3: Students should not attend an event in the last timeslot of a day.

3.4 Problem Formulation

The objective in this problem is to find a feasible solution that minimises the violation of soft constraints. Both of the problems data sets described above (11 Socha et al. instances and 20 ITTC 2002 instances) can be formalised as follows. Let $X$ be the set of all possible solutions, where each event has been assigned a pair timeslot-room. Let $A = \{h1, h2, h3, h4\}$ be the set of all hard constraints. Let $B = \{s1, s2, s3\}$ be the set of all soft constraints for which violation should be minimised. Let $\tilde{X} \subseteq X$ be the set of all feasible solutions that satisfy the hard constraints in $A$. The cost function $f(x)$ for both problem data sets can be represented by this formulation. Each solution $x \in \tilde{X}$ is associated with a cost function measuring the total violation of soft constraints in $B$. The main objective of this problem is to search for an optimal solution $x^* \in \tilde{X}$, in this case an optimal solution is, if $f(x^*) \leq f(x), \forall x \in X$. The cost function $f(x)$ measures the quality of the feasible solution $x \in \tilde{X}$ by measuring the violation of the total soft constraints given by:

$$f(x) = \sum_{s \in S} (f_1(x, s) + f_2(x, s) + f_3(x, s))$$

- $f_1(x, s)$: number of times a student $s$ in timetable $x$ is assigned to the last timeslot of the day.
• $f_2(x, s)$: number of times a student $s$ in timetable $x$ is assigned more than two consecutive classes. Every extra consecutive class will add 1 penalty point, for example $f_2(x, s) = 1$ if a student $s$ has three consecutive classes and $f_2(x, s) = 2$ if the student $s$ has four consecutive classes, and so on.

• $f_3(x, s)$: number of times a student $s$ in timetable $x$ is assigned a single class on a day. $f_3(x, s) = 1$ if student $s$ has only 1 class in a day and if student $s$ has two days with only one class $f_3(x, s) = 2$.

3.5 Data Input

The data for each problem instance includes the size and features for each room, the number of students attending each event and information about conflicting events (those with students in common). The information from each problem instance is stored into five matrices to be used by the heuristic algorithms described in this thesis. These matrices are named: *StudentEvent*, *EventFeatures*, *RoomFeatures*, *SuitableRoom*, *EventConflict* and finally *StudentAvailability*.

The *StudentEvent* matrix of size $|S| \times n$ has a value of 1 in cell $(i, j)$ if student $i \in S$ should attend event $j \in E$, 0 otherwise. The *EventFeatures* matrix of size $n \times |F|$ has a value of 1 in cell $(i, j)$ if event $i \in E$ requires room feature $j \in F$, 0 otherwise. The *RoomFeatures* matrix of size $m \times |F|$ has a value of 1 in cell $(i, j)$ if room $i \in R$ has feature $j \in F$, 0 otherwise. The *SuitableRoom* matrix of size $n \times m$ is used to quickly identify all rooms that are suitable (in terms of size and features) for each event, a value of 1 in cell $(i, j)$ indicates that room $j \in R$ has the capacity and features required for event $i \in E$. The *EventConflict* matrix of size $n \times n$ has a value of 1 in cell $(i, j)$ if events $i, j \in E$ have students in common, 0 otherwise. The *EventConflict* matrix helps to quickly identify events that can potentially be assigned to the same timeslot.
Table 3.3: \textit{StudentEvent} matrix.

\[
\begin{array}{cccccccccccc}
\hline
  & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 \\
\hline
\text{Student} & & & & & & & & & & & & \\
1 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 0 & 1 \\
2 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 1 & 0 \\
3 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 \\
4 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
5 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 1 \\
6 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 0 \\
7 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 \\
8 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 \\
9 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 1 \\
10 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 0 \\
11 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 0 \\
12 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 1 \\
\hline
\end{array}
\]

Table 3.3 shows an example of the \textit{StudentEvent} matrix where:

- First column: indicates the number of students \(|S| = 12\).

- Remaining columns: indicate which students take the event corresponding to that column, here the number of events is \(E=12\).

In the above \textit{StudentEvent} matrix example, we see that the first student attends events \(e_2, e_6, e_7, e_9, e_{10}\) and \(e_{12}\). The second student attends events \(e_1, e_2, e_5, e_7, e_8\) and \(e_{11}\) and so on until the last column which indicates that student 12 attends events \(e_1, e_4, e_5, e_7, e_9\) and \(e_{12}\).
Table 3.4: *EventsConflict* matrix.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

An *EventConflict* matrix is generated using the input of *StudentEvent* matrix that provides information of students attending specific events. Table 3.4 shows an example of the corresponding *StudentEvent* matrix where:

- First column: indicates the number of events $|E|=12$.

- Remaining columns: indicate the existing conflicts among events with a value of 1 in the corresponding cell.

In the above *EventConflict* example, the first event ($e_1$) should not be assigned in the same timeslot as any of events $e_2$, $e_4$, $e_6$, $e_7$, $e_9$, $e_{10}$ and $e_{12}$. The second event ($e_2$) should not be assigned in the same timeslot as any of events $e_1$, $e_3$, $e_5$, $e_7$, $e_8$ and $e_{11}$ and so on until the last column which indicates that event 12 $e_{12}$ should not be assigned in the same timeslot as any of events $e_1$, $e_4$, $e_5$, $e_7$ and $e_9$.

An example of the *RoomFeatures* matrix is shown in Table 3.5 where:
Table 3.5: RoomFeatures matrix.

<table>
<thead>
<tr>
<th>$f_j, j \in {f_1, ..., f_8}$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Room 1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Room 2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Room 3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Room 4</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Room 5</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Room 6</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Room 7</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Room 8</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Room 9</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Room 10</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

- First column: indicates the number of rooms $|R|=10$.

- Columns two to eight: indicate whether room $r_j$ satisfies the features $F_j$, the number of features is $F = 8$.

In the above RoomFeatures example, the first room $r_1$ satisfies features $f_1, f_6$ and $f_7$. The second room $r_2$ satisfies features $f_1, f_2, f_5, f_7$ and $f_8$ and so on until room $r_{10}$ satisfies features $f_1, f_4, f_5$ and $f_7$.

Table 3.6 shows an example of the EventFeatures matrix where:

- First column: indicates the number of events $|E|=12$.

- Columns two to eight: indicate whether event $e_j$ requires feature $F_j$, the number of features is $F = 8$.
Table 3.6: *EventsFeatures* matrix.

\[
\begin{array}{ccccccccc}
| \text{Event} | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | \\
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>
\end{array}
\]

In the above *EventFeatures* matrix example, event \(e_1\) requires features \(f_2, f_6\) and \(f_7\), event \(e_2\) requires features \(f_1, f_2, f_5, f_7\) and \(f_8\) and so on until event \(e_{12}\) requires features \(f_1, f_4, f_5\) and \(f_7\).

Table 3.7 shows an example of *SuitableRooms* matrix where:

- First column: indicates the number of events \(|E| = 12\).
- Columns two to eight: indicate whether event \(e_j\) can be assigned to room \(R_j\), there are \(R = 8\) rooms.

In the above *SuitableRooms* matrix example, event \(e_1\) can be assigned to any
Table 3.7: SuitableRoom matrix.

<table>
<thead>
<tr>
<th>Event</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_1$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$e_2$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$e_3$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$e_4$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$e_5$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$e_6$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$e_7$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$e_8$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$e_9$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$e_{10}$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$e_{11}$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$e_{12}$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

of rooms $r_1$, $r_2$, $r_4$, $r_6$ and $r_7$, event $e_2$ can be assigned to any of rooms $r_1$, $r_2$, $r_3$, $r_5$, $r_7$ and $r_8$ and so on until event $e_{12}$ can be assigned to any of rooms $r_1$, $r_4$, $r_5$, and $r_7$.

A feasible solution (timetable) for these problem instances can be presented by two vectors as illustrated in Figure 3.8 and Figure 3.9. In this example we see that event $e_1$ is assigned to timeslot 37 (the first element in the vector of Figure 3.8) and room 1 (the first element in the vector if Figure 3.9). Likewise, event $e_2$ is assigned to timeslot 41 and room 3. Finally, course $e_{100}$ is assigned to timeslot 31 and room 1 (last element in both vectors).
Table 3.8: An Example of a vector of timeslots.

(37, 41, 13, 12, 16, 9, 24, 43, 20, 28, 39, 16, 39, 9, 19, 2, 31, 23, 29,
43, 25, 31, 21, 12, 10, 43, 18, 23, 30, 1, 42, 27, 38, 42, 34, 34, 25, 15,
24, 21, 37, 0, 25, 4, 30, 9, 4, 3, 43, 41, 9, 40, 29, 21, 10, 32, 31, 5, 29,
22, 36, 24, 13, 13, 43, 21 42, 0, 34, 36, 3, 10, 27, 34, 27, 4, 41, 33, 14,
19, 19, 14, 0, 40, 4, 25, 30, 1, 6, 22, 28, 33, 1, 22, 40, 5, 11, 7, 5, 31)

Table 3.9: An Example of a vector of rooms.

(1, 3, 1, 4, 3, 3, 3, 0, 1, 1, 1, 1, 3, 1, 1, 4, 0, 4, 1, 1,
1, 4, 0, 3, 0, 4, 3, 3, 3, 4, 3, 3, 4, 2, 3, 1, 4, 1, 4, 4,
0, 1, 3, 2, 4, 2, 3, 0, 3, 0, 3, 3, 4, 1, 3, 3, 4, 0,
3, 0, 0, 3, 2, 2, 0, 2, 0, 1, 4, 3, 0, 4, 1, 1, 4, 1, 1, 3,
4, 3, 0, 4, 0, 0, 0, 1, 1, 1, 0, 3, 3, 4, 0, 4, 3, 3, 1, 1)

3.6 Conclusions

This chapter has provided the description and formulation of the standard benchmark problem instances used in this thesis and corresponding to the university course timetabling problem. There are two objectives to be achieved in solving this problem. The first objective is to avoid the violation of the hard constraints: 1) avoid students attending two events at the same time, 2) avoid more than one event occupying a room at one time, 3) avoid the room capacity to be exceeded, and 4) ensure that the assigned room has the features required by the events timetabled in the room. The
second objective is to minimise the violation of soft constraints: 1) students not to attend only one event on a day, 2) spread the events to avoid students attending more than two consecutive events on a day, and 3) avoid the assignment of events into the last timeslot of a day.
Chapter 4

Constructing Feasible Solutions for UCTTP Using Hybrid Heuristics

4.1 Introduction

In this chapter we focus on initialisation approaches for the university course timetabling problem as discussed in chapter three. In addition to describing the hybrid heuristics that we use in this thesis to create initial feasible timetables, we also give an overview of other approaches from the literature. Not many published articles have been devoted solely to initialisation techniques for the UCTTP and therefore, the contribution of this chapter can be outlined as follows:

1. Development of four hybrid heuristics for initialising feasible solutions. These heuristics are then used as part of the two-stage overall solution approach in this thesis.

2. Hybridisation of existing techniques (constructive heuristics) from the literature. Previously, such heuristics were not able to generate feasible solutions on their own. Here, by applying them in the right sequence, the hybrid methods are now able to produce feasible timetables.
3. Evaluation of the proposed hybrid algorithms by presenting and discussing results from a series of experiments on standard benchmark problems (Socha et al. instances and international competition 2002 instances).

Although the work in this thesis concentrates mainly on solving the 11 Socha et al. [152] instances, we used the ITC 2002 datasets to evaluate our algorithms for constructing initial solutions. This is because we want to assess how effective are the proposed methods in generating feasible solutions for a range of instances with different characteristics.

The content of this chapter is organized as follows. Section 4.2 discusses previous works from the literature on initialisation approaches for the UCTTP. Sections 4.3.1, 4.3.2, 4.3.3 and 4.3.4 discuss each of the four methods that we proposed for constructing feasible solutions for the subject problem. Section 4.4 give the analysis and results for each proposed approach and finally Section 4.5 presents the summary of this chapter.

4.2 Literature Review of Initialisation Methods

Lewis [109] indicates that most of the metaheuristic algorithms for course timetabling problems fall into one of three categories which are:

1. One-Stage Optimisation Algorithms: both hard and soft constraints are tackled simultaneously with the aim to satisfy all of them.

2. Two-Stage Optimisation Algorithms: soft constraints are tackled only after a feasible timetable has been constructed by satisfying all hard constraints first.

3. Algorithms that allow Relaxations: no hard constraints violations are allowed from the outset by relaxing some other feature of the problem. Attempts are then made to try and satisfy soft constraints, whilst also giving consideration
to the task of eliminating these relaxations. In other words, some aspect of the problem has been relaxed to allow the algorithm to tackle the soft constraints. To achieve this, events that cannot find the feasible assignment will be left unassigned. The algorithm will then try to minimise the soft constraints violations expecting that the unassigned events will find a feasible assignment at a later stage. Then, extra timeslots are introduced and in a later stage the algorithm tries to reduce the number of timeslots down to the allowed number of timeslots.

It has been shown in the literature that a sequential heuristic method can be very efficient for generating initial solutions [23, 29, 97]. Sequential heuristic is a technique to assign events or course one by one, starting from the event which is measured as the most difficult to assign. Therefore, the degree of difficulty is measured by different heuristic in a different way. (i.e Largest Degree and Saturation Degree, see section 4.3.1 and 4.3.2). However, a sequential heuristic alone does not guarantee that feasible solutions will be found even with combination of more than one heuristic. Abdullah et al. [5, 4] proposed their method to construct initial solutions to generate feasible timetables and in particular for the large instance of the Socha et al. benchmark dataset. However, Abdullah et al. did not report the specifics of their method to generate initial solutions and did not mention how long their approach takes to generate an initial solution in terms of computation time. Their method failed to generate a feasible solution for the large instance of the Socha et al. dataset [152].

Kostuch [97] implemented a two-stage algorithm for the UCTTP. The first stage consists of five steps for constructing the initial feasible solution. These steps are: 1) Initial attempt, 2) Improvement attempt, 3) Shuffling, 4) Blow-ups and 5) Open the last timeslots. Each step of Kostuch’s method works as follows:

- The first step is *initial attempt*: it uses the sequential colouring algorithm for
the graph colouring where each selected event is based on degeneracy order and more importantly only 40 timeslots out of the 45 available timeslots are considered. The event with the least degeneracy order is that event with the minimum degree (with minimum available resources such as timeslots and rooms). So, this process identifies the event with the least degeneracy order and attempts to assign it to a timeslot. This process continues with all events in the problem. Events that fail to get a timeslot are placed in a pool of unassigned events. As soon as the initial assignment is completed, the maximum matching algorithm for bipartite graphs is applied to every single timeslot for the purpose of assigning rooms. In this phase, events that cannot get a room are removed from their assigned timeslot and placed into the pool of unassigned events.

- The second step is improvement attempt: selects every unassigned event and checks the 40 available timeslots. First, the algorithm examines whether the unassigned event fits into any of these 40 available timeslots. If an assignment is possible with no conflicts between assigned events including room assignment, the event leaves the pool of unassigned events and is timetabled.

- The third step is shuffling: for a number of iterations, select every event in the pool of unassigned events and assign it into a random selected timeslot. If the selected timeslot does not produce conflicts the room assignment then takes place. After the room assignment takes place there are two possibilities. First, all events in the selected timeslot have been assigned to feasible rooms, therefore, the newly added event finally found the feasible assignment. Second, one of the events in the timeslot might not have a feasible room. If this is the case, the event without room is removed from the timeslot and placed into the pool of unassigned events. If there was a change in the assignments in this timeslot, the improvement attempt (second step) takes place again within this shuffling step. This is because before placing the removed event in the pool of
unassigned events, the method tries to fit it into a different timeslot.

- The fourth step is *blows-up*: the algorithm tries to assign the unassigned events into an available timeslot by force, hence the name of this stage. Before the unassigned event can be forced into one of the 40 available timeslots, all events from the timeslot are removed and placed the previously unassigned event is placed into the now empty timeslot. Next, one by one try to assign the removed events into the same timeslot provided that no conflicts are created with the events already in the timeslot. The maximum matching algorithm is used to assign a suitable room to each of the events in the timeslot. Any event that cannot get room at this stage will be removed from the timeslot and put back into the pool of unassigned events. It is known that this procedure may lead to an increased number of unassigned events. After the change, the algorithm once again applies the improvement attempt step to all unassigned events. In this stage, a number of repetitions of the shuffling step are necessary. The whole procedure will be re-started with the assignment that was the best so far in terms of number of unassigned events, once a certain number of blow-up combined with improvement attempt and shuffling steps is reached.

- Finally, step five is *open the last timeslots*: assign events into the last timeslots. In this stage, events that failed to be assigned are now placed into the last five timeslots distributing the events into these five timeslots using the method described above. In case that this step cannot find a feasible assignment using the new five timeslots, the shuffling and blow-up steps will take place but now considering all 45 available timeslots.

Frausto-Solis et al. [77] implemented simulated annealing to find initial feasible solutions for timetabling. In that approach, they introduced extra *dummy* timeslots to satisfy the hard constraints violations. The search for a feasible solution is con-
ducted by decreasing the number of events allocated to the extra *dummy* timeslot while increasing the number of events allocated to the valid timeslots. The whole process stops when no events are left in the extra timeslot and then the number of extra *dummy* timeslot becomes zero. Since the success of simulated annealing is quite dependent on the cooling scheme, the authors employed three phases. In the first phase the temperature grows slowly from $T_0$ to $T_b$, where $T_0$ is the initial temperature, set to $T_0 = 470n + e$ ($n$ is the number of students and $e$ is the number of events), and $T_b = -8m/log(0.95)$ ($m$ is maximum room capacity). In the second phase, the temperature grows from $T_b$ to $T_i$, where $T_i = 1000$ and this parameter value is obtained from experimental observation. In the third phase, the temperature remains constant from $T_i$ to $T_f$, the value of $T_f = 0.01$ is also obtained from experimental observation.

The 20 ITC 2002 instances and some new *harder* instances were used to evaluate the performance of the algorithm proposed by Frausto-Solis et al. From their experimental results, simulated annealing was able to obtain feasible solutions for the 20 ITC 2002 instances. For the second set of *harder* instances, their results also showed that simulated annealing was capable of generating feasible solutions for all small and medium problems. Moreover, that algorithm was able to generate feasible solutions for 7 out of the 20 ITC instances for which no previous algorithm had been successful before in generating feasible timetables.

Mayer et al. [115] employed Ant Colony Optimisation to construct feasible solutions for post-enrolment based Course Timetabling (ITC 2007 competition dataset). The algorithm procedure can be described as follows. In constructing a feasible solution, each event is selected uniformly at random and assigned into a feasible room and timeslot in a greedy randomised way by considering the pheromone information. The available timeslot and room with higher pheromone values are placed first in the order and are more likely to be selected. Hence, the selected event will be assigned to a pair timeslot-room based on the timeslot-room order. The assignment of the
event to a pair timeslot-room that does not violate the partial initial solution, will be accepted. Ejaz and Younus [71] implemented a hybrid approach inspired by ants behaviour. In their approach, they employed a heuristic selector function, where the main role of the heuristic selector is to develop a set of solutions by employing one heuristic per solution. All generated solutions are then compared among them and the heuristic which gives the best solution is then selected. During the construction of the initial solution, a quick but less powerful ant begins to assign courses into feasible timeslots based on the available simple heuristics. When the ant finds itself stuck and unable to go any further, it calls for help. A set of diverse helper ant functions are invoked to help the ant to get out from the trap. Once the ant escapes from the trap it then starts to construct the initial solution again until it manages to generate a feasible solution. This method of Ejaz and Younus has been tested on the 11 Socha et al. instances and produced impressive results managing to generate feasible solutions for all instances.

Arntzen and Løkketangen [14] implemented a sequential assignment of events into timeslots. Their procedure works as follows:

- First step: Create a list of unassigned events $L$.

- Second Step: Select event $E$ from the list $L$ with minimum feasible timeslots. If there are ties between the events then perform the random selection to break ties.

- Third step: The selected event $E$ is then assigned into a timeslot which gives the minimum weight. The weight of the possible timeslots can be calculated as follows: let $K$ be the feasible timeslot for event $E$. For each $P \in K$ let $q = (q_1, q_2, ..., q_5)$. The formulation can be defined as: $q_1$ is the number of available timeslot in $P$, $q_2$ is the number of unavailable rooms within the same timeslot as $P$, $q_3$ is the violation of the last timeslot by placing event $E$ to $P$, $q_4$
change the violation of consecutive events on \( s \) day and \( q_5 \) is the change of the violation one event timetabled on a day. A vector \( w = (w_1, w_2, ..., w_5) \) is also defined. Therefore, the timeslot that gives the minimum weight \( w_q = (w_1q_1 + w_2q_2 + ..., w_5q_5) \) will be selected for event \( E \). In case of ties between the weights, a random selection is performed.

- Fourth step: event \( E \) leaves the list of unassigned events when the algorithm manages to find a feasible solution for the event. The information about available timeslots for the events left in the list of \( L \) is updated. The assignment process ends when the list of events in \( L \) becomes empty, otherwise go back to step two. This process stops only after all events have been assigned into feasible timeslots.

Lewis and Paechter [108] generated an initial feasible population of timetables using the Grouping Genetic Algorithm (GGA). The algorithm first selects an event with the lowest saturation degree. In case of ties, random selection then takes place. Then the algorithm selects a timeslot with the least number of unplaced events that could be feasibly assigned. The ties are broken by choosing the timeslot with the most events already assigned to it. If ties continue with this criterion, they are broken at random. The whole procedure works as follows: all events are selected one by one from the set of \( U \) and added into the selected timeslot. Events that are unable to find a feasible assignment are ignored. If all events managed to find the feasible solution then \( U \) will become empty. However, when some of the events cannot find a feasible assignment, a number of timeslots are added to assign the unplaced events. The number of extra timeslots added is determined by \(|U|/r\) where \(|U|\) is the number of unplaced events and \( r \) is the number of rooms. In order to reach feasibility of the timetable, the algorithm then tries to reduce the number of timeslots down to the allowed number of timeslots by placing all events from the extra timeslots into the valid timeslots.
4.3 Hybrid Initialisation Heuristics

This section gives the description of several effective hybrid algorithms for producing feasible timetables; these algorithms fall into one of the categories listed above. The algorithms presented below are usually considered the first stage within a two-stage optimisation strategy. Usually, a first stage of optimisation is only concerned with solving the hard constraints without paying attention to the soft constraints violations. Therefore, satisfying the hard constraints are the main priority of the algorithms proposed here in order to produce timetables that are at least usable without regard to their quality in term of soft constraints violations.

In order to develop effective algorithms for tackling hard constraints, we conducted an investigation of few techniques such as graph colouring, local search and tabu search and proposed their hybridisation to supplement the weaknesses of each of these search techniques. From the experimental observations, we found that each search component in the hybrid methods are interdependent on their ability to produce a feasible timetable. In other words, when one of these components is disabled or removed, the remaining components are not able to produce feasible solutions and in particular for medium and large instances. Therefore, the hybridisation of the search components is an effective mechanism to improve the performance of the whole search process.

4.3.1 Largest Degree, Local Search and Tabu Search (IH1)

In this approach, we adopted the heuristic proposed by Chiarandini et al. [39] and added the Largest Degree (LD) Heuristic to Step 1 as described next. Largest De-
gree (LD) refers to the event with the largest number of conflicting events. In course timetabling problem, the conflicting events refer to events that have at least one student registered in common. This modification of the proposed heuristic was necessary because otherwise we were unable to generate feasible solutions for the large problem instance. This hybrid initialisation heuristic works as follows.

**Step one - Largest Degree Heuristic.** In each iteration, the unassigned event with the largest number of conflicts (other events with students in common) is assigned to a timeslot selected at random without respecting the conflict between the events. Once all events have been assigned into a timeslot, we use the maximum matching algorithm for bipartite graph (see Chiarandini et al. [39]) to assign each event to a room. At the end of this step, there is no guarantee for the timetable to be feasible. The description of maximum matching algorithm for bipartite graph is as follows:

A list of events assigned to a given timeslot but without solved room availability, capacity and features is called a bipartite matching problem (assign events to rooms). As described in [36], room assignment of an event in a specific timeslot can be represented in a bipartite graph \( G = (V_1, V_2, E) \), where \( V_1 = \{1, ..., n\} \) is the set of events, and \( V_2 = \{(t_1, r_1), ..., (t_i, r_j)\} \) is the set of all pairs (timeslot \( t_i \), room \( r_j \)). An edge \( E(a_k, (t_i, r_j)) \) is present if event \( a_k \) can be assigned to timeslot \( t_i \) in room \( r_j \). Therefore, a set of events is assigned to a specific timeslot and there is a set of possible rooms to which these events can be assigned and that satisfy the room-related hard constraints (capacity and features). Bipartite matching can be treated as a maximum flow problem, and maximum matching algorithm grants a maximum cardinality between these two sets of events and rooms by using a deterministic network flow algorithm.

**Step two - Local Search.** We employ two neighbourhood moves in this step.
Move one (M1) selects one event at random and assigns it to a feasible pair timeslot-room also chosen at random. Move two (M2) selects two events at random and swaps their timeslots and rooms while ensuring feasibility is maintained. Therefore we use these neighbourhood moves M1 and M2 to improve the timetable generated in step one. A move is only accepted if it improves the satisfaction of hard constraints (because the moves seek feasibility). This step terminates if after ten iterations no move has produced a better (closer to feasibility) solution. We terminate this step after ten iterations as we do not want to run it too long as it will extend the running time in finding the feasible solution. Moreover, the local search is meant to disturb the solution before we run the tabu search.

**Step three - Tabu Search.** We apply tabu search using only move M2b (select one event at random and assigns it to a feasible pair timeslot-room also chosen at random). However, the M2b is bit different than M1 in step two, where the algorithm only selects an event that violates the hard constraints. In this step, it is necessary for the algorithm to select an event that violates the hard constraints only. Otherwise, it will find difficulty to construct feasible solutions for the medium5 and large instances in the Socha et al. datasets. Moreover, as a result, it will take a longer time to construct the feasible solution for all instances. The motivation for selecting only events that violate hard constraints is that in this stage, usually, the violation of the hard constraints is very low. Then, the algorithm only targets events that violate hard constraints instead of randomly rescheduling all events with the hope of selecting the appropriate timeslot for the right events. Therefore, we concentrate on events that violate hard constraints and try to minimise the time taken to find feasibility. The tabu list contains events that were assigned less than $t_l$ iterations before calculated as $t_l = \text{rand}(10) + \delta \times n_e$, where $\leq 0 \text{rand}(10) \leq 10$, $n_e$ is the number of events involved in hard constraint violations in the current timetable, and $\delta = 0.6$. The rationale behind the selection of $\delta = 0.6$, is that this value was also used by Chiarandini et
al. [39] in their experiments and also we found that this parameter value works very well in our experiments. In order to mitigate the power of tabu search, aspiration criterion is applied to accept when the best known assignment is found. This step terminates if after 500 iterations no move has produced a better (closer to feasibility) solution.

Steps two and three above are executed iteratively until a feasible solution is found. This three-step heuristic is capable of finding feasible timetables for most of the Socha et al [152] problem instances in reasonable time as shown in Table 4.1. The exception is the large instance for which it takes a minimum of 300 seconds to find a feasible timetable. The large problem instance is the most difficult to tackle and therefore, it takes a much longer time to find a feasible timetable. The reason is that the density matrix for this instance indicates a large number of conflicting events (students in common), in addition there are limited rooms per timeslot, and some of the rooms have small capacity. Thus, these attributes make this instance even harder to find feasible solution in short time. We also tested our approach on the 20 ITC 2002 data sets. The results show that this approach produces feasible solutions in reasonable time for all 20 instances. From the experimental results and observations, we can say that this approach is efficient and effective also for these 20 instances and it demonstrates that the hybridisation of the proposed methods and their cooperation supplements the weakness on each method. The pseudo-code for this initialisation hybrid heuristic is shown in Algorithm 7.
Algorithm 7: Initialisation Heuristic 1 (IH1)

Input: set of events in the poolOf Unscheduled events list $E$;
Sort the events in $E$ by using Largest Degree (LD) heuristic;

while ( poolOf Unscheduled events list $E$ is not empty ) do
    Select any timeslot $t$ at random;
    Assign event $e$ from $E$ with largest degree (LD) first into $t$ (tie break at random);
    $S = $ current solution;
    loop = 0;

while ( $S$ is not feasible ) do
    if ( loop < 10 ) then
        if ( coinflip() ) then
            $S^* = M1(S)$; // apply M1 to $S$
        else
            $S^* = M2(S)$; // apply M2 to $S$
        if ( $f(S^*) < f(s)$ ) then
            $S \leftarrow S^*$ //accept new solution;
    else
        EHC = set of events that violate hard constraints;
        $e =$ randomly selected member of EHC;
        $S^* = M2b(S,e)$; //Perform one iteration tabu search with move M2b using $e$;
        if ( $f(S^*) < f(S)$ ) then
            $S \leftarrow S^*$; //accept new solution
        if ( loop == $ts_{max} + 10$ ) then
            loop = 0;
        loop++;

Output: $S$ feasible solution (timetable)
4.3.2 Saturation Degree, Local Search and Tabu Search (IH2)

In this method, we first, start by choosing a random event from the pool of unscheduled events and then we calculate its Saturation Degree (SD) which refers to the number of available resources (timeslots and rooms) to timetable that event without conflicts in the current partial solution. If there is still at least one available resource, assign a timeslot at random to the event and then apply maximum matching algorithm to assign a room. If there is no conflict, we have managed to schedule the unassigned event.

In the case of no resources left for the selected event, the algorithm selects any timeslot at random. Then, it moves all the events from that timeslot into the pool of rescheduled events and assign the selected event into the now empty timeslot. Events in the pool of rescheduled events need to be rescheduled in any available timeslot, as long as there is available resource for the event. If there is no available resource, the algorithm removes the event to the pool of unscheduled events.

After a maximum trial of 10000 iterations, all events left in the pool of unscheduled events which could not get a feasible assignment will be selected at random and assigned into any timeslots without checking hard constraints violations. The process ends when all events from the pool of unassigned events and rescheduled events becomes empty meaning that we managed to assign them to timeslots.

From the experiments we observed that when the whole process ends, the violation of hard constraints is usually very low already. To ensure feasibility, we then implement local search and tabu search in step two and three as explained in the Initialisation Heuristic 1 above.

The difference between IH1 and IH2 is that in IH1, the assignment of events is
done without checking conflicts. Whereas in IH2, we first check conflicts between the unassigned events and then select a timeslot. If there are no conflicts the unassigned event leaves the pool of unscheduled events. If there is a conflict to newly added event into the selected timeslot, the added event will be removed and back to the pool of unscheduled events. Therefore, IH1 might find a feasible solution until the final step is completed or for small instances, until step two is completed. Whereas, in IH2, we managed to construct feasible solutions for small instances by using graph colouring alone, without going through to the next step (local search and tabu search). For medium and large instances, before the local search and tabu search run, the penalty due to hard constrains violation is lower with IH2 than with IH1. The detail of the IH2 is given in pseudo-code Algorithm 8.
Algorithm 8: Initialisation Heuristic 2 (IH2)

Input: set of events in the poolOfUnscheduled events list E;
while (poolOfUnscheduled events list E is not empty) do
    Choose event e from E at random;
    Calculate event e saturation degree (SD);
    if (e with SD = 0) then
        Select timeslot t at random;
        Empty the timeslot t by moving all events into the poolOfRescheduled events;
        Assign event e into the now empty timeslot t;
        trial = 0;
    while (poolOfRescheduled events is not empty) do
        Select event e from the poolOfRescheduled events at random;
        Assign event e into any feasible timeslot t which is selected at random;
        if (trial > trial maximum) then
            assign event e into any timeslots without respecting the conflict between the events;
        else if (e with SD = 0 and trial < trial maximum) then
            Eject event e into the poolOfUnscheduled events;
            trial++;
        else
            chose feasible timeslot t at random for event e;
            Update the new solution;
    end while
    if (poolOfUnscheduled events list E is not empty and timeU has elapsed) then
        One by one, place events from the unscheduled events list into any random selected timeslot without respecting the conflict between the events;
    end if
end while
S = current solution;
loop = 0;
while (S is not feasible) do
    if (loop < 10) then
        if (coinflip()) then
            S* = M1(S); // apply M1 to S
        else
            S* = M2(S); // apply M2 to S
        end if
        if (f(S*) < f(s)) then
            S ← S* //accept new solution;
        else
            EHC = set of events that violate hard constraints;
            e = randomly selected member of EHC;
            S* = M2b(S, e); //Perform one iteration tabu search with move M2b using e;
            if (f(S*) < f(S)) then
                S ← S*; //accept new solution
            end if
        end if
    else
        loop++;
    end if
end while
Output: S feasible solution (timetable)
4.3.3 Largest Degree, Saturation Degree, Local Search and Tabu Search (IH3)

The pseudo-code for this third initialisation heuristic is shown in Algorithm 9. Two well-known graph colouring heuristics are incorporated, Largest Degree (LD) and Saturation Degree (SD). First, the events in the pool of unscheduled events are sorted based on LD. After that, we choose the event with highest LD and calculate its SD. In the first while loop, the initialisation heuristic attempts to place all events into timeslots while avoiding conflicts. In order to do that, the heuristic uses the SD criterion and a list of rescheduled events to temporarily place conflicting events. The heuristic tries to do this for a given time $t_{max}$ but once that time has elapsed, all remaining unscheduled events are placed into random timeslots. That is, if by the end of the first while loop the solution is not yet feasible, at least the penalty due to hard constraint violations is already very low. In the second while loop, the heuristic uses simple local search and tabu search to achieve feasibility. Two neighbourhood moves $M_1$ and $M_2$ (as the same as moves described in step two - local search in section 4.3.1) are used. The local search attempts to improve the solution but it also works as a disturbing operator, hence the reason for the maximum of ten trials before switching to tabu search. The tabu search uses move $M_2b$ only and is carried out for a fixed number of iterations $t_{s_{max}}$. In our experiments, this initialisation heuristic always finds a feasible solution for all the problem instances considered.
Algorithm 9: Initialisation Heuristic 3 (IH3)

Input: set of events in the poolOfUnscheduled events list E;
Sort the events in E by using Largest Degree (LD) heuristic;
while (poolOf unscheduled events list E is not empty) do
  Choose event e from E with the LD (tie break at random);
  Calculate SD for event e;
  if (e with SD = 0) then
    Select a timeslot t at random;
    From those events already scheduled in timeslot t (if any), move those that
    conflict with event e (if any) to the poolOfRescheduled events list;
    Place event e into timeslot t;
    for (each event e in the poolOf Rescheduled events list with SD > 0) do
      Select a feasible timeslot t for event e at random;
      Recalculate SD for all events in the poolOfRescheduled events list;
    Move all events that remain in the poolOfRescheduled events list (those with
    SD = 0) to the poolOfUnscheduled events list E;
  else
    Select a feasible timeslot t, at random to place e;
    if (poolOfUnscheduled events list E is not empty and timeU has elapsed) then
      One by one, place events from the poolOfUnscheduled events list into any
      random selected timeslot without respecting the conflict between the events;

S = current solution;
loop = 0;
while (S is not feasible ) do
  if (loop < 10) then
    if (coinflip()) then
      S* = M1(S); // apply M1 to S
    else
      S* = M2(S); // apply M2 to S
    if (f(S*) ≤ f(s)) then
      S ← S* //accept new solution;
  else
    EHC = set of events that violate hard constraints;
    e = randomly selected member of EHC;
    S* = M2b(S, e); //Perform one iteration tabu search with move M2b using e;
    if (f(S*) < f(S)) then
      S ← S*; //accept new solution
    if (loop == tmax + 10 ) then
      loop = 0;
  loop++;
Output: S feasible solution (timetable)
4.3.4 Constraint Relaxation Approach (IH4)

In this fourth approach, we introduce extra timeslots to place events with zero SD. This initialisation method works as follows. First, we sort the events in the pool of unscheduled events using LD. The event $e_j$ with the LD is chosen to be scheduled first. In the case that, there is no available resource for the chosen event $e_j$ (event with zero SD), the event $e_j$ will be distributed randomly into the extra dummy timeslots. The number of extra dummy timeslots needed is determined by the instance size. In our experiments, we added ten extra timeslots for instances that $100 > |E| \leq 200$ and $100 > |S| \leq 200$ respectively, whereas, 15 extra timeslots added when instances having $200 < |E| \leq 400$ and $200 < |S| \leq 400$ respectively. By introducing extra timeslots we managed to find free-conflict timetables in short computational time and then the search can concentrate on satisfying the soft constraints by moving all events in the extra timeslots into the 45 valid timeslots.

4.3.4.1 Improvement of the Dummy Soft Constraint

Once the algorithm managed to assign all events in the valid timeslots plus the extra timeslots without conflicts, we then perform great deluge to reduce the number of timeslots down to 45 valid timeslots if necessary. However, the great deluge we employed here is a bit different to the original great deluge proposed by Deuck [68]. In our approach, we allowed the water level to go up when the water level and the penalty cost are about to converge. Therefore, the water level is increased to five from the last value when it converges to the penalty cost. The rationale behind the selection increasing the water level to five is that this parameter value work well in our experiment (if too low the the algorithm will stuck in local optimum and if the value is to high the algorithm tend to diversify the search). In this stage, we employ two neighbourhood moves (M1 and M2). Move M1 moves an event selected at random and assign it to a random feasible timeslot. In this move, only the 45
valid timeslots are considered, so no events are allowed to move into any of the extra timeslots. Move M2 selects two events at random and a swaps their assigned timeslots.

The above moves help to place all the events into feasible timeslots. This is because an event with zero saturation degree and that needed to be placed into an extra timeslot, may now fit in some of the 45 valid timeslots because other events in the valid timeslots move to another conflict-free timeslots. The timetable is said to be feasible when all the events that were allocated to the extra timeslots are now scheduled into the 45 valid timeslots without conflict. However, to reduce the timeslot into allowed number of timeslots take longer time and it was too slow to find conflict-free timeslots. The pseudo-code for this initialisation heuristic is shown in Algorithm 10.
**Algorithm 10: Initialisation Heuristic 4 (IH4)**

Input: set of events in the pool of unscheduled events list $E$;

if (Large problem) then

  number of timeslots = 60;

else

  number of timeslots = 55;

Sort the events in $E$ by using Largest Degree (LD) heuristic;

while (pool of unscheduled events list $E$ is not empty) do

  Choose event $e$ from $E$ with the LD (tie break at random);
  Calculate event $e$ SD;
  if ($e$ with $SD == 0$) then

    Select the extra feasible timeslot at random to place event $e$;
  else

    Choose valid feasible timeslot for event $e$ at random;

  Update the new solution;

$S = $ current solution;

Calculate initial cost function $f(S)$;

Initial level $B = f(S)$;

$\Delta B = 0.01$;

while (extra timeslots are not empty) do

  if (coinflip()) then

    $S^* = M1(S)$; // apply M1 to S

  else

    $S^* = M2(S)$; // apply M2 to S

  if ($f(s^*) \leq f(s)$) or ($f(s^*)(\leq B)) then

    $S \rightarrow S^*$; //accept new solution

  Lower the level $B = B - \Delta B$;

  if ($B - f(S) \leq 1$) then

    $B = B + 5$; //increase the water level

Output: $S$ feasible solution (timetable);
4.4 Experimental Results and Analysis

To evaluate the performance of the proposed hybrid heuristic initialisation methods, we applied them to the Socha et al. instances and also to the ITC 2002 instances. We coded our algorithm in visual C++ version 6.0 and carried out 10 runs per instance on a Pentium duo with 1.86GHz processor. We did not impose time limit as a stopping condition. Instead, each algorithm stops when it finds a feasible solution. This is because we want to estimate the time that each algorithm takes to find an initial feasible solution.

All methods successfully generate initial solution for small instances in just few seconds using only the 45 timeslots available. The medium and large Socha et al. instances are more difficult as well as all ITC 2002 instances. However, the proposed methods generated feasible solutions for all instances demonstrating that the hybridisation compensates weakness in one approach with strengths in another one in order to produce feasible solutions in reasonable computation times.

Table 4.1 and Table 4.2 compare the performance of each method against each other. From these tables we see that initialisation heuristic one (IH1), initialisation heuristic two (IH2) and initialisation heuristic three (IH3) outperform the initialisation heuristic four (IH4). The results also show that the time taken by initialisation methods IH1, IH2 and IH3 to construct feasible solutions is quite similar. It can also be said that the performance of the first three methods is not very different from each other.

We recorded and analyse the computational time taken to produce feasible solutions based on the instance category. Thus, for every category, we check the minimum and maximum time. For example, we identify what is the minimum and maximum time taken no matter what number of instance they are as long as they are in the
same category. Based on their time, we then make our conclusion on the initialisation heuristics performance. For the Socha et al. [152] instances, all four initialisation heuristics are capable to find feasible solutions in short computation time for all small instances. Table 4.1 and Table 4.2 show that IH1, IH2, IH3 and IH4 able to generate feasible solutions for all small instances in a short time. Therefore, the times taken as shown in Table 4.1 and Table 4.2 to generate the feasible solutions indicate that the proposed initialisation heuristics have the same capability to construct feasible solutions for small instances. In the medium instances case, the algorithms now start to show their different capabilities. Table 4.1 and Table 4.2 show that M5 is a more difficult instance and it took bit longer for all heuristics to construct feasible solutions for this dataset. Obviously, IH1 was the faster heuristic to construct feasible solutions and IH4 was the slowest heuristic to generate feasible solutions. Finally, for the large instance, IH4 shows better performance in computation time compared with the other methods. Finally, it is also worth to mention that all methods are capable to generate feasible solution, which show robustness of the methods.

For the second set of experiments, we tested the proposed hybrid initialisation heuristics on the ITC 2002 instances. The results are shown in Table 4.3 and Table 4.4 and indicate that IH1, IH2 and IH3 generate feasible solutions in short computation times of around 1.05-85.61, 1.085-85.345, 0.085-50.675 and 24.546-1007.288 seconds respectively. Theses results also tell us that the initialisation heuristics have almost the same capability and speed to generate feasible solutions in these data sets. When we tested IH4 on the ITC 2002 datasets, we found that the performance is very similar to that on the Socha et al. instances, for which IH4 takes around 24.546-1355.859 seconds to generate feasible timetables.

In Table 4.4 we include Kostuch [97] initial feasible solution results. From the table, it shows that Kostuch approach is capable to generate feasible solutions in a
short time and produce good quality of initial solutions compared to our initial solutions quality (penalty cost). In comparison, Kostuch approach takes one of the soft constraints into account (no students are encouraged to attend last slot of the day) during the construction of initial solution, in our approach we did not take into account any soft constraints as the aim is finding feasible solutions without considering the soft constraints violations.

The details of the abbreviations in Table 4.1, 4.2, 4.3 and 4.4 are as follows: IN in column one is Instance Name, IH1 is Initialisation heuristic 1, IH2 is initialisation heuristic 2, IH3 is Initialisation heuristic 3, IH4 is initialisation heuristic 4. SC-P is soft constraints violation penalty, T(sec) is time taken to generate initial feasible solutions in seconds. SD is standard deviation calculated based on the time taken by the algorithms to generate feasible solutions for ten runs. In addition, in Table 4.1 and Tables 4.2, S1-S5 represent small problem instances 1 to 5, M1-M5 represent medium problem instances 1 to 5, L represents the large problem instance, all in the Socha et al instances. In Table 4.1 and Table 4.2 Comp01-Comp20 represent problem instances 1 to 20 in the ITC 2002 instances.
<table>
<thead>
<tr>
<th>IN</th>
<th>IH1</th>
<th>IH2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SC-Penalty</td>
<td>T(sec)</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>S1</td>
<td>173</td>
<td>219</td>
</tr>
<tr>
<td>S2</td>
<td>211</td>
<td>268</td>
</tr>
<tr>
<td>S3</td>
<td>176</td>
<td>251</td>
</tr>
<tr>
<td>S4</td>
<td>250</td>
<td>198</td>
</tr>
<tr>
<td>S5</td>
<td>229</td>
<td>260</td>
</tr>
<tr>
<td>M4</td>
<td>735</td>
<td>825</td>
</tr>
<tr>
<td>M5</td>
<td>773</td>
<td>863</td>
</tr>
<tr>
<td>L</td>
<td>1340</td>
<td>1630</td>
</tr>
</tbody>
</table>

Table 4.1: Results Obtained by IH1 and IH2 on the 11 Socha et al. Instances.

<table>
<thead>
<tr>
<th>IN</th>
<th>IH3</th>
<th>IH4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SC Penalty</td>
<td>T(sec)</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>S1</td>
<td>189</td>
<td>264</td>
</tr>
<tr>
<td>S2</td>
<td>203</td>
<td>235</td>
</tr>
<tr>
<td>S3</td>
<td>207</td>
<td>273</td>
</tr>
<tr>
<td>S4</td>
<td>188</td>
<td>264</td>
</tr>
<tr>
<td>S5</td>
<td>226</td>
<td>271</td>
</tr>
<tr>
<td>M1</td>
<td>802</td>
<td>862</td>
</tr>
<tr>
<td>M2</td>
<td>784</td>
<td>871</td>
</tr>
<tr>
<td>M3</td>
<td>811</td>
<td>888</td>
</tr>
<tr>
<td>M4</td>
<td>784</td>
<td>835</td>
</tr>
<tr>
<td>L</td>
<td>1686</td>
<td>1807</td>
</tr>
</tbody>
</table>

Table 4.2: Results Obtained by IH3 and IH4 on the 11 Socha et al. Instances.
<table>
<thead>
<tr>
<th>IN</th>
<th>SC Penalty</th>
<th>T(sec)</th>
<th>SC Penalty</th>
<th>T(sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min</td>
<td>Max</td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>Com01</td>
<td>805</td>
<td>895</td>
<td>2.35</td>
<td>5.347</td>
</tr>
<tr>
<td>Com02</td>
<td>731</td>
<td>836</td>
<td>2.145</td>
<td>4.347</td>
</tr>
<tr>
<td>Com03</td>
<td>760</td>
<td>863</td>
<td>1.34</td>
<td>16.155</td>
</tr>
<tr>
<td>Com04</td>
<td>1201</td>
<td>1266</td>
<td>4.464</td>
<td>62.515</td>
</tr>
<tr>
<td>Com05</td>
<td>1246</td>
<td>1280</td>
<td>2.987</td>
<td>14.411</td>
</tr>
<tr>
<td>Com06</td>
<td>1206</td>
<td>1334</td>
<td>1.780</td>
<td>2.371</td>
</tr>
<tr>
<td>Com07</td>
<td>1391</td>
<td>1539</td>
<td>2.644</td>
<td>20.9</td>
</tr>
<tr>
<td>Com08</td>
<td>1001</td>
<td>1095</td>
<td>1.82</td>
<td>51.421</td>
</tr>
<tr>
<td>Com09</td>
<td>841</td>
<td>893</td>
<td>1.464</td>
<td>11.086</td>
</tr>
<tr>
<td>Com10</td>
<td>786</td>
<td>931</td>
<td>34.678</td>
<td>85.61</td>
</tr>
<tr>
<td>Com11</td>
<td>852</td>
<td>920</td>
<td>1.05</td>
<td>9.84</td>
</tr>
<tr>
<td>Com12</td>
<td>814</td>
<td>874</td>
<td>3.016</td>
<td>34.687</td>
</tr>
<tr>
<td>Com13</td>
<td>1008</td>
<td>1174</td>
<td>2.26</td>
<td>6.976</td>
</tr>
<tr>
<td>Com14</td>
<td>1040</td>
<td>1350</td>
<td>6.816</td>
<td>50.675</td>
</tr>
<tr>
<td>Com15</td>
<td>1165</td>
<td>1259</td>
<td>2.564</td>
<td>8.956</td>
</tr>
<tr>
<td>Com16</td>
<td>887</td>
<td>929</td>
<td>2.592</td>
<td>6.415</td>
</tr>
<tr>
<td>Com17</td>
<td>1227</td>
<td>1294</td>
<td>3.536</td>
<td>13.048</td>
</tr>
<tr>
<td>Com18</td>
<td>793</td>
<td>871</td>
<td>1.892</td>
<td>3.035</td>
</tr>
<tr>
<td>Com19</td>
<td>1184</td>
<td>1336</td>
<td>3.928</td>
<td>20.753</td>
</tr>
<tr>
<td>Com20</td>
<td>1137</td>
<td>1254</td>
<td>1.072</td>
<td>1.804</td>
</tr>
</tbody>
</table>

Table 4.3: Results Obtained by IH1 and IH2 on the ITC 2002 Instances.
<table>
<thead>
<tr>
<th>IN</th>
<th>IH3</th>
<th>IH4</th>
<th>Kostuch [97]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SC Penalty</td>
<td>T(sec)</td>
<td>SC Penalty</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>Max</td>
<td>Min</td>
</tr>
<tr>
<td>Com01</td>
<td>805</td>
<td>895</td>
<td>1.53</td>
</tr>
<tr>
<td>Com02</td>
<td>731</td>
<td>836</td>
<td>1.36</td>
</tr>
<tr>
<td>Com03</td>
<td>760</td>
<td>863</td>
<td>1.34</td>
</tr>
<tr>
<td>Com04</td>
<td>1201</td>
<td>1266</td>
<td>4.464</td>
</tr>
<tr>
<td>Com05</td>
<td>1246</td>
<td>1280</td>
<td>1.12</td>
</tr>
<tr>
<td>Com06</td>
<td>1206</td>
<td>1334</td>
<td>1.33</td>
</tr>
<tr>
<td>Com07</td>
<td>1391</td>
<td>1539</td>
<td>2.644</td>
</tr>
<tr>
<td>Com08</td>
<td>1001</td>
<td>1085</td>
<td>1.82</td>
</tr>
<tr>
<td>Com09</td>
<td>841</td>
<td>893</td>
<td>1.406</td>
</tr>
<tr>
<td>Com10</td>
<td>786</td>
<td>931</td>
<td>4.644</td>
</tr>
<tr>
<td>Com11</td>
<td>852</td>
<td>917</td>
<td>4.768</td>
</tr>
<tr>
<td>Com12</td>
<td>814</td>
<td>879</td>
<td>3.016</td>
</tr>
<tr>
<td>Com13</td>
<td>1008</td>
<td>1174</td>
<td>2.26</td>
</tr>
<tr>
<td>Com14</td>
<td>1040</td>
<td>1293</td>
<td>5.816</td>
</tr>
<tr>
<td>Com15</td>
<td>1165</td>
<td>1259</td>
<td>1.564</td>
</tr>
<tr>
<td>Com16</td>
<td>887</td>
<td>929</td>
<td>1.092</td>
</tr>
<tr>
<td>Com17</td>
<td>1227</td>
<td>1294</td>
<td>2.136</td>
</tr>
<tr>
<td>Com18</td>
<td>793</td>
<td>871</td>
<td>1.292</td>
</tr>
<tr>
<td>Com19</td>
<td>1184</td>
<td>1336</td>
<td>3.228</td>
</tr>
<tr>
<td>Com20</td>
<td>1137</td>
<td>1254</td>
<td>0.085</td>
</tr>
</tbody>
</table>

Table 4.4: Results Obtained by IH3, IH4 and Kostuch on the ITC 2002 Instances.

As we mentioned above, the sequential heuristic method can be very efficient for generating initial timetables [23, 29, 97]. However, the sequential heuristic alone does not guarantee the construction of feasible solutions even with the combination of more than one heuristics [5, 4]. Then, we conducted a third set of experiments. Table 4.5 and Table 4.6 show the results of the sequential heuristic when applied to the Socha et al. and the ITC 2002 problem instances. Note however that we ran experiments on the medium and large Socha et al. only and all the 20 problems in the ITC 2002 datasets. We did not run experiments with the sequential heuristic on the small Socha et al. instances because it is known that the sequential heuristics generates feasible solution easily for these problems.

In these experiments we also observed that extending the computation time limit does not make any difference in terms of reducing the hard constraints violations. The reason is that the pool of unscheduled events keeps shrinking and growing during the
assignment process. This experiments also showed that the sequential heuristic is capable of reducing the hard constraints violations and usually the penalty cost is very low. However it is unable to find feasible solutions.

The details of the abbreviations in Table 4.5 and 4.6 are as follows: IN in column one is Instance Name, HCV(Min) is the minimum hard constraints violation, HCV(Max) is the maximum hard constraints violations, Avg is the average hard constraints violations for ten runs and SD is the standard deviation in the hard constraints violations for ten runs.

<table>
<thead>
<tr>
<th>IN</th>
<th>HCV(Min)</th>
<th>HCV(Max)</th>
<th>Avg</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>56</td>
<td>75</td>
<td>66.2</td>
<td>6.906</td>
</tr>
<tr>
<td>M2</td>
<td>31</td>
<td>47</td>
<td>40</td>
<td>6.59</td>
</tr>
<tr>
<td>M3</td>
<td>30</td>
<td>52</td>
<td>38.4</td>
<td>8.619</td>
</tr>
<tr>
<td>M4</td>
<td>48</td>
<td>69</td>
<td>58.2</td>
<td>8.043</td>
</tr>
<tr>
<td>M5</td>
<td>21</td>
<td>34</td>
<td>27.4</td>
<td>5.128</td>
</tr>
<tr>
<td>L</td>
<td>111</td>
<td>127</td>
<td>119.4</td>
<td>6.387</td>
</tr>
</tbody>
</table>

Table 4.5: Results Obtained by the Sequential Heuristic on the Socha et al. Instances.
<table>
<thead>
<tr>
<th>IN</th>
<th>HCV(Min)</th>
<th>HCV(Max)</th>
<th>Avg</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comp01</td>
<td>63</td>
<td>78</td>
<td>70.6</td>
<td>5.412</td>
</tr>
<tr>
<td>Comp02</td>
<td>48</td>
<td>73</td>
<td>56.8</td>
<td>9.523</td>
</tr>
<tr>
<td>Comp03</td>
<td>51</td>
<td>71</td>
<td>63.2</td>
<td>8.871</td>
</tr>
<tr>
<td>Comp04</td>
<td>81</td>
<td>100</td>
<td>90.2</td>
<td>8.348</td>
</tr>
<tr>
<td>Comp05</td>
<td>41</td>
<td>55</td>
<td>47.4</td>
<td>5.594</td>
</tr>
<tr>
<td>Comp06</td>
<td>22</td>
<td>40</td>
<td>33.8</td>
<td>7.429</td>
</tr>
<tr>
<td>Comp07</td>
<td>12</td>
<td>18</td>
<td>15.6</td>
<td>2.302</td>
</tr>
<tr>
<td>Comp08</td>
<td>26</td>
<td>53</td>
<td>40.4</td>
<td>11.392</td>
</tr>
<tr>
<td>Comp09</td>
<td>35</td>
<td>55</td>
<td>41</td>
<td>8.485</td>
</tr>
<tr>
<td>Comp10</td>
<td>90</td>
<td>112</td>
<td>100</td>
<td>8.573</td>
</tr>
<tr>
<td>Comp11</td>
<td>28</td>
<td>52</td>
<td>41.2</td>
<td>8.927</td>
</tr>
<tr>
<td>Comp12</td>
<td>32</td>
<td>47</td>
<td>39.8</td>
<td>5.848</td>
</tr>
<tr>
<td>Comp13</td>
<td>24</td>
<td>66</td>
<td>48</td>
<td>16.355</td>
</tr>
<tr>
<td>Comp14</td>
<td>15</td>
<td>43</td>
<td>30.6</td>
<td>10.807</td>
</tr>
<tr>
<td>Comp15</td>
<td>28</td>
<td>44</td>
<td>35.8</td>
<td>5.761</td>
</tr>
<tr>
<td>Comp16</td>
<td>38</td>
<td>75</td>
<td>56.2</td>
<td>14.923</td>
</tr>
<tr>
<td>Comp17</td>
<td>26</td>
<td>48</td>
<td>39.8</td>
<td>9.1487</td>
</tr>
<tr>
<td>Comp18</td>
<td>48</td>
<td>58</td>
<td>53.2</td>
<td>4.207</td>
</tr>
<tr>
<td>Comp19</td>
<td>22</td>
<td>32</td>
<td>26.8</td>
<td>3.563</td>
</tr>
<tr>
<td>Comp20</td>
<td>40</td>
<td>64</td>
<td>50.8</td>
<td>11.031</td>
</tr>
</tbody>
</table>

Table 4.6: Results Obtained by the Sequential Heuristic on the ITC 2002 Instances.

The results obtained from these third set of experiments and reported in Table 4.5 and Table 4.6, show that the sequential heuristic alone is unable to generate feasible solutions, no matter how long we extend the computation time. The results in
this chapter support our claim that when we disable the local search elements in our hybrid heuristics, the methods are not capable of generating feasible timetables. These experiments also indicate that complex combinatorial problems need additional strategies to help the search escape the local optima, and find a probably optimal solution, in our case being to find feasible timetables. Furthermore, as shown in 4.4 our approaches are able to generate feasible solutions that are competitive with times recorded in Kostuch [97].

4.5 Discussion and Summary

The methods proposed in this chapter are necessary to give different options for constructing timetable, as not many works have been devoted solely to initialisation techniques for the UCTTP problem. In this chapter, we have designed and analysed different initialisation approaches for course timetabling problem that combines the local searches and well known sequential heuristics. The experimental results for each method provides important evidence as a prove that by using the sequential heuristic or the combination of more than one sequential heuristics alone are unable to find feasible solution especially when the size of problem is very large. These methods also give some options for new researchers in combinatorial optimisation area of what techniques can be used to generate feasible solutions. Note that we do not considered the issue of soft constraints with the proposed algorithms in this chapter. This was never our aim, and indeed providing better starting solutions is not the main concern of the first stage of the two-stage optimization algorithms strategy. Furthermore, we want to encourage researchers to contribute on initialisation algorithms.

In this chapter, four hybrid initialisation heuristic approaches employing graph colouring, local search, tabu search and great deluge were proposed as the first stage to tackle the UCTTP. From our experiments, we found that each components on these
hybrid initialisation heuristic relies on each other to reach feasibility in the timetable. The graph colouring alone only produces feasible solutions for small instances. The graph colouring method alone is only able to produce close to feasibility for the rest of the problem instances. Moreover, the proposed methodologies were able to generate feasible solutions in reasonable time except for the Initialisation Heuristic 4 (IH4). The methods presented in this chapter are more reliable to reach feasibility compared to sequential heuristics in Abdullah et al. [5, 4]. These methods also able to generate feasible solutions in short time with different quality of solutions.
Chapter 5

An Investigation of the Great Deluge Algorithm

5.1 Introduction

In this chapter we present an investigation into the application of the Great Deluge Algorithm to solve the UCTTP. The great deluge algorithm is a meta-heuristic approach proposed by Dueck [68] in 1993 and is inspired by the behaviour that could arise when someone seeks higher ground to avoid the rising water level during constant rain. For a maximisation problem, the algorithm seeks to find the highest point on a certain surface with hills, valleys and plateaus (search space). Then, it starts to rain constantly and the algorithm walks around (explores the neighbourhood) but never makes a step into the increasing water level. As it continues raining, the algorithm can explore higher and lower ground (improving and non-improving positions) but is continually pushed to a high point (hopefully close to the optimum) until eventually it cannot escape the rising water level and it stops. The initial water level is set to a value below the fitness of the initial solution and then is increased in a linear fashion as the search progresses. Note that for a minimisation problem, the water level starts on a value above the fitness of the initial solution and decreases constantly. In
this case, the algorithm seeks to find the lower point by exploring the surface and maintaining its head below the decreasing water level. One can see that great deluge is similar to simulated annealing (SA) [2] but while SA accepts non-improving solutions based on probability, great deluge does this in a more deterministic manner by controlling the water level. Moreover, great deluge is said to be less dependent upon parameter tuning compared to simulated annealing. In fact, great deluge needs only two parameters. These parameters are: 1) the amount of computational times that user wishes to spend on the search and 2) the expected quality of the final solution [22].

In principle, the decay rate at which the water level decreases determines the speed of the search. The higher the decay rate the faster the water level goes down. Burke et al. [22], initialised the value of the water level equal to the initial cost function. The decay rate at each iteration is decreased gradually at constant decay rate and they interpreted the parameter as a function of expected search time they wish to spend for the entire search process. Besides that they also interpreted the parameter function as expected solution quality they might get at the end of the search process. In order to set the decay rate $\Delta B$, they estimate the desired objective function value $f(S')$ and then calculate $\Delta B$ by applying the following formula $\Delta B = B_0 - f(S')/N_{\text{moves}}$ (where $B_0$ is initial level and $N_{\text{moves}}$ is the desired number of iterations). To estimate the desired result $f(S')$ they conducted preliminary runs of a simple Hill-Climbing algorithm. The pseudocode of the so-called extended version of great deluge proposed by Burke et al. [22] is given in Algorithm 11. Figure 5.5 illustrates the behaviour of great deluge in the case of a minimising problem. As we can see in Figure 5.5, the water level decreases linearly guiding the search until at certain point when the water level and the penalty cost both converge and then the algorithm becomes greedy accepting only improving solutions.

The great deluge algorithm was applied to course timetabling by Burke et al. [22]
using the ITC 2002 datasets. Burke et al. observed good performance of great deluge on all the 20 problem instances. Overall, their experimental results showed superiority of great deluge.

**Algorithm 11: Great Deluge Algorithm**

- Set the initial solution $s$;
- Calculate initial cost function $f(s)$;
- Initial level $B_0 = f(s)$;
- Specify input parameter $B = B_0$;
- **while** (stopping condition not satisfied) **do**
  - Define neighbourhood $N(s)$;
  - Randomly select the candidate solution $s^* \in N(s)$;
  - **if** $(f(s^*) \leq f(s))$ or $(f(s^*) \leq B)$ **then**
    - accept $s^*$;
  - Lower the level $B = B - \Delta B$;

In this chapter we propose a modification of the decay rate in the great deluge algorithm. In the original great deluge method, the water level is set to a value equal
to the penalty of the best solution at the start of the search. Then, the water level is
decreased in a linear fashion until it reaches a value of zero. During the search, the
algorithm explores solutions in the neighbourhood of the best solution. A new solu-
tion with a lower penalty is accepted straight away replacing the best solution. A new
solution with a higher penalty is accepted only if this worse penalty is not higher than
the current water level. The modification to the conventional great deluge method
proposed in this chapter is on the decay rate of the water level. We propose a non-
linear great deluge algorithm in which the water level decay rate is controlled by
an exponential function and floating water level (increase the water level) when the
penalty cost and the water level is about to converge. While Burke et al. [22] run the
hill climbing algorithm in order to estimate the initial penalty cost, the only thing we
need is to control the water level speed and avoid it to converge with penalty cost too
frequently during the search. We do not want the water level and the penalty cost to
converge too soon because this turns the search into an only improving search mecha-
nism. However, when this cannot be avoided, a floating water level will take place as
a mechanism to bring the water level back above the penalty cost. The main reason
to increase the water level is to allow some flexibility in accepting worse solutions
by avoiding the algorithm to become greedy. The linear decay rate of great deluge
behaviour is illustrated in Figure 5.5. We can see that the water level is decreased lin-
early in every iteration and at the point of convergence, the algorithm becomes greedy.

In this chapter, the aim is to conduct a computational study of the non-linear great
deluge (NLGD) algorithm in order to investigate the key mechanisms that make this
algorithm very effective. The rest of this chapter is organised as follows. The non-
linear great deluge algorithm proposed in this chapter as well as its application to
the UCTTP is described in Section 5.2. Experiments and results are presented and
discussed in Sections 5.3 and 5.4. Section 5.3 focuses on the overall performance
of the proposed method and Section 5.4 studies in more detail the effect that the
non-linear decay rate has on the overall performance of the algorithm. The work presented in this chapter was published in the proceeding of the 2008 IEEE Conference on Intelligent Systems (IS 2008). (see Landa-Silva and Obit [100]) and Intelligent Systems - From Theory to Practice Obit and Landa-Silva [87].

5.2 Great Deluge With Non-Linear Decay Rate Approach

This section presents a modified great deluge algorithm using a non-linear decay rate. The motivation behind this modification with a non-linear decay rate and floating water level is to enhance the feedback between the search activity and the water level. Early in the search the algorithm is able to reduce the penalty cost considerably and the gap between the water level and the penalty cost is usually very large. Therefore, the algorithm must prevent the cost function to go back near to the water level and for this reason it is important to reduce the gap between the water level and the penalty cost. Later in the search, it becomes more and more difficult to find the improvement moves. To manage this situation, we float the water level to prevent the algorithm becoming greedy. By floating the water level the algorithm tries to diversify the search by extending its search to a different region of the search. Therefore, at the early stage of the search this algorithm performs more on the intensification and less diversification. However, when the search stuck in the local optima the algorithm begins to diversify the search by floating the water level (increasing the water level).

The main weakness with the linear decay for the water level is that the water level decreases too quickly in the later stages of the search. At the beginning, the algorithm seems to produce several successful moves. However when the search is in the middle or approaching the end of the search and the water level converges with the value of
the current best solution, most of the neighbourhood solutions are rejected and this situation hinders the algorithm in diversifying the search. Therefore, the algorithm suffers on its own greediness by trapping itself in local optimum. In the conventional great deluge approach, there is no mechanism to help escaping local optima once the water level and the best solution penalty cost converge.

5.2.1 Initial Feasible Timetables and Neighbourhood Structures

To construct feasible timetables, we took the hybrid initialisation heuristic 1 (IH1) proposed in chapter 4 (Since the performance of the IH1, IH2 and IH3 are similar, therefore we can select any of this hybrid heuristic to generate feasible solutions). In addition, we employed neighbourhood moves M1, M2 and M3 in the improvement search. Moves M1 and M2 were described above. M3 selects three events at random and performs a permutation between their timeslots at random. Note that the three neighbourhood moves are based on random search but always seeking the satisfaction of hard constraints. The three neighbourhood moves used here might consider very small but this is because we want to better assess the effectiveness of the non-linear decay rate in the proposed algorithm for guiding the local search.

5.2.2 Non-linear and Floating Water Level Decay

Consider a problem in which the goal is to find the solution that minimises a given objective function. The distinctive feature of the conventional great deluge algorithm is that when the candidate solution \( S^* \) is worse than the current solution \( S \), then \( S^* \) replaces \( S \) depending on the current water level \( B \). The water level is initially set according to the quality of the initial solution, that is, \( B > f(S^0) \) where \( f(S^0) \)
denotes the objective function value of the initial solution $S^0$. The decay, i.e. the speed at which $B$ decreases, is determined by a linear function in the conventional great deluge algorithm:

$$B = B - \Delta B \text{ where } \Delta B \in \mathbb{R}^+$$  \hspace{1cm} (5.1)

The non-linear great deluge algorithm uses a non-linear decay for decreasing the water level. The decay is given by the following expression:

$$B = B \times (\exp^{-\delta(rnd[min, max])}) + \beta$$  \hspace{1cm} (5.2)

The various parameters in Eq. (5.2) control the speed and the shape of the water level decay rate. Parameter $\beta$ represents the minimum expected value corresponding to the optimal solution. In this paper, we set $\beta = 0$ because we want the water level to reach that value by the end of the search. This is because we know that an optimal value of zero is possible for the problem instances tackled in this thesis. If for a given minimisation problem we knew that the minimum objective value that can be achieved is let's say 100, then we would set $\beta$ around that value. If there is no previous knowledge on the minimum objective value expected, then we suggest to tune $\beta$ through preliminary experimentation for the problem in hand. The role of the parameters $\delta$, $min$ and $max$ (more specifically the expression $\exp^{-\delta(rnd[min, max])}$) is to control the speed of the decay and hence the speed of the search process. A random $min$ and $max$ are drawn from the uniform distribution interval $[\min, \max]$ and the $min$ and $mix$ are integer numbers. By changing the value of these three parameters, the water level goes down faster or slower. Therefore, The lower the values of $min$ and $max$, the faster the water level goes down, and in consequence, the search quickly achieves improvement but it also gets stuck in local optima very early. To escape from the local optima, the algorithm needs to increase the water level.

In this chapter, the value of the parameters in Eq. (5.2) were determined by
experimentation. We tested different combination of parameter values (−δ and \( \text{rnd}[\text{min}, \text{max}] \)) and observe the effect of each combination in order to find suitable parameters for given problem. Based on the preliminary experiments, we now then assigned, \( \delta \) the values of \( 5 \times 10^{-10} \), \( 5 \times 10^{-8} \) and \( 5 \times 10^{-9} \) for small, medium and large instances respectively. As said before, the value of \( \beta \) for all problem instances is \( \beta = 0 \). The values of \( \text{min} \) and \( \text{max} \) in Eq. (5.2) are set according to the size of the problem instance. For medium and large problems we used \( \text{min} = 100000 \) and \( \text{max} = 300000 \). For small problems we used \( \text{min} = 10000 \) and \( \text{max} = 20000 \). The parameter values for small instance is only apply when the penalty cost reach to 10 points. Therefore, it means that from the first iteration the NLGD uses the same parameter used for medium instances and changes the parameter when it reaches the penalty cost to 10 points. The use of the non-linear decay rate is shown in the last else of Algorithm 12 below.

In addition to using a non-linear decay rate for the water level \( B \), we also allow \( B \) to go up when its value is about to converge with the penalty cost of the candidate solution \( S^* \). This occurs when \( \text{range} \leq 1 \) in Algorithm 12 (range is the difference between the water level and the penalty cost). We increase the water level \( B \) by a random number within the interval \( [B_{\text{min}}, B_{\text{max}}] \). All the parameter values in \( [B_{\text{min}}, B_{\text{max}}] \) were identified by experimentation. For small problem instances the interval used was \([2,5]\). For the large problem instance the interval used was \([1,3]\). For medium problem instances, we first check if the penalty of the best solution so far \( f(S_{\text{best}}) \) is lower than a parameter \( f_{\text{low}} \). If this is the case, then we use \([1,4]\) as the interval \( [B_{\text{min}}, B_{\text{max}}] \). Otherwise, we assume that the best solution so far seems to be stuck in local optima \( (f(S_{\text{best}}) > f_{\text{low}}) \) so we make \( B = B + 2 \). The concept of floating water level might be similar to reheating concept in simulated annealing, however in simulated annealing to reheat the temperature, it uses the geometric reheating method. In our method we increase the water level at random. In addition,
Algorithm 12: Non-linear Great Deluge Algorithm

Construct initial feasible solution $S$
Set best solution so far $S_{best} \leftarrow S$
Set timeLimit according to problem size
Set initial water level $B \leftarrow f(S)$

while elapsedTime $\leq$ timeLimit do

Select move at random from M1, M2, M3;
if (move == M1) then
    $S' = M1(S)$; {apply M1 to $S$};
end if
if (move == M2) then
    $S' = M2(S)$; {apply M2 to $S$};
end if
if (move == M3) then
    $S' = M3(S)$; {apply M3 to $S$};
end if
if ($f(S') \leq f(S)$ or $f(S') \leq B$) then
    $S \leftarrow S'$ {accept new solution}
    $S_{best} \leftarrow S$ {update best solution}
end if

// range is the difference between the water level ($B$) and the current best solution $f(S^*)$
range $= B - f(S^*)$
if (range $<$ 1) then
    if (Large or Small Problem) then
        $B = B + \text{rand}[B_{min}, B_{max}]$
    else
        if ($f(S_{best}) < f_{low}$) then
            $B = B + \text{rand}[B_{min}, B_{max}]$
        else
            $B = B + 2$
        end if
    end if
else
    if ($f(S_{best}\leq20)$ and Small then
        $B = B \times (\exp^{-\delta(rnd[min,max])}) + \beta$
        (Apply small instances parameter)
    else
        $B = B \times (\exp^{-\delta(rnd[min,max])}) + \beta$
    end if
end if
end while
acceptance in simulated annealing uses probability while great deluge does not employ probability. Full details of this strategy to control the water level decay rate in the modified great deluge are shown in Algorithm 12.

\[
H = B(\exp^{-d \delta \text{min}}) + \beta
\]

Figure 5.2: Behaviour of Non-Linear Great Deluge With Non-linear and Floating Water Level Decay Rate.

The behaviour of the proposed NLGD is illustrated in Figure 5.6. From the outset, the water level is equal to the current penalty cost. When the search progresses the current penalty cost improves as shown by the blue line. The water level decreases quickly to prevent a huge gap between the water level and the current penalty cost. But when the water level current penalty cost is about to converge the algorithm then increases the water level as shown by the red line.

Figure 5.3 illustrates the difference between the linear and non-linear decay rates. The graph also illustrates the effect of parameters $\beta$, $\delta$, min and max on the non-
linear decay rate. The straight line in Figure 5.3 corresponds to the linear decay rate (with $\Delta B = 0.01$) originally proposed by Dueck [68]. In this case, a non-improving candidate solution $S^*$ is accepted only if its objective value $f(S^*)$ is below the water level $B$. When $f(S^*)$ and $B$ converge the algorithm becomes greedy and it is more difficult for the search to escape from local optima. The two other lines in Figure 5.3 also illustrate the non-linear decay rate with different values for $\beta$, decay rate with $b = 0$ and $b = 10$. The corresponding values for the parameters $\delta$, $\min$ and $\max$ are also shown.

![Graph showing linear and non-linear decay rates](image)

Figure 5.3: Comparison Between Linear (Eq. 5.1) and Non-linear (Eq. 5.2) Decay Rates and Illustration of the Effect of Parameters $\beta, \delta, \min$ and $\max$ on the Shape of the Non-linear Decay Rate in the Great Deluge Algorithm.

5.3 Experiments and Results

To measure the impact of the modified non-linear water level decay rate, we conducted several experiments using the UCTTP benchmark instances by Socha et al. [152]. It is known that for each instance there exists at least one solution (timetable) with an
penalty function value equal to zero. For each type of dataset (in terms of size), a fixed computation time (timeLimit) in seconds was used as the stopping condition: 2500 for small problems, 4700 for medium problems and 6700 for the large problem. This fixed computation time is only for the improvement phase, i.e. the non-linear great deluge starting from a feasible solution. For each problem instance we executed the non-linear great deluge algorithms for 20 times.

In the first set of the experiments, we compared the NLGD to other algorithms reported in the literature. The algorithms considered include MAX-MIN Ant System [152], choice function hyper-heuristic [27], fuzzy multiple heuristic ordering [15], VNS with tabu search [5], Randomised Iterative Improvement with neighbourhoods [4], Graph-based hyper-heuristic [29] and Hybrid Evolutionary Algorithm [3]. In these experiments we want to evaluate how beneficial it is to modify the water level decay rate from the linear to non-linear and floating water level in the great deluge algorithm.

Table 5.1 shows the results obtained by the NLGD and by the original great deluge algorithms alongside other results reported in the literature. Table 5.2 shows the penalty of the initial solution provided to the great deluge approaches.

Table 5.1 shows the comparison of non-linear great deluge with the existing state-of-the-art approaches found in the literature. The best results are in bold whereas, the term ”x%Inf” in Table 5.1 indicates a percentage of runs in which the approaches failed to generate feasible solutions. From the table it is clear that our approach is able to produce feasible solutions for all 11 instances. The results for the NLGD also show that the proposed modified decay rate makes the algorithm competitive to other approaches that have been applied on these instances. When compared to a local search method and ant algorithm by Socha et al [152], the Graph hyper-heuristic by Burke
Table 5.1: Comparison of Results Obtained by the Non-Linear Great Deluge (NLGD) Proposed in this Chapter Against the Best Known Results from the Literature for the 11 Socha et al. Problem Instances.

<table>
<thead>
<tr>
<th></th>
<th>Best (NLGD)</th>
<th>Avg (NLGD)</th>
<th>RRLS</th>
<th>MMAS</th>
<th>GALS</th>
<th>RIICN</th>
<th>GBHH</th>
<th>CFHH</th>
<th>VNS-T</th>
<th>HEA</th>
<th>FMHO</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>3</td>
<td>3.9</td>
<td>8</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>1</td>
<td>0</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>S2</td>
<td>4</td>
<td>5</td>
<td>11</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>S3</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>S4</td>
<td>6</td>
<td>7.3</td>
<td>7</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>17</td>
</tr>
<tr>
<td>S5</td>
<td>0</td>
<td>2</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>M1</td>
<td>140</td>
<td>152</td>
<td>199</td>
<td>195</td>
<td>175</td>
<td>242</td>
<td>372</td>
<td>146</td>
<td>317</td>
<td>221</td>
<td>243</td>
</tr>
<tr>
<td>M2</td>
<td>130</td>
<td>147.2</td>
<td>202.5</td>
<td>184</td>
<td>197</td>
<td>161</td>
<td>419</td>
<td>173</td>
<td>313</td>
<td>147</td>
<td>325</td>
</tr>
<tr>
<td>M3</td>
<td>189</td>
<td>207.2</td>
<td>77.5%Inf</td>
<td>248</td>
<td>216</td>
<td>265</td>
<td>359</td>
<td>267</td>
<td>357</td>
<td>246</td>
<td>249</td>
</tr>
<tr>
<td>M4</td>
<td>112</td>
<td>129.8</td>
<td>177.5</td>
<td>164.5</td>
<td>149</td>
<td>181</td>
<td>348</td>
<td>169</td>
<td>247</td>
<td>165</td>
<td>285</td>
</tr>
<tr>
<td>M5</td>
<td>141</td>
<td>174.7</td>
<td>100%Inf</td>
<td>219.5</td>
<td>190</td>
<td>151</td>
<td>171</td>
<td>303</td>
<td>292</td>
<td>130</td>
<td>132</td>
</tr>
<tr>
<td>L</td>
<td>876</td>
<td>962.2</td>
<td>100%Inf</td>
<td>851.5</td>
<td>912</td>
<td>-</td>
<td>1068</td>
<td>80%Inf</td>
<td>-</td>
<td>520</td>
<td>1138</td>
</tr>
</tbody>
</table>

NLGD is Non-Linear Great Deluge [100].
RRLS is the Local Search and Ant System in [153]
MMAS is the MAX-MIN Ant System in [152]
GALS is Genetic algorithm and local search by Abdullah and Turabieh [7].
RIICN is Randomised iterative improvement algorithm by Abdullah et al. [3].
GBHH is Graph-based Hyper-heuristic by Burke et al. [29].
CFHH is the Choice Function Hyper-heuristic in [27]
VSN-T is Variable neighbourhood search with tabu by Abdullah et al. [5].
HEA is Hybrid evolutionary approach by Abdullah et al. [4].
FMHO is fuzzy multiple heuristic ordering [15]
S1-S5 represent small problem instances 1 to 5
M1-M5 represent medium problem instances 1 to 5
L represents the large problem instance
et al. [29] and the fuzzy approach by Asmuni et al. [15], the Non-linear great deluge (NLGD) produced better solution or competitive results on the small instances. Moreover, NLGD is able to find the global optimum for small5 unlike GBHH and FMHO approaches. Compared with other algorithms like genetic algorithm and local search by Abdullah and Turabieh [7], Randomised iterative improvement algorithm by Abdullah et al. [4], Variable neighbourhood search with tabu by Abdullah et al. [5] and Hybrid evolutionary approach by Abdullah et al. [3], we see that NLGD performs less competitive for instances S1, S2, S3 and S4. For medium instances, NLGD produced better solutions in four out of five compared to all approaches. Even though NLGD could not beat the best result for instance M5, the best result it managed to find is not too far from the best. Finally for the large instance, NLGD produces comparable results when compared to other approaches.

Table 5.1 shows the comparison of NLGD and the other results reported in the literature. Table 5.1 make an interesting evaluation of our proposed modification of the decay rate of the great deluge algorithm. It can be seen that NLGD outperformed some of the best known results obtained by other algorithms. In addition NLGD is able to solve one out of the five small instances to optimality within 20 runs. It also can be seen that the NLGD approach produces better or equivalent results on the small instances when compared against RRLS, GBHH and FMHO. In more detail NLGD produced better results for all small instances when compared to RRLS and FMHO. For S1 and S2, and S5, NLGD produced better results when compared to GBHH. However, there are alteration in the penalty cost for the set of medium instances specifically M1, M2, M3 and M4, where NLGD has shown significant improvement over other algorithms. The first two comparisons are results against MMAS and CFHH. NLGD are better than the MMAS for all medium instances. Comparisons are also made with results from other methods such as VNST, GBHH and RIICN. NLGD results are better than VNST, GAHH and RIICN in all 5
medium instances. For M5, even though NLGD unable to improve the solution when compared to FMHO and HEA, however, the quality of the solution is still competitive.

Table 5.2 presents a comparison of the results obtained for all three categories (small, medium and large) instances by the modified great deluge (NLGD) and the reference algorithm, the conventional great deluge (GD), in addition to comparing to best results obtained by other approaches. It is clear that the modified great deluge (NLGD) performs significantly better than any of the reference algorithms on instances M1, M2, M3 and M4. It is however interesting to observe that while NLGD performs better than GD and is competitive for M5 with HEA, the HEA produced solution better than those produced by NLGD in the large instance. Hence, the proposed non-linear great deluge seems particularly effective on the medium problem instances producing new best results four out of five medium instances. Based on the results shown in Table 5.1 and Table 5.2 we can claim that our algorithm outperforms some of the previous published results and it is also competitive on the rest of the instances.
Table 5.2: Comparison of Results Obtained by the Non-linear Great Deluge (NLGD) Proposed in this Paper Against the Best Known Results from the Literature for the 11 Socha et al. Problem Instances.

<table>
<thead>
<tr>
<th></th>
<th>Init. Sol.</th>
<th>GD</th>
<th>NLGD</th>
<th>Best Known</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>198</td>
<td>17</td>
<td>3</td>
<td>0 (VNS-T)</td>
</tr>
<tr>
<td>S2</td>
<td>265</td>
<td>15</td>
<td>4</td>
<td>0 (VNS-T)</td>
</tr>
<tr>
<td>S3</td>
<td>214</td>
<td>24</td>
<td>6</td>
<td>0 (CFHH)</td>
</tr>
<tr>
<td>S4</td>
<td>196</td>
<td>21</td>
<td>6</td>
<td>0 (VNS-T)</td>
</tr>
<tr>
<td>S5</td>
<td>233</td>
<td>5</td>
<td>0</td>
<td>0 (MMAS)</td>
</tr>
<tr>
<td>M1</td>
<td>858</td>
<td>201</td>
<td>140</td>
<td>146 (CFHH)</td>
</tr>
<tr>
<td>M2</td>
<td>891</td>
<td>190</td>
<td>130</td>
<td>147 (HEA)</td>
</tr>
<tr>
<td>M3</td>
<td>806</td>
<td>229</td>
<td>189</td>
<td>246 (HEA)</td>
</tr>
<tr>
<td>M4</td>
<td>846</td>
<td>154</td>
<td>112</td>
<td>164.5 (MMAS)</td>
</tr>
<tr>
<td>M5</td>
<td>765</td>
<td>222</td>
<td>141</td>
<td>130 (HEA)</td>
</tr>
<tr>
<td>L</td>
<td>1615</td>
<td>1066</td>
<td>876</td>
<td>529 (HEA)</td>
</tr>
</tbody>
</table>

MMAS is the MAX-MIN Ant System in [152]
CFHH is the Choice Function Hyper-heuristic in [27]
VNS-T is the Hybrid of VNS with Tabu Search in [5]
HEA is the Hybrid Evolutionary Algorithm in [4]
S1-S5 represent small problem instances 1 to 5
M1-M5 represent medium problem instances 1 to 5
L represents the large problem instance
In the second set of experiments we tested NLGD on the International Competition instances. Table 5.3 presents the best values obtained by different algorithms including NLGD. The table gives us an idea about the variability of the performance for different algorithm proposed in the competition. From the Table 5.3, shows that even though our NLGD did not obtained the best results but it is still competitive when compared to the results obtained by the fifth to ninth places in the competition. The proposed algorithm is mainly tuned for the 11 instances and no modification have been done in order to tackle the international timetabling competition instances. Therefore the results obtained are only moderate when competing with solvers designed specifically for the competition.

In more detail, Figures 5.4-5.9 summarise the performance of NLGD compared to other allgorithms. In these graphs, the x-axis represents the instance type while the y-axis represents the penalty cost. Figure 5.5 shows the strong performance of NLGD on the medium and large instances. Figures 5.6-5.9 show details of the results achieved by NLGD when compared to the algorithms from the competition.
Table 5.3: Comparison of results obtained by the non-linear Great Deluge (NLGD) with other approaches for the International Timetabling Competition on the 20 instances. Details of the competition algorithms are available at: http://www.idsia.ch/Files/ttcomp2002/results.htm.

<table>
<thead>
<tr>
<th>Instances</th>
<th>1st</th>
<th>2nd</th>
<th>3rd</th>
<th>4th</th>
<th>5th</th>
<th>6th</th>
<th>7th</th>
<th>8th</th>
<th>9th</th>
<th>NLGD</th>
</tr>
</thead>
<tbody>
<tr>
<td>com01</td>
<td>45</td>
<td>61</td>
<td>85</td>
<td>63</td>
<td>132</td>
<td>148</td>
<td>178</td>
<td>211</td>
<td>257</td>
<td>153</td>
</tr>
<tr>
<td>com02</td>
<td>25</td>
<td>39</td>
<td>42</td>
<td>46</td>
<td>92</td>
<td>101</td>
<td>103</td>
<td>128</td>
<td>112</td>
<td>118</td>
</tr>
<tr>
<td>com03</td>
<td>65</td>
<td>77</td>
<td>84</td>
<td>96</td>
<td>170</td>
<td>162</td>
<td>156</td>
<td>213</td>
<td>226</td>
<td>120</td>
</tr>
<tr>
<td>com04</td>
<td>115</td>
<td>160</td>
<td>119</td>
<td>166</td>
<td>265</td>
<td>350</td>
<td>399</td>
<td>408</td>
<td>441</td>
<td>358</td>
</tr>
<tr>
<td>com05</td>
<td>102</td>
<td>161</td>
<td>77</td>
<td>203</td>
<td>257</td>
<td>412</td>
<td>336</td>
<td>312</td>
<td>299</td>
<td>398</td>
</tr>
<tr>
<td>com06</td>
<td>13</td>
<td>42</td>
<td>6</td>
<td>92</td>
<td>133</td>
<td>246</td>
<td>246</td>
<td>169</td>
<td>209</td>
<td>129</td>
</tr>
<tr>
<td>com07</td>
<td>44</td>
<td>52</td>
<td>12</td>
<td>118</td>
<td>177</td>
<td>228</td>
<td>225</td>
<td>281</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>com08</td>
<td>29</td>
<td>54</td>
<td>32</td>
<td>66</td>
<td>134</td>
<td>125</td>
<td>210</td>
<td>214</td>
<td>194</td>
<td>111</td>
</tr>
<tr>
<td>com09</td>
<td>17</td>
<td>50</td>
<td>184</td>
<td>51</td>
<td>139</td>
<td>126</td>
<td>154</td>
<td>164</td>
<td>175</td>
<td>119</td>
</tr>
<tr>
<td>com10</td>
<td>61</td>
<td>72</td>
<td>90</td>
<td>81</td>
<td>148</td>
<td>147</td>
<td>153</td>
<td>222</td>
<td>308</td>
<td>153</td>
</tr>
<tr>
<td>com11</td>
<td>44</td>
<td>53</td>
<td>73</td>
<td>65</td>
<td>35</td>
<td>144</td>
<td>169</td>
<td>196</td>
<td>273</td>
<td>149</td>
</tr>
<tr>
<td>com12</td>
<td>107</td>
<td>110</td>
<td>79</td>
<td>119</td>
<td>290</td>
<td>182</td>
<td>219</td>
<td>282</td>
<td>242</td>
<td>229</td>
</tr>
<tr>
<td>com13</td>
<td>78</td>
<td>109</td>
<td>91</td>
<td>160</td>
<td>251</td>
<td>192</td>
<td>248</td>
<td>315</td>
<td>364</td>
<td>240</td>
</tr>
<tr>
<td>com14</td>
<td>52</td>
<td>93</td>
<td>36</td>
<td>197</td>
<td>230</td>
<td>316</td>
<td>267</td>
<td>345</td>
<td>156</td>
<td>282</td>
</tr>
<tr>
<td>com15</td>
<td>24</td>
<td>62</td>
<td>27</td>
<td>114</td>
<td>140</td>
<td>209</td>
<td>235</td>
<td>185</td>
<td>95</td>
<td>172</td>
</tr>
<tr>
<td>com16</td>
<td>22</td>
<td>34</td>
<td>300</td>
<td>38</td>
<td>114</td>
<td>121</td>
<td>132</td>
<td>185</td>
<td>171</td>
<td>91</td>
</tr>
<tr>
<td>com17</td>
<td>86</td>
<td>114</td>
<td>79</td>
<td>212</td>
<td>186</td>
<td>327</td>
<td>313</td>
<td>409</td>
<td>148</td>
<td>356</td>
</tr>
<tr>
<td>com18</td>
<td>31</td>
<td>38</td>
<td>39</td>
<td>40</td>
<td>87</td>
<td>98</td>
<td>107</td>
<td>153</td>
<td>117</td>
<td>190</td>
</tr>
<tr>
<td>com19</td>
<td>44</td>
<td>128</td>
<td>86</td>
<td>185</td>
<td>256</td>
<td>325</td>
<td>309</td>
<td>334</td>
<td>414</td>
<td>228</td>
</tr>
<tr>
<td>com20</td>
<td>7</td>
<td>26</td>
<td>0</td>
<td>17</td>
<td>94</td>
<td>185</td>
<td>185</td>
<td>149</td>
<td>113</td>
<td>72</td>
</tr>
</tbody>
</table>

1st SA-based Heuristic (Three-Phase Approach): Kostuch [97]
2nd Tabu Search: Brigitte Jaumard, Jean-François Cordeau and Rodrigo Morales [43]
3rd Great Deluge: Yuri Bykov [22]
4th Local Search Paradigm (Hill Climbing, Tabu Search and Multi-swap shake): Luca Di Gaspero and Andrea Schaerf [63]
5th local search heuristic: Halvard Arntzen, Arne Løkketangen [13]
6th Tabu Search: Alexandre Dubourg, Benoit Laurent, Emmanuel Long and Benoit Salotti [67]
7th Tabu Search: Gustavo Toro, Victor Parada [157]
8th Guided Simulated Annealing and Local Searches: Roberto Montemanni [119]
9th Local Search: Tomáš Müller [125]
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Figure 5.4: Detailed comparison of non-linear great deluge against other algorithms for small instances.

Figure 5.5: Detailed comparison of non-linear great deluge against other algorithms for medium instances.
Figure 5.6: Detailed comparison of non-linear great deluge against other algorithms for com01-com05 instances.

Figure 5.7: Detailed comparison of non-linear great deluge against other algorithms for com06-com10 instances.
Figure 5.8: Detailed comparison of non-linear great deluge against other algorithms for com11-com15 instances.

Figure 5.9: Detailed comparison of non-linear great deluge against other algorithms for com16-com20 instances.
5.4 Effect of the Non-linear Decay Rate

In this section we present more results to illustrate the positive effect that the non-linear decay rate has on the performance of the great deluge algorithm. Figures 5.10 to 5.12 show the performance of linear great deluge across iterations for three problem instances while Figures 5.13 to 5.15 do the same but for the non-linear version of the algorithm. Each graph in these figures shows the search progress for one sample run of the corresponding algorithm. The dotted line corresponds to the water level and the solid line corresponds to the penalty of the best solution which should be minimised. Figures 5.10 to figure 5.12 show that the water level in the original great deluge decreases at the same rate in every iteration while in the modified great deluge proposed in this paper the water level decreases exponentially according to Eq. (5.2).

The first interesting observation is that the relation between the water level and the best solution varies for different instance sizes. The rigid and pre-determined linear decay rate appears to suit better the medium problem instances while for the small and large instances this decay rate seems to be less effective in driving the search for the best solution. Figure 5.10 shows that in the small instance the water level is too high with respect to the best solution and this provokes that the best solution is not 'pushed down' for the first 60000 or so iterations, i.e. improvements to the best solution are rather slow. However, for the medium (Figure 5.11) and large (Figure 5.12) instances the water level and the best solution are very close from the start of the search so the best solution is 'pushed down' as the water level decreases. We can also see that in the medium and large instances there is a point after which the water level continues decreasing but the best solution does not improve further, i.e. the search stagnates. That is, when the water level and the best solution 'converge', the search becomes greedy and improvements are more difficult to achieve while the water level continues decreasing. This occurs around iteration 110000 in the medium instance and around iteration 8000 in the large instance. We argue that the simple
linear water level decay rate in the original great deluge algorithm does not adapt easily to the quality of the best solution. This is precisely the shortcoming that we tackle in this chapter and hence our proposal for a non-linear great deluge algorithm.

Then, in the non-linear version of the algorithm, the decay rate is adjusted at every iteration and the size of the problem instance being solved is taken into account when setting the parameters $\beta$, $\delta$, $min$ and $max$ as explained in Section 5.2.2. We can see in Figures 5.13 to 5.15 that this modification helps the algorithm to perform a more effective search regardless of the instance size. We can see that in the three sample runs of the non-linear great deluge algorithm, if drastic improvements are found then the water level also decreases more drastically. But when the improvement to the best solution becomes slower than the decay rate also slows in reaction to this. Moreover, to avoid (as much as possible) the convergence of the water level and the best solution, the water level is increased from time to time as explained in Section 5.2.2. This 'floating' feature of the water level explains the small increases on the best solution penalty observed in the graphs of Figures 5.13 to 5.15. As in many heuristics based on local search, the rationale for increasing the water level is to accept slightly worse solutions to explore different areas of the search space in the hope of finding better solutions.
Figure 5.10: Behaviour of Linear Great Deluge on Instance small5.

Figure 5.11: Behaviour of Linear Great Deluge on Instance medium1.
Figure 5.12: Behaviour of Linear Great Deluge on Instance large.

Figure 5.13: Behaviour of Non-Linear Great Deluge on Instance small5.
Figure 5.14: Behaviour of Non-Linear Great Deluge on Instance medium1.

Figure 5.15: Behaviour of Non-Linear Great Deluge on Instance large.
The above observations help us to summarise the key differences between the linear (original) and non-linear (modified) great deluge variants:

**Linear Great Deluge**

1. The decay rate is pre-determined and fixed.
2. Mainly, the search is driven by the water level.
3. When the best solution and water level converge the algorithm becomes greedy.

**Non-Linear Great Deluge**

1. The decay rate changes every iteration based on Eq (5.2).
2. Mainly, the water level is driven by the search.
3. This algorithm never becomes greedy.

### 5.5 Conclusion

This chapter focused on extending the conventional great deluge algorithm proposed by Dueck [68] to a version with a non-linear and floating water level decay rate. We applied this modified algorithm to the 11 Socha et al. [152] instances of UCTTP. Based on the experimental results, we showed that the non-linear great deluge outperformed previous results reported in the literature in four instances while still competitive in the other seven instances. The proposed approach found new best solutions in four of the five medium problem instances. Unfortunately, it seems that this method is
not very effective on the small instances. We speculate that this is because the size of the neighbourhood in those instances is not that large to allow the non-linear and floating water level to take its time to diversify and intensify the search repeatedly. Another potential explanation is that the neighbourhood structures might not be effective anymore once the penalty cost reaches a very low value. In order to prove these speculations, future work could run tests as follows: Firstly, when the penalty cost is very low, increase the neighbourhood size by adding additional moves. If increasing the water level could result in an improvement in the solutions or reaching the optimality, then it proves that the neighbourhood size is not large enough to allow the diversification and intensification. Secondly, we record the success rate for each move, counting how many time each move changes or improves the solution. If each moves stop showing any significant success rate, then, we can say that the moves are not effective anymore when the penalty cost reaches a very low value. Another possible test which could be done is we could apply single moves whenever the penalty cost reaches the lowest point, and observe whether any of the moves improve or change the solution.
Chapter 6

An Evolutionary Non-Linear Great Deluge Algorithm

6.1 Introduction

The central aim of this chapter is to investigate an extension of the non-linear great deluge algorithm presented in the previous chapter to an evolutionary version by incorporating a population and a mutation operator, as an approach for the university course timetabling problem. This technique might be seen as a variation of memetic algorithms in particular as presented in [3, 34, 135, 136]. The popularity of evolutionary computation approaches has increased and become an important technique in solving complex combinatorial problems. They are powerful techniques and have been applied to many complex problems e.g. the travelling salesman problem [123, 84, 83], university exam timetabling [30] and university course timetabling problems [33, 136, 135].

The chapter starts with an overview of evolutionary algorithms in Section 6.2 and reviews the different variants of evolutionary approaches found in the literature. Section 6.3 gives the description of the evolutionary non-linear great deluge proposed
here for solving the university course timetabling problem. Experiments and results are presented in Section 6.4 and the chapter ends with a conclusion in Section 6.5.

6.2 Overview of Evolutionary Algorithm

Although different variants of evolutionary algorithms exist in the literature, there is a common underlying idea that underpins the basic structure of these algorithms [70]: many evolutionary algorithms are population-based meta-heuristics (here we consider only this type of approaches). These algorithms maintain a population of solutions and conduct the search process by simulating natural selection based on Darwin's theory of survival of the fittest. This means that only strong individual solutions who fulfil the given criteria will survive and participate in the selection for reproduction before being subject to the process of recombination and mutation. Sastry et al. [147] explained various types of recombination and mutation operators. Recombination is an operator which combines two or more individuals from the mating pool in order to create one or more new candidate solutions, whereas mutation is usually designed to add more diverse solutions to increase the chances of exploring large areas of the search space [147]. Different than recombination, mutation is only applied to one candidate solution and produces one new solution. Even though numerous variations of evolutionary algorithms have been proposed in the literature, according to Eiben and Smith [70] they are all followed the same framework as shown in pseudo-code 13 and Figure 6.1 (both pseudo-code and Figure are cited from [70]). That is, evolutionary algorithms consist of a population which evolves and produces a population of individuals (hopefully diverse and with high fitness) in every generation.
Algorithm 13: General Procedure of an Evolutionary Algorithm.

Set the initial solution with random candidate solutions
Evaluate each candidate solution
while (Termination condition is not satisfied) do
  Step 1: Select parents
  Step 2: Recombine pairs of parents
  Step 3: Mutate the resulting offspring
  Step 4: Evaluate the new candidate
  Step 5: Select individuals for the next generation;

Figure 6.1: Flow Chart Showing the General Procedure of an Evolutionary Algorithm.

Even though crossover is one of the main components in Genetic Algorithms and other Evolutionary Algorithms, Moscato and Norman [123] and Radcliff and Surry [140] have argued whether crossover should be the main operator in Genetic Algorithms. It is not an unusual practice that some papers present different implementations of Evolutionary Algorithms in which local search are used as a replacement for crossover. For example, Ackley [8] proposed a genetic hill-climbing approach in which the crossover operator only plays a small role in the algorithm. In addition, according to Bäck et al. [16] the Evolutionary Strategies community has emphasised on mutation rather than crossover.
6.3 Evolutionary Non-Linear Great Deluge

As discussed in the introduction and suggested in the literature, crossover can be replaced by other operators. For example Ackley [8] used hill-climbing as an operator in place of crossover after arguing that crossover was not effective and played less dominant role. Gorges-Schleuter [82] also provides empirical evidence that local search can be an operator that provides better improvement when added as one of the operators in evolutionary algorithms. Therefore, in this work, we don’t use crossover. Instead, we only focus on population management, mutation and local search (non-linear great deluge) as our operators. Using crossover would cause damage to the solutions produced, in the sense that crossover may yield infeasible solutions thus needing a repair operator to bring the solution back into the feasible region.

The motivation behind the introduction of evolutionary operators into our great deluge algorithm come from the interest for striking a good balance between diversification and intensification, which are the main strategic forces in metaheuristic approaches. Therefore, a good search technique must balance these two forces in order to achieve robustness and effectiveness in the search as well as to help the search activity to find optimal or near optimal solutions. Diversification is the ability to reach not yet visited regions in the search space and it can be achieved by disturbing some of the solutions using special operators (in our case, we use mutation) when necessary. Intensification is about exploiting the current search space regions by using local search (non-linear great deluge in our case) to obtain better quality of solutions.

We now describe the overall hybrid strategy, an extension of our previous NLGD algorithm which produced very good results on the UCTTP as was shown in the previous chapter. Our previous algorithm maintains a single-solution during the search. Here, we extend it to a population-based evolutionary approach by incorporating tournament selection, a mutation operator and a replacement strategy.
Figure 6.2: The Evolutionary Non-linear Great Deluge Algorithm.

Figure 6.2 shows the components of the proposed hybrid algorithm. It begins by generating an initial population of size $P$ which becomes the pool of solutions. Then, a number of generations take place and in each of them the algorithm works as follows. First, tournament selection takes place where five individuals are chosen
at random from the pool of solutions and the one with the best fitness is selected \( (x^i) \). With probability less or equal to 0.5, a mutation operator is applied to \( x^i \) while maintaining feasibility and obtaining solution \( x^m \). The probability value was determined by experimentation (If we apply the mutation to often or too low, no much improvement can be found). This is followed by applying the non-linear great deluge algorithm to \( x^m \) and obtaining an improved solution \( x^i \). Then, the worst solution in the pool of solutions, \( x^w \) (ties broken at random) is identified and if \( x^i \) is better than \( x^w \) then \( x^i \) replaces \( x^w \) in the pool of solutions. This hybrid algorithm is then executed for a pre-determined amount of computation time according to the size of the problem instance. Note that this is a steady-state evolutionary approach that uses non-linear great deluge for intensification and a mutation operator for diversification. The following subsections describe each of the algorithm components in more detail.

6.3.1 Solution Representation

Each solution in the population uses a direct representation, consisting of a chromosome with information on what events or courses are assigned into a pair of timeslot-room. In addition, the chromosome is also used to keep information on forbidden assignments for a particular timeslot and room. Figure 6.3 illustrates the direct encoding of an individual solution used in the population. The given example shows that, \( e_i \) is an event number \( i, i \in \{1, \ldots, n\} \) where \( n \) is the number of events that need to be scheduled in available timeslot \( t, t \in \{1, k\} \) where \( k \) is the number of available timeslots. For example event \( e_4 \) is assigned to timeslot 1 in room 1.
6.3.2 Initialisation of the Population

We use initialisation heuristic 3 (IH3) to create the initial timetables. That heuristic was described in chapter 4. We would remember that the IH3 initialisation method incorporates two well-known graph colouring heuristics in order to generate feasible solutions, largest degree (LD) and saturation degree (SD). This algorithm attempts to place all events into timeslots while avoiding conflicts. The detail of the initialisation algorithm can be found in Algorithm 9 of chapter four, subsection 4.3.3, in the initialisation heuristic.

6.3.3 The Evolutionary Operator: Mutation

With a probability less or equal to 0.5 ($p \leq 0.5$), the mutation operator is applied to the solution selected from the tournament ($x'$). The mutation operator selects at random one out of three types of neighbourhood moves in order to change the solution while maintaining feasibility. These moves are described below.
1. Move M1. Selects one event at random and assigns it to a feasible timeslot and room.

2. Move M2. Selects two events at random and swaps their timeslots and rooms while ensuring feasibility is maintained.

3. Move M3. Selects three events at random, then it exchanges the position of the events at random and ensuring feasibility is maintained.

6.3.4 Non-linear Great Deluge Search

In this chapter we propose two different stopping conditions for the algorithm. Since non-linear great deluge plays the main role in the proposed evolutionary algorithm, we want to investigate which are the adequate criteria for stopping the non-linear great deluge search before it goes to the next process which is update of the pool of solutions (see Figure 6.2). It should be clear that the non-linear great deluge search promotes intensification in the overall evolutionary method. The detail of the non-linear great deluge can be found in the previous chapter. The use of a population of solutions and the mutation operator promote diversification. Then, by setting the stopping condition for the non-linear great deluge search, we are effectively setting (in a simple manner) the balance between intensification and diversification in the overall evolutionary approach. The first strategy for this balance is to stop the non-linear great deluge after 8000 idle iterations or 30 seconds of computational time, whatever happens first. The second strategy is to stop the non-linear great deluge after 3 seconds of computational time. The first strategy gives more time to intensification while the second strategy attempts to promote diversification more by stopping intensification sooner.

In general, the whole hybrid evolutionary process can be described as follows. After generating the initial set of solutions, this population then becomes the pool of
individual solutions (refer to Figure 6.2). After the tournament selection of a solution $s$, this solution is mutated or not as explained above according to the set probability. Then, the non-linear great deluge search takes place over the solution $s$. The non-linear great deluge search continues until the given stopping condition, one of the two strategies explained above, is satisfied.

We implemented three variations of the proposed evolutionary algorithm in order to examine the performance of the algorithm when each of the two stopping conditions is used and also when the mutation operator is removed. The three algorithm variants are: Evolutionary Non-linear Great Deluge Without Mutation (ENLGD-M), Evolutionary Non-linear Great Deluge using stopping condition 1 (ENLGD-1) and Evolutionary Non-linear Great Deluge using stopping condition 2 (ENLGD-2). Both ENLGD-1 and ENLGD-2 have the mutation operator incorporated. The aim of examining these algorithm variants is to assess the robustness of the proposed evolutionary algorithm with different settings. By robustness we mean the reliability of the algorithm to produce high-quality of solutions under different settings. Table 6.1 shows the various parameter settings for the three algorithm variants examined here.

Table 6.1: Parameter Settings for the Three Variants of the Proposed Evolutionary Non-linear Great Deluge Algorithm.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>ENLGD-M</th>
<th>ENLGD-1</th>
<th>ENLGD-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mutation</td>
<td>no mutation applied</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Stopping condition</td>
<td>idle 8000 iterations or 30 seconds</td>
<td>idle 8000 iterations or 30 seconds</td>
<td>every 3 seconds of computation time</td>
</tr>
<tr>
<td>Replacement</td>
<td>Steady state</td>
<td>Steady state</td>
<td>Steady state</td>
</tr>
<tr>
<td>Stopping time for whole search process</td>
<td>small (2600 seconds)</td>
<td>small (2600 seconds)</td>
<td>small (2600 seconds)</td>
</tr>
<tr>
<td></td>
<td>medium (7200 seconds)</td>
<td>medium (7200 seconds)</td>
<td>medium (7200 seconds)</td>
</tr>
<tr>
<td></td>
<td>large (10000 seconds)</td>
<td>large (10000 seconds)</td>
<td>large (10000 seconds)</td>
</tr>
</tbody>
</table>
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6.4 Experiments and Results

We now evaluate the performance of the proposed evolutionary algorithm. For each problem size, a fixed computation time \( (time_{\text{max}}) \) in seconds was used as the stopping condition for the overall algorithm: 2600 for small problems, 7200 for medium problems and 10000 for the large problem. This fixed computation time is for the whole process including the construction of the initial population. We executed the proposed evolutionary algorithm 20 times for each problem instance.

Table 6.2 shows the experimental results on the Socha et al. instances of the university course timetabling problems of the three algorithm variants described above, i.e ENLGD-M, ENLGD-1 and ENLGD-2. The Table shows the best and the average results obtained by each method. For each dataset, the best results are indicated in bold. As shown in Table 6.2, the hybrid evolutionary algorithm described here (ENLGD-1 and ENLGD-2) clearly outperforms our previous single-solution algorithm (NLGD). The results also show that both ENLGD-2 and ENLGD-1 produce better results when compared to ENLGD-M. This means that the tailored mutation operator makes a significant impact to the good performance of ENLGD. Besides that, the results also show that ENLGD-2 outperforms ENLGD-1 and ENLGD-M. This means that balancing the intensification and diversification helps the Evolutionary Non-linear Great Deluge (ENLGD) approach to better explore the search space rather than run the intensification for longer which makes the local search to converge earlier (as in the ENLGD-1 case). The intensification phase is mainly carried out by the non-linear great deluge procedure. In great deluge phase, it intensively looks for quality solutions. Notice that the main task of non-linear great deluge is the search intensification, however this approach also able to diversify the search procedure by accepting the worst solution as long as the new found solution is less than or equal to the water level and by allowing the water level to go up whenever the objective
function and the water level are about to converge. The evolutionary operator (muta-
tion, selection and replacement) objective, on the other hand is mainly associated
with diversification search. Similar to non-linear great deluge, evolutionary algo-

rithm is also able to perform the intensification by mean of replacing the individual
solution in the population pool in every generation. In results of balancing the in-
tensification and diversification, now the proposed ENLGD able to satisfying all the
soft constraints at least one solution, for all small instances that previously unable to
reach by NLGD. Obvious improvement can be seen also in the medium and large in-
stances, where ENLGD-2 managed to improve the penalty values obtained by NLGD.

Table 6.2: Comparison of NLGD, ENLGD-M, ENLGD-1 and ENLGD-2 on the Socha
et al. UCTTP Instances.

<table>
<thead>
<tr>
<th>IN</th>
<th>NLGD</th>
<th>ENLGD-M</th>
<th>ENLGD-1</th>
<th>ENLGD-2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best</td>
<td>Avg</td>
<td>Best</td>
<td>Avg</td>
</tr>
<tr>
<td>SI</td>
<td>3</td>
<td>3.6</td>
<td>0</td>
<td>1.55</td>
</tr>
<tr>
<td>S2</td>
<td>4</td>
<td>4.85</td>
<td>0</td>
<td>2.2</td>
</tr>
<tr>
<td>S3</td>
<td>6</td>
<td>6.85</td>
<td>1</td>
<td>2.7</td>
</tr>
<tr>
<td>S4</td>
<td>6</td>
<td>6.85</td>
<td>0</td>
<td>1.7</td>
</tr>
<tr>
<td>S5</td>
<td>0</td>
<td>1.75</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>M1</td>
<td>140</td>
<td>160.75</td>
<td>144</td>
<td>176.65</td>
</tr>
<tr>
<td>M2</td>
<td>130</td>
<td>156</td>
<td>140</td>
<td>162</td>
</tr>
<tr>
<td>M3</td>
<td>189</td>
<td>212.1</td>
<td>182</td>
<td>204.8</td>
</tr>
<tr>
<td>M4</td>
<td>112</td>
<td>138.3</td>
<td>135</td>
<td>164.6</td>
</tr>
<tr>
<td>M5</td>
<td>141</td>
<td>192.6</td>
<td>123</td>
<td>173.15</td>
</tr>
<tr>
<td>L</td>
<td>876</td>
<td>974.3</td>
<td>970</td>
<td>1026</td>
</tr>
</tbody>
</table>

Further investigation was also carried out to inspect the overall performance of the
proposed evolutionary algorithm. Figures 6.4, 6.5 and 6.6 summarise the performance
of the various versions of the algorithm together with our previous single-solution ap-
proach. The x-axis corresponds to the instance type while the y-axis corresponds to the penalty cost. Figure 6.4 shows the strong performance of ENLGD-2 on the medium and large instances, while also obtaining optimal solutions with the same quality as the other algorithms for small instances. In addition, Figure 6.5 and Figure 6.6 show details of the results achieved by the proposed algorithms. Both figures show that according to the average results, ENLGD-2 outperformed the other algorithms.

![Figure 6.4: Best Results Obtained by the Proposed Algorithm Variants.](image)

Overall, this experimental evidence shows that by combining some key evolutionary components with our previous single-solution non-linear great deluge approach, we have been able to produce a hybrid evolutionary approach that is still quite simple.
Figure 6.5: Average Results Obtained by the Proposed Algorithm Variants on Small Instances.

Figure 6.6: Average Results Obtained by the Proposed Algorithm Variants on Medium and Large Instances.
but much more effective (than the single-solution stochastic local search) in generating best known solutions for a well-known set of difficult UCTTP instances. It is also evident that the mutation operator makes a significant contribution to the good performance of ENLGD as the results obtained without this operator (ENLGD-M) are considerably worse in medium and large instances. The proposed algorithm seems particularly effective on small and medium problem instances.
Table 6.3: Comparison of results obtained by the Evolutionary Non-Linear Great Deluge (ENLGD) proposed in this chapter against the best known results from the literature for the 11 Socha et al. UCTTP instances.

<table>
<thead>
<tr>
<th></th>
<th>ENLGD-2</th>
<th>NLGD</th>
<th>RRLS</th>
<th>GALS</th>
<th>RIICN</th>
<th>GBHH</th>
<th>CFHH</th>
<th>VNS-T</th>
<th>HEA</th>
<th>FMHO</th>
<th>EGD</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>0</td>
<td>3</td>
<td>8</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>S2</td>
<td>0</td>
<td>4</td>
<td>11</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>S3</td>
<td>0</td>
<td>6</td>
<td>8</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>S4</td>
<td>0</td>
<td>6</td>
<td>7</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>17</td>
</tr>
<tr>
<td>S5</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>M1</td>
<td>59</td>
<td>140</td>
<td>199</td>
<td>195</td>
<td>175</td>
<td>242</td>
<td>372</td>
<td>146</td>
<td>317</td>
<td>221</td>
<td>243</td>
</tr>
<tr>
<td>M2</td>
<td>51</td>
<td>130</td>
<td>202.5</td>
<td>184</td>
<td>197</td>
<td>161</td>
<td>419</td>
<td>173</td>
<td>313</td>
<td>147</td>
<td>325</td>
</tr>
<tr>
<td>M3</td>
<td>75</td>
<td>189</td>
<td>77.5%Inf</td>
<td>248</td>
<td>216</td>
<td>265</td>
<td>359</td>
<td>267</td>
<td>357</td>
<td>246</td>
<td>249</td>
</tr>
<tr>
<td>M4</td>
<td>48</td>
<td>112</td>
<td>177.5</td>
<td>164.5</td>
<td>149</td>
<td>181</td>
<td>348</td>
<td>169</td>
<td>247</td>
<td>165</td>
<td>285</td>
</tr>
<tr>
<td>M5</td>
<td>65</td>
<td>141</td>
<td>100%Inf</td>
<td>219.5</td>
<td>190</td>
<td>151</td>
<td>171</td>
<td>303</td>
<td>292</td>
<td>130</td>
<td>132</td>
</tr>
<tr>
<td>L</td>
<td>703</td>
<td>876</td>
<td>100%Inf</td>
<td>851.5</td>
<td>912</td>
<td>1068</td>
<td>80%Inf</td>
<td>529</td>
<td>1138</td>
<td>730</td>
<td></td>
</tr>
</tbody>
</table>

ENLGD-2 is Evolutionary Non-Linear Great Deluge with stopping strategy 2.
NLGD is Non-Linear Great Deluge [100]. NLGD is Non-Linear Great Deluge [100].
RRLS is the Local Search and Ant System in [153]
MMAS is the MAX-MIN Ant System in [152]
GALS is Genetic algorithm and local search by Abdullah and Turabieh [7].
RIICN is Randomised iterative improvement algorithm by Abdullah et al. [3].
GBHH is Graph-based Hyper-heuristic by Burke et al. [29].
CFHH is the Choice Function Hyper-heuristic in [27]
VSN-T is Variable neighbourhood search with tabu by Abdullah et al. [5].
HEA is Hybrid evolutionary approach by Abdullah et al. [4].
FMHO is fuzzy multiple heuristic ordering [15]
EGD is Extended Great Deluge [116]
S1-S5 represent small problem instances 1 to 5
M1-M5 represent medium problem instances 1 to 5
L represents the large problem instance
Table 6.3 compares the results obtained by the approach proposed in this chapter against the other available approaches in the literature. The term x%Inf in Table 5.1 illustrates a percentage of runs that were unable to achieve feasibility. The figures in bold indicate the best results. Results in the Table indicate that some of the algorithms were unable to produce feasible solutions. However, in contrast, our approach was able to achieve feasible solutions. It can be seen that the proposed hybrid evolutionary approach (ENLGD-2) matches the best known solution quality for all small problem instances. For medium instances, ENLGD-2 was able to achieve better quality solutions when compared against all other methods listed in Table 5.1. More interestingly ENLGD-2 is able to produce high quality solutions and outperformed the best known results obtained by other algorithms as reported in the literature. Only on the case of the large problem instance, we see that our algorithm does not match the best known result reported by Abdullah at al. [4]. However, our result is still comparable to other results reported in the literature.

6.4.1 Statistical Analysis

The main goal of this section is to examine using statistical analysis, the performance of our four different methods, and to inspect whether extending the non-linear great deluge to a hybrid evolutionary approach helps to produce better solutions. In this section we want to inspect whether different strategies contribute to the improvement on the solution quality. In order to make the comparison more clearly, three questions have been set as follows:

1. Does mutation help to improve the solution quality?

2. Can Non-Linear Great Deluge become an effective operator in EA replacing the typical crossover?
3. Since the NLGD is playing the main role in this search activity, it is worth comparing the different strategies in order to measure the effect on each search?

Before we proceed to the analysis, it is essential to verify the compatibility of the models with the sample data. There are important hypotheses that need to be verified: normality, independency and homogeneity of the sample data. After running the descriptive analysis, we found that our sample data fulfils the hypothesis requirements. For that reason variance analysis (ANOVA) is considered suitable for the sample data hypothesis ensuring the validity of the experiment. ANOVA is one of the existing statistical models used to test significant differences between means and this tool is very useful to make comparison when dealing three or more means.

Even though conclusions can usually be made based on the best and average results obtained by each algorithms, those conclusions and analysis might be premature. Therefore, ANOVA was used to determine whether there is a significant difference in performance among ENLGD-2, ENLGD-1, ENLGD-M and NLGD. The analysis showed that there are statistically significant differences among the proposed algorithms with the p-value very close to zero as shown in Figure 6.7. The p-value stands for probability ranging from zero to one. Therefore, the p-value is used to measure the different in population means and used as an evidence to reject or accept the null hypothesis. In our case the null hypothesis \( H_0 \) is that there are no significant differences in performance between the algorithms. Therefore, if we reject \( H_0 \) then we accept that there are significant differences in performance among the algorithms.

ANOVA analysis only reveals that at least one mean is significant difference among the algorithms. However, we still do not know whether the performance of the algorithm is totally different to each other or perhaps only one algorithm is different. Thus, Post-Hoc Test was carried out to test the differences between pairs of algo-
rithms. Post-Hoc test is also known as post-hoc comparison tests. In practise this tool is used in the second stage of ANOVA. The main aim of this analysis is to evaluate whether there exists a significant difference among groups in respect to the mean values. Tables 6.6, 6.7 and 6.8 clearly show that there are significant differences between the algorithms as described below:

- For small instances, the p-value are less than the confidence level at 0.05 for every pair of algorithms (ENLGD-2, ENLGD-1), (ENLGD-2, ENLGD-M), (ENLGD-2, NLGD), (ENLGD-1, ENLGD-M) and (ENLGD-M, NLGD).

- For medium instances there are significant differences in performance between (ENLGD-2, ENLGD-1), (ENLGD-2, ENLGD-M), (ENLGD-2, NLGD), (ENLGD-1, ENLGD-M) where the p-value are less than the confidence level at 0.05. However, there is no significant difference in performance between NLGD and ENLGD-M, where the Post-Hoc analysis shows that the p-value is 0.659 (greater than 0.05).

- Finally for the large instance, there are significant differences in performance between (ENLGD-2, ENLGD-1), (ENLGD-2, ENLGD-M) (ENLGD-2, NLGD) and (ENLGD-1, ENLGD-M) where the p-value for the respective pairs are less than 0.05 significance level. Interestingly, the Post-Hoc test shows that there is no significant difference in performance between (ENLGD-1, NLGD) and (NLGD-M, NLGD) where the p-value are 0.697 and 0.063 respectively, where both p-value is greater than significant level at 0.05.

The Post-Hoc analysis clearly showed that all four algorithms perform differently. However, at this stage we still do now know which algorithm is actually outperforming the others across the eleven instances. Thus, to evaluate this, we plot the mean of each algorithm with Least Significant Difference (LSD) intervals at 95% confidence
level for the different algorithms as shown in Figures 6.8 to 6.10. LSD is used to measure the significant differences between group means in ANOVA. From the mean plot, we see that ENLGD-2 outperforms the other algorithms followed by ENLGD-1, NLGD and the worst algorithm is ENLGD-M.

Figure 6.8, Figure 6.9 and Figure 6.10 present the means plot of each algorithm, for the specific instances. Figure 6.8 shows that there are three homogenous groups for small instances (ENGLD-1, ENLGD-2), (ENLGD-M) and (NLGD). The best algorithm is ENGLD-2 followed by ENLGD-1 and ENLGD-M, the worst algorithm is NLGD. In medium instances we also found three homogenous groups as shown in Figure 6.9 and they are (ENGLD-1), (ENLGD-2) and (ENLGD-M, NLGD). The algorithm that performs well in medium instances is ENGLD-2 followed by ENLGD-1 and two algorithms which perform slightly worst are ENLGD-M and NLGD. Finally, for the large instance, we found that there are three homogenous group (ENGLD-1, NLGD), (ENLGD-2) and ENLGD-M. In the large instance case, we found that ENLGD-2 outperforms the other algorithms and ENLGD-M is the worst. In conclusion, considering the overall performance, ENLGD-2 is the best algorithm followed by ENL-1, NLGD and the worst algorithm is ENLGD-M (mutation operator removed).
<table>
<thead>
<tr>
<th>Run</th>
<th>ENLGD-2</th>
<th>ENLGD-1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Small</td>
<td>medium</td>
</tr>
<tr>
<td>1</td>
<td>0.8</td>
<td>95.6</td>
</tr>
<tr>
<td>2</td>
<td>0.4</td>
<td>85.8</td>
</tr>
<tr>
<td>3</td>
<td>0.4</td>
<td>95.4</td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
<td>93.6</td>
</tr>
<tr>
<td>5</td>
<td>0.4</td>
<td>108.6</td>
</tr>
<tr>
<td>6</td>
<td>0.4</td>
<td>99.8</td>
</tr>
<tr>
<td>7</td>
<td>0.2</td>
<td>81.2</td>
</tr>
<tr>
<td>8</td>
<td>0.4</td>
<td>91.6</td>
</tr>
<tr>
<td>9</td>
<td>0.8</td>
<td>110.4</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>96.4</td>
</tr>
<tr>
<td>11</td>
<td>0.4</td>
<td>96.6</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>98.4</td>
</tr>
<tr>
<td>13</td>
<td>0.8</td>
<td>91.2</td>
</tr>
<tr>
<td>14</td>
<td>0.4</td>
<td>96.4</td>
</tr>
<tr>
<td>15</td>
<td>0.8</td>
<td>83.6</td>
</tr>
<tr>
<td>16</td>
<td>1.2</td>
<td>90.6</td>
</tr>
<tr>
<td>17</td>
<td>0.4</td>
<td>117.8</td>
</tr>
<tr>
<td>18</td>
<td>0.6</td>
<td>102.2</td>
</tr>
<tr>
<td>19</td>
<td>1.6</td>
<td>106</td>
</tr>
<tr>
<td>20</td>
<td>0.8</td>
<td>89.4</td>
</tr>
</tbody>
</table>

Table 6.4: Average Penalty Cost of ENLGD-2 and ENLGD-1 Across the 11 Socha et al. Instances.
<table>
<thead>
<tr>
<th>Run</th>
<th>ENLGD-M</th>
<th></th>
<th></th>
<th>NLGD</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Small</td>
<td>medium</td>
<td>Large</td>
<td>Small</td>
<td>medium</td>
<td>Large</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>186.2</td>
<td>1023</td>
<td>3.8</td>
<td>142.4</td>
<td>966</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>176.6</td>
<td>1070</td>
<td>4.8</td>
<td>165</td>
<td>1070</td>
</tr>
<tr>
<td>3</td>
<td>1.4</td>
<td>191.6</td>
<td>998</td>
<td>6</td>
<td>165.6</td>
<td>876</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>177.6</td>
<td>1142</td>
<td>5.2</td>
<td>162.2</td>
<td>935</td>
</tr>
<tr>
<td>5</td>
<td>1.4</td>
<td>205.8</td>
<td>1114</td>
<td>5</td>
<td>165.2</td>
<td>971</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>189.8</td>
<td>984</td>
<td>4.6</td>
<td>166.8</td>
<td>942</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>184</td>
<td>923</td>
<td>5</td>
<td>165.4</td>
<td>895</td>
</tr>
<tr>
<td>8</td>
<td>1.8</td>
<td>179.6</td>
<td>970</td>
<td>5.2</td>
<td>156.8</td>
<td>976</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>166.4</td>
<td>1082</td>
<td>5.4</td>
<td>160.4</td>
<td>986</td>
</tr>
<tr>
<td>10</td>
<td>1.4</td>
<td>185</td>
<td>1023</td>
<td>5.4</td>
<td>172.8</td>
<td>1005</td>
</tr>
<tr>
<td>11</td>
<td>1.8</td>
<td>192.2</td>
<td>1023</td>
<td>3.8</td>
<td>185</td>
<td>966</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>159.2</td>
<td>1070</td>
<td>4</td>
<td>171.6</td>
<td>1070</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>178.8</td>
<td>998</td>
<td>4.2</td>
<td>177</td>
<td>935</td>
</tr>
<tr>
<td>14</td>
<td>2.2</td>
<td>156.4</td>
<td>1142</td>
<td>4.2</td>
<td>181</td>
<td>1024</td>
</tr>
<tr>
<td>15</td>
<td>1.6</td>
<td>167.6</td>
<td>984</td>
<td>4</td>
<td>172.4</td>
<td>942</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>166.6</td>
<td>923</td>
<td>5</td>
<td>188.4</td>
<td>958</td>
</tr>
<tr>
<td>17</td>
<td>1.6</td>
<td>168.6</td>
<td>970</td>
<td>4.2</td>
<td>179.6</td>
<td>978</td>
</tr>
<tr>
<td>18</td>
<td>0.8</td>
<td>168.8</td>
<td>1082</td>
<td>5.4</td>
<td>182.6</td>
<td>1005</td>
</tr>
<tr>
<td>19</td>
<td>1.4</td>
<td>156.6</td>
<td>1023</td>
<td>5.4</td>
<td>196</td>
<td>1078</td>
</tr>
<tr>
<td>20</td>
<td>1.2</td>
<td>166.8</td>
<td>982</td>
<td>5</td>
<td>183.8</td>
<td>907</td>
</tr>
</tbody>
</table>

Table 6.5: Average Penalty Cost of ENLGD-M and NLGD Across the 11 Socha et al. Instances.
### ANOVA

<table>
<thead>
<tr>
<th></th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Small</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between Groups</td>
<td>212.788</td>
<td>3</td>
<td>70.929</td>
<td>322.792</td>
<td>.000</td>
</tr>
<tr>
<td>Within Groups</td>
<td>16.700</td>
<td>76</td>
<td>.220</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>229.488</td>
<td>79</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Medium</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between Groups</td>
<td>82926.598</td>
<td>3</td>
<td>27642.866</td>
<td>212.846</td>
<td>.000</td>
</tr>
<tr>
<td>Within Groups</td>
<td>9870.338</td>
<td>76</td>
<td>129.873</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>92798.936</td>
<td>79</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Large</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between Groups</td>
<td>466403.500</td>
<td>3</td>
<td>155467.833</td>
<td>36.805</td>
<td>.000</td>
</tr>
<tr>
<td>Within Groups</td>
<td>321033.700</td>
<td>76</td>
<td>4224.128</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>787437.200</td>
<td>79</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 6.7: ANOVA Results.

<table>
<thead>
<tr>
<th></th>
<th>ENLGD-2</th>
<th>ENGD-1</th>
<th>ENLGD-M</th>
<th>NLGD</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENLGD-2</td>
<td>0.041</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>ENLGD-1</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>NLGD-M</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>-</td>
</tr>
<tr>
<td>NLGD</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 6.6: Post Hoc Tests - Small Instances

<table>
<thead>
<tr>
<th></th>
<th>ENLGD-2</th>
<th>ENGD-1</th>
<th>ENLGD-M</th>
<th>NLGD</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENLGD-2</td>
<td>-</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>ENLGD-1</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.019</td>
</tr>
<tr>
<td>NLGD-M</td>
<td>0.000</td>
<td>0.000</td>
<td>0.019</td>
<td>0.649</td>
</tr>
<tr>
<td>NLGD</td>
<td>0.000</td>
<td>0.019</td>
<td>0.649</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 6.7: Post Hoc Tests - Medium Instances

<table>
<thead>
<tr>
<th></th>
<th>ENLGD-2</th>
<th>ENGD-1</th>
<th>ENLGD-M</th>
<th>NLGD</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENLGD-2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>ENLGD-1</td>
<td>0.000</td>
<td>0.003</td>
<td>0.003</td>
<td>0.697</td>
</tr>
<tr>
<td>NLGD-M</td>
<td>0.000</td>
<td>0.003</td>
<td>-</td>
<td>0.063</td>
</tr>
<tr>
<td>NLGD</td>
<td>0.000</td>
<td>0.697</td>
<td>0.063</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 6.8: Post Hoc Tests - Large Instance
Figure 6.8: Mean Plot and LSD Intervals (Small Instances).

Figure 6.9: Mean Plot and LSD Intervals (Medium Instances).
The statistical analysis presented here suggests that each algorithm has different behaviour and performs differently across all 11 Socha et al. instances. This analysis also showed that ENLGD-2 outperforms the three other algorithms across all instances. It is also evident that the mutation operator makes a significant contribution to the good performance of ENLGD-2 as the results obtained by ENLGD-M are considerably worse. Moreover, the strategy applied in ENLGD-2 to balance intensification and diversification proves to be a good strategy as it managed to further improve the solution quality compared to ENLGD-1. As a conclusion, the proposed hybrid evolutionary approach matches the best known solution quality for almost all small problem instances and improves the best known results for most all medium instances. Only on the case of the large problem instance, we see that our algorithm does not match the best known result published in the literature, however the result is still competitive when compared to the results obtained by other algorithms as reported in the literature.
6.5 Conclusions

The overall endeavour of this chapter was to extend our previous approach, a non-linear great deluge algorithm, towards an evolutionary variant by incorporating some key operators like a population of solutions, tournament selection, a mutation operator and a steady-state replacement strategy. The performances of the various versions of evolutionary non-linear great deluge were compared along with the single-solution NLGD algorithm. Preliminary comparisons illustrate that ENLGD-2 outperforms the results produced by other versions of ENLGD and NLGD algorithms. The results from our experiments also provide evidence that our hybrid evolutionary algorithm is capable of producing best known solutions for a number of the test instances used here. Obtaining the best timetables (with penalty equal to zero) for the medium and large instances is still a challenge. However, when compared to the results obtained by ENLGD-2 to the best know results reported in the literature, obviously, ENLGD-2 outperform all the results of medium instances and produced comparable for large instance.
Chapter 7

Non-Linear Great Deluge with Modified Choice Function

7.1 Introduction

This chapter presents a non-linear great deluge hyper-heuristic incorporating a modified choice function mechanism for the selection of low-level heuristics and non-linear great deluge acceptance criterion. The proposed hyper-heuristic only deals with complete feasible solutions. The learning mechanism allows the hyper-heuristic to select low-level heuristics based on their previous performance. The learning mechanism provides a measure of performance for each low-level heuristic and ranks them from the highest to the lowest. Therefore, the higher ranked the low-level heuristic is, the highest the probability that the low-level heuristic will be selected next. The low-level heuristics are local search operators which operate in the solution space. We propose two learning mechanisms: learning with static memory length and learning with random change in learning rate. In static memory length, the reward and punishment are constant and the reward of the low-level heuristics is normalised at every predefined learning period. In random change in learning rate, a low-level heuristic is rewarded and penalised when it is selected to change the current solution and the learning
rate is changed automatically at random at every predefined learning period. The performance of the proposed hyper-heuristics is assessed using the standard course timetabling benchmark instances of Socha et al. [152] and our results are compared to results published in the literature.

As discussed in the literature review of this thesis, the UCTTP has been tackled using a wide range of exact methods, heuristics and meta-heuristics. In recent years, the term \textit{hyper-heuristic} has emerged for referring to methods that use (meta-) heuristics to choose (meta-) heuristics [25]. Then, a hyper-heuristic is a process which, given a particular problem instance and a number of \textit{low-level heuristics}, manages the selection and acceptance of the low-level heuristic to apply at any given time, until a stopping condition is met. Low-level heuristics are simple local search operators or domain dependent heuristics. Typically, a hyper-heuristic is meant to search in the space of heuristics instead of searching in the solution space directly. One of the main challenges in designing a hyper-heuristic method is to manage the low-level heuristics with minimum parameter tuning.

The rest of this chapter is organised as follows. Section 7.2 describes the Non-Linear Great Deluge With Learning Mechanism Framework while Section 7.3 presents and discusses the experimental results. Conclusions and future research are presented in Section 7.4.

### 7.2 The Non-linear Great Deluge Hyper-heuristic

In this chapter, we use our non-linear great deluge algorithm (NLGD) [102] developed in chapter 5 as an acceptance criterion and incorporate learning mechanism called modified choice function to select the low-level heuristics to apply at each step
of the search process. That is, while in a NLGD meta-heuristic candidate solutions are accepted or not based on the great deluge criterion, in the proposed Non-Linear Great Deluge Hyper-heuristic (NLGDHH) it is candidate low-level heuristics which are accepted or not, i.e. the method operates in the heuristic search space.

Figure 7.1 illustrates the proposed hyper-heuristic approach in which the low-level heuristics are local search operators that explore the solution space while the modified choice function and the NLGD acceptance criterion explore the heuristic space. We use the non-linear great deluge criterion because of its simplicity and less dependent nature upon parameter tuning compared to simulated annealing [22, 102]. The low-level heuristics implemented in this work are the same neighbourhood moves uses earlier in this thesis and are described again below. These heuristics are based on random search but always ensuring the satisfaction of hard constraints.

**H1:** selects 1 event at random and assigns it to a feasible pair timeslot-room also selected at random.

**H2:** selects 2 events at random and swaps their timeslot-room while ensuring feasibility.

**H3:** selects 3 events at random and exchanges timeslot-room at random while ensuring feasibility.
7.2.1 Learning Mechanism

A choice function proposed by Soubeiga [154] is mainly used to rank low-level heuristics. The main task of the choice function is to select low-level heuristic at each decision point based on its previous performance and the area of the search space currently under search. Three main features of choice function are: The choice function assigns each heuristic a sum of weight that indicate the recent improvement (change in the objective function), new improvement generate by a consecutive pair of heuristics and the last time a heuristic was called. Different than the standard choice function proposed by Soubeiga [154], we employed a learning mechanism which adapted from Bai et al. [17] and no consecutive pair of heuristic will take into account (only single heuristic performance is counted). This learning mechanism is used to guide the selection of low-level heuristics during the search. Thus, a low-level heuristic is more likely to be selected at each iteration if it has the highest number of success in the past. We adopt the stochastic ranking of the low-level heuristics and the stochastic selection mechanism to select the low-level heuristics. Initially, the low-level heuristics are treated equally and have the same probability to be selected to change the
solution space. The stochastic selection mechanism dynamically tunes the priorities of the low-level heuristics during the search. While the search is going further, the algorithm begins to learn and starts to apply the preference by tuning the stochastic selection mechanism according to the success rate of each low-level heuristic when chosen to modify the solution landscape. When a low-level heuristic performs better than the others, its probability to be chosen at the next iteration is higher than the others.

In this chapter, we investigate two types of Modified Choice Function: \textit{MCF with static memory length} and \textit{MFC with random change in learning rate}. In static memory length, the reward and punishment are constant and the reward obtained by the low-level heuristics is normalised at every predefined learning period. Whereas in random changer learning rate, a low-level heuristic is rewarded and penalised when it is chosen to change the current solution and the learning rate is changed automatically at random at every predefined learning period. We propose two Non-Linear Great Deluge Hyper-heuristic algorithms using learning with static memory and learning with random changer in learning rate namely NLGDHH-SM (with static memory length) and NLGDHH-RCLR (with random changer in learning rate). The detail of these two approaches is given below in subsections 7.2.1.1 and 7.2.1.2.

### 7.2.1.1 MCF with Static Memory Length

In each iteration, a low-level heuristic $i$ is selected with probability $p_i$ given by Eq. (7.1) where $n$ is the number of heuristics and $w_i$ is the weight assigned to each heuristic.

$$p_i = \frac{w_i}{\sum_{i=1}^{n} w_i}$$

(7.1)
Initially, every weight is set to $w_i = 0.01$. At each iteration, the algorithm starts to reward or punish the heuristics according to their performance. When the chosen heuristic improves the current solution, a reward of 1 point is given to the heuristic. If the heuristic does not improve the solution, the punishment is to award no points. This amount of reward/punishment never changes. However, the algorithm updates the set of weights $w_i$ in every learning period ($lp$) given by $lp = \max(K/500, n)$, where $K$ is the total number of feasible moves explored.

We use the following counters to track the performance of each low-level heuristic: $C_{total,i}$ is the number of times that low-level heuristic $i$ is called; $C_{new,i}$ is the number of times that low-level heuristic $i$ generates solutions with different fitness value (objective function); and $C_{accept,i}$ is the number of times that low-level heuristic $i$ meets the non-linear great deluge acceptance criterion. Each heuristic weight $w_i$ is updated at every learning period $lp$ and normalised by the ratio $C_{accept,i}/C_{total,i}$ when $\text{range} > 1$ and by $C_{new,i}/C_{total,i}$ when $\text{range} < 1$. At every learning period $lp$ if the $\text{range} < 1$ (range is the difference between water level and current penalty cost), the water level then increases to $B = B + \text{rand}[B_{min}, B_{max}]$. We call this mechanism surge $B$ (we allow the water level to go up to explore different region of search). We set $B_{min}$ equal to 1 and $B_{max}$ equal to 4 regardless to the size of the dataset. Note that the water level can increase due to the floating $B$ (continuous) mechanism or the surge $B$ (every $lp$ feasible moves) mechanism.

### 7.2.1.2 MCF with Randomly Change Learning Rate

In each iteration, a low-level heuristic $i$ is selected with probability $p_i$ given by Eq. (7.2) where $n$ is the number of heuristics, $w_i$ is the weight assigned to each heuristic and $w_{\text{min}} = \min \{0, w_i\}$. 
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Initially, every weight is set to $w_i = 0.01$ as before, however, each $w_i$ is updated every time the algorithm performs a feasible move. When the selected heuristic improves the current solution, the heuristic is rewarded, otherwise the heuristic is punished. The value $R_{ij}$ of reward/punishment applied to heuristic $i$ at iteration $j$ is as given below where $r = 1$, $\Theta = 0.1$ and $\Delta$ is the difference between the best solution (lowest penalty) so far and the current solution (current penalty).

\[
R_{ij} = \begin{cases} 
  r & \text{if } \Delta < 0 \\
  -r & \text{if } \Delta > 0 \\
  \Theta & \text{if } \Delta = 0 \text{ and new solution} \\
  -\Theta & \text{if } \Delta = 0 \text{ and no new solution} \\
  0 & \text{if not selected} 
\end{cases}
\]

Then, at each iteration $h$, each weight $w_i$ is calculated using Eq. (7.3) where $\sigma$ is learning rate that scales the weight of the reward that obtained at every iteration during the search history.

\[
w_{ih} = \sum_{j=1}^{h} \sigma^j R_{ij}
\]  

In every learning period $lp$, the algorithm updates $\sigma$ with a random value in $(0.5, 1.0]$. Here, we also set $lp = max(K/500, n)$ as before. At every learning period $lp$ and if $range < 1$, the water level increases to $B = B + rand[B_{min}, B_{max}]$. We set $B_{min}$ equal to 1 and $B_{max}$ equal to 4 regardless to the size of the dataset.
7.2.2 Illustration of the Weights Adaptation

Before presenting our experimental results in detail, we further illustrate the weight adaptation mechanism. As explained above, the weight $w_i$ for each of the low-level heuristics is set to 0.01 at the start of the search. Then, these weights are updated depending on the success or failure of the low-level heuristics to improve the current solution. In order to appreciate how this works, Figures 7.2 to 7.12 show the weight values for a particular run of the NLGDHH-SM algorithm on each of the test instances. The initial weights have the same value for all the low-level heuristics but as the search progress, we can see that these weights are adapted for each instance. For example, Figures 7.2 to 7.6 show that for small instances, the probability of low-level heuristic H3 being selected is reduced quickly down to zero. However, Figure 7.7 to 7.12 show that in the case of three medium instances and the large one, this probability remains above zero and fluctuating for most of the search. We can also see in these Figures that the weights for heuristics H1 and H2 are tuned for each test instance and there is no clearly defined common pattern.

![Figure 7.2: Adaptation of Weights ($w_i$) During a Run of NLGDHH-SM on small1 Instance.](image)
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Figure 7.3: Adaptation of Weights ($w_i$) During a Run of NLGDHH-SM on small2 Instance.

Figure 7.4: Adaptation of Weights ($w_i$) During a Run of NLGDHH-SM on small3 Instance.

Figure 7.5: Adaptation of Weights ($w_i$) During a Run of NLGDHH-SM on small4 Instance.
Figure 7.6: Adaptation of Weights ($w_i$) During a Run of NLGDHH-SM on small5 Instance.

Figure 7.7: Adaptation of Weights ($w_i$) During a Run of NLGDHH-SM on medium1 Instance.

Figure 7.8: Adaptation of Weights ($w_i$) During a Run of NLGDHH-SM on medium2 Instance.
Figure 7.9: Adaptation of Weights ($w_i$) During a Run of NLGDHH-SM on medium3 Instance.

Figure 7.10: Adaptation of Weights ($w_i$) During a Run of NLGDHH-SM on medium4 Instance.

Figure 7.11: Adaptation of Weights ($w_i$) During a Run of NLGDHH-SM on medium5 Instance.
7.3 Experiments and Results

To evaluate the performance of the proposed algorithms, we conducted a range of experiments using the Socha et al. [152] UCTTP instances. For each problem instance we run the algorithm 20 times. The stopping condition is a maximum computation time $t_{\text{max}}$ or achieving a penalty value of zero, whatever was sooner. For small instances, we set $t_{\text{max}} > 1$ as the algorithm takes less than 2500 seconds (42 minutes). For medium instances, we set $t_{\text{max}} = 2.5$ hours. For the large instance, we set $t_{\text{max}} = 5$ hours. Our previous NLGD meta-heuristic [102] of chapter 4 was not able to improve results even after extending the execution time. However, the approach proposed here is now able to find better solutions thanks to the learning mechanism that selects low-level heuristics accurately to further improve the solution quality. We remind the reader that NLGDHH-SM and NLGDHH-RCLR refer to the algorithm proposed here when using static memory length or random change in learning rate respectively.

We conducted several experiments to evaluate the performance of the two algorithm variants. The first set of experiments compared the performance of NLGDHH-SM and NLGDHH-RCLR. A second set of experiments compared these methods to
various great deluge (GD) meta-heuristics. The third set of experiments compared the performance of NLGDHH-SM and NLGDHH-RCLR to other hyper-heuristics reported in the literature. The fourth set of experiments investigate the performance of NLGDHH-SM when using different learning period length. Finally, the performance of NLGDHH-SM and NLGDHH-RCLR are compared to the best known results reported in the literature for the subject problem.

7.3.1 Static vs. Random Change in Learning Rate

We first compare NLGDHH-SM to NLGDHH-RCLR with the objective of examining the effect of the modified choice function mechanism when using Static Memory (SM) or Random Change in Learning Rate (RCLR). Figure 7.13 shows the best results obtained by the algorithm with each type of memory. We can see that both learning mechanisms are able to produce optimal solutions for all small instances for at least one out of 20 runs. For medium instances, both mechanisms perform well and the results obtained with the RCLR are competitive with those obtained with the static memory, particularly for the M1 instance (for which NLGDHH-SM obtained a value of 51 while NLGDHH-RCLR obtained a value of 54). The exact values are reported in Table 7.1. For instances M2, M3, M4, M5 and L, the results show that NLGDHH-SM obtained better solution quality compared to NLGDHH-RCLR.
In addition to reporting the best results obtained from the 20 runs, we also report in Figure 7.14 and Figure 7.15, the average results over the 20 runs for each of the approaches. We can see that although both algorithms reach optimal solutions for all small instances, NLGDHH-SM does this more often compared to NLGDHH-RCLR. The overall results obtained by NLGDHH-SM are better than those achieved by NLGDHH-RCLR. It was shown above that the best results obtained by both algo-
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Algorithm on the M1 instance are pretty close. However, on average, the results obtained by NLGDHH-RCLR seem less consistent than the results achieved by NLGDHH-SM.

We now have a closer look at the performance of each algorithm on instances SI, M1 and L. Figures 7.16 - 7.21 show the results obtained by each algorithm on these instances over all 20 runs. We can see in Figures 7.16 - 7.17 and Figures 7.18 - 7.21 that the algorithm with static memory shows a more consistent performance compared to the algorithm with dynamic memory. For example, for the small instance SI, NLGDHH-SM found a solution with penalty zero in 15 runs while NLGDHH-RCLR did it only for 9 of the 20 runs. On the medium instance M1, the algorithm with static memory found better results in almost all the 20 runs and with less variability compared to the results obtained by the algorithm with dynamic memory. However, for the large instance, Figures 7.20 - 7.21 show that the algorithm with dynamic memory shows a more consistent performance over the 20 runs although the results obtained with the static memory are still better overall.
Figure 7.16: All Results Obtained by NLGDHH-SM on Small1 Instance.

Figure 7.17: All Results Obtained by NLGDHH-RCLR on Small1 Instance.

Figure 7.18: All Results Obtained by NLGDHH-SM on medium1 Instance.
Figure 7.19: All Results Obtained by NLGDHH-RCLR on medium1 Instance.

Figure 7.20: All Results Obtained by NLGDHH-SM on large Instance.

Figure 7.21: All Results Obtained by NLGDHH-RCLR on large Instance.
From the experiments it can be seen that the static memory length performs a lot better than random change in learning rate for all instances. The explanation behind this scenario is, the random change in learning rate is very sensitive to learning rate changing and the instance reward, and it makes the heuristic becomes dominates to each other. Therefore, when one of the heuristic become dominate the chances of the other heuristics to select at each decision point is very low. In addition both algorithms would need a longer period of historical information to distinguish between the performance of low-level heuristics. However, in the random change in learning rate the algorithm fails to give enough time to measure the performance of the low-level heuristics.
7.3.2 Comparison to Previous Great Deluge

The second set of experiments compared the proposed NLGDHH (with static and with random change in learning rate) to previous great deluge meta-heuristics in order to assess the performance of the non-linear acceptance criterion and the modified choice function mechanism. Table 7.1 shows the results obtained by NLGDHH-SM and NLGDHH-RCLR, the extended great deluge (EGD) [116], the non-linear great deluge (NLGD) [99] of chapter 4, the evolutionary non-linear great deluge (ENLGD) [101] of chapter 5, and the conventional great deluge (GD). We can see in Table 7.1 that NLGDHH-SM mostly outperforms NLGDHH-RCLR in terms of the number of best solutions found across all instances. Both variants of the proposed method obtained equal or better results than the other approaches, except for instance L where EGD found better solutions. However, NLGDHH-SM produced better solutions for 10 out of the 11 instances. In fact, NLGDHH-SM improved the solutions obtained by EGD for all medium instances. The average results for all medium instances obtained by NLGDHH-SM also outperform the average results obtained by EGD. However, for the large instance, EGD outperform NLGDHH-SM. The overall performance of both NLGDHH-SM and NLGDHH-RCLR is quite good according to these results.

7.3.3 Comparison to Other Hyper-heuristics

We now compare the proposed NLGDHH to other hyper-heuristics reported in the literature. Table 7.2 shows the results obtained by the following approaches: NLGDHH-SM, NLGDHH-RCLR, choice function hyper-heuristic (CFHH) [27], case-based hyper-heuristic (CBHH) [29], simulated annealing hyper-heuristic (SAHH) [17] and distributed-choice function hyper-heuristic (DCFHH) [141]. The results show that the proposed method finds equal or better solutions for 5 out of the 11 instances. For all small instances, both NLGDHH-SM and NLGDHH-RCLR are able to find the optimal solutions. For all medium instances, the NLGDHH variants achieve a significant improvement over the other hyper-heuristics. The NLGDHH approaches are also quite
Table 7.1: Comparison of the Proposed Great Deluge Based Hyper-heuristic and other Great Deluge Methods from the Literature.

<table>
<thead>
<tr>
<th>Instance</th>
<th>NLGDHH-SM</th>
<th></th>
<th></th>
<th>EGD</th>
<th></th>
<th></th>
<th>NLGD</th>
<th></th>
<th>ENLGD-2</th>
<th></th>
<th>GD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best</td>
<td>Avg</td>
<td>Best</td>
<td>Avg</td>
<td>Best</td>
<td>Avg</td>
<td>Best</td>
<td>Avg</td>
<td>Best</td>
<td>Avg</td>
<td></td>
</tr>
<tr>
<td>S1</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>2.5</td>
<td>0</td>
<td>0.8</td>
<td>3</td>
<td>0</td>
<td>17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S2</td>
<td>0</td>
<td>0.65</td>
<td>0</td>
<td>1.9</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td>15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S3</td>
<td>0</td>
<td>0.20</td>
<td>0</td>
<td>2.05</td>
<td>0</td>
<td>1.3</td>
<td>6</td>
<td>0</td>
<td>24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S4</td>
<td>0</td>
<td>1.5</td>
<td>0</td>
<td>2.85</td>
<td>0</td>
<td>1</td>
<td>6</td>
<td>0</td>
<td>21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.85</td>
<td>0</td>
<td>0.2</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M1</td>
<td>51</td>
<td>60.1</td>
<td>54</td>
<td>139</td>
<td>80</td>
<td>101.4</td>
<td>140</td>
<td>59</td>
<td>201</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M2</td>
<td>48</td>
<td>59.05</td>
<td>67</td>
<td>78.2</td>
<td>105</td>
<td>116.9</td>
<td>130</td>
<td>51</td>
<td>190</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M3</td>
<td>60</td>
<td>83.9</td>
<td>84</td>
<td>115.45</td>
<td>139</td>
<td>162.1</td>
<td>189</td>
<td>75</td>
<td>229</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M4</td>
<td>47</td>
<td>54.9</td>
<td>60</td>
<td>72.05</td>
<td>88</td>
<td>108.8</td>
<td>112</td>
<td>48</td>
<td>154</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M5</td>
<td>61</td>
<td>84.15</td>
<td>93</td>
<td>112.8</td>
<td>88</td>
<td>119.7</td>
<td>141</td>
<td>65</td>
<td>222</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L</td>
<td>731</td>
<td>888.65</td>
<td>917</td>
<td>1035.25</td>
<td>730</td>
<td>834.1</td>
<td>876</td>
<td>703</td>
<td>1066</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

NLGDHH-SM is Non-linear great deluge hyper-heuristic with static memory length
NLGDHH-RCLR is Non-linear great deluge hyper-heuristic with Dynamic memory length
EGD is Extended Great Deluge Algorithm
NLGD is Non-linear Great deluge algorithm
ENLGD is the Evolutionary Non-linear Great Deluge (the ENLGD-2 variant of chapter 6)
GD is Great Deluge Algorithm
Best is the best result found by the algorithm
Avg is the average over the 20 runs
STD is Standard Deviation
S1-S5 represent small problem instances 1 to 5
M1-M5 represent medium problem instances 1 to 5
L represents the large problem instance
competitive in the large instance when compared to the results obtained by SAHH.

Table 7.2: Comparison of NLGDHH-SM, NLGDHH-RCLR and all types of Hyper-heuristic Algorithms Reported in the Literature.

<table>
<thead>
<tr>
<th></th>
<th>NLGDHH-SM</th>
<th>NLGDHH-RCLR</th>
<th>CFHH</th>
<th>GBHH</th>
<th>SAHH</th>
<th>DCFHH</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>6</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>S2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>7</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>S3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>S4</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>S5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>M1</td>
<td>51</td>
<td>57</td>
<td>146</td>
<td>372</td>
<td>102</td>
<td>182</td>
</tr>
<tr>
<td>M2</td>
<td>48</td>
<td>69</td>
<td>173</td>
<td>419</td>
<td>114</td>
<td>164</td>
</tr>
<tr>
<td>M3</td>
<td>72</td>
<td>93</td>
<td>267</td>
<td>359</td>
<td>125</td>
<td>250</td>
</tr>
<tr>
<td>M4</td>
<td>47</td>
<td>66</td>
<td>169</td>
<td>348</td>
<td>106</td>
<td>168</td>
</tr>
<tr>
<td>M5</td>
<td>61</td>
<td>100</td>
<td>303</td>
<td>171</td>
<td>106</td>
<td>222</td>
</tr>
<tr>
<td>L</td>
<td>731</td>
<td>915</td>
<td>1166</td>
<td>1068</td>
<td>653</td>
<td>-</td>
</tr>
</tbody>
</table>

CFHH is the Choice Function Hyper-heuristic in [27]
GBHH is the Graph-based Hyper-heuristic in [29]
SAHH is Simulated Annealing Hyper-heuristic [17]
DCFHH is Distributed Choice Function Hyper-heuristic [141]
S1-S5 represent small problem instances 1 to 5
M1-M5 represent medium problem instances 1 to 5
L represents the large problem instance

7.3.4 Experiments With Different Memory Lengths

Since NLGDHH-SM produced better results, we conducted experiments with different learning period length ($lp$). We ran experiments with $lp = 250$, $lp = 500$, $lp = 1000$, $lp = 2500$, $lp = 5000$ and $lp = 10000$. The best and average results are presented in Table 7.3.
We can see that for different values of \( lp \), the proposed methods perform differently. All static memory (SM) variants are able to find the optimal solution for small instances. For medium and large instances \( lp = 2500 \) and \( lp = 5000 \) give better results. For the large instance \( lp = 2500 \) gives better results than all other values of \( lp \). NLGDHH-SM performed worst with \( lp = 250 \). The overall performance for different \( lp \) values is shown in Figures 7.22 - 7.24. From these experiments, we can conclude that longer length of learning period produces better quality solutions than \( lp \) with shorter values. However, we must not set the \( lp \) too long as it gets worst if we over extend the \( lp \). As shown in Table 7.3, when we set \( LP = 2500 \), it gives better results, and when we extend it to \( LP = 5000 \) the algorithm still performs very well by improving some of the solutions which are not able to achieve by \( LP = 2500 \). However, when we set the \( LP = 10000 \), the quality of the solutions become worse.

Table 7.3: Comparison of the NLGDHH-SM with Different Learning Period Length \( lp \).

<table>
<thead>
<tr>
<th>Instance</th>
<th>( lp=250 )</th>
<th>( lp=500 )</th>
<th>( lp=1000 )</th>
<th>( lp=2500 )</th>
<th>( lp=5000 )</th>
<th>( lp=10000 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best</td>
<td>Avg</td>
<td>Best</td>
<td>Avg</td>
<td>Best</td>
<td>Avg</td>
</tr>
<tr>
<td>S1</td>
<td>0</td>
<td>0.7</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>S2</td>
<td>0</td>
<td>0.95</td>
<td>0</td>
<td>0.9</td>
<td>0</td>
<td>0.65</td>
</tr>
<tr>
<td>S3</td>
<td>0</td>
<td>0.35</td>
<td>0</td>
<td>0.4</td>
<td>0</td>
<td>0.2</td>
</tr>
<tr>
<td>S4</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0.85</td>
<td>0</td>
<td>1.5</td>
</tr>
<tr>
<td>S5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>M1</td>
<td>54</td>
<td>61.6</td>
<td>53</td>
<td>56.9</td>
<td>51</td>
<td>60.1</td>
</tr>
<tr>
<td>M2</td>
<td>51</td>
<td>61.6</td>
<td>52</td>
<td>63.35</td>
<td>48</td>
<td>59.05</td>
</tr>
<tr>
<td>M3</td>
<td>70</td>
<td>101.2</td>
<td>62</td>
<td>78.4</td>
<td>60</td>
<td>83.9</td>
</tr>
<tr>
<td>M4</td>
<td>40</td>
<td>56.45</td>
<td>53</td>
<td>61.25</td>
<td>47</td>
<td>54.9</td>
</tr>
<tr>
<td>M5</td>
<td>68</td>
<td>87.8</td>
<td>62</td>
<td>77.15</td>
<td>61</td>
<td>84.15</td>
</tr>
<tr>
<td>L</td>
<td>818</td>
<td>937.4</td>
<td>755</td>
<td>939.85</td>
<td>731</td>
<td>888.65</td>
</tr>
</tbody>
</table>
Figure 7.22: The Best Results Obtained from Different $lp$ Values

Figure 7.23: Average Results from Different $lp$ Values - Small instance.

Figure 7.24: Average Results from Different $lp$ Values - medium and large instances.
7.3.5 Further Statistical Analysis

We now conduct further statistical analysis to examine the performance of the proposed Learning Mechanism and the previous algorithms proposed earlier in this thesis (see also [100] and [101]). As a normal procedure we run the descriptive analysis to check the model’s compatibility with the sample data and found that ANOVA is suitable statistical tool to measure the differences among the proposed algorithms.

Figure 7.25 shows that there is significant difference between the learning mechanisms and our previous proposed algorithms, with p-value very close to zero as shown in Figure 7.25. However, this analysis does not shows the detail whether all four algorithms are different or maybe only one of them are different. Therefore it was necessary to make a further analysis to see the difference in pairs. A Post-Hoc analysis was used to inspect the difference in pairs. The results of the analysis are presented in Table 7.7 and Table 7.8. First of all we want to examine if the two learning mechanisms are different. Table 7.6, Table 7.7 and Table 7.8 clearly suggest that the two learning mechanisms static memory and random change in learning rate have difference performance across small, medium and large instances, where the p-value is very close to zero (p=0.05) significant level.

We also compared the learning mechanisms with our previous algorithm and found that no similarity of the performance of our previous algorithms. In detail, for all size of instances our proposed algorithm performed differently where the p-value for each pair (NLGDHH-SM, NLGDHH-RCLR), (NLGDHH-SM, ENGD), (NLGDHH-SM, NLGD), (NLGDHH-RCLR, ENGLD)(NLGDHH-RCLR, NLGD) were close to zero at p=0.05 significant level.

As the Post-Hoc test indicates, all four algorithms have different performance. However at this point the analysis did not tell us which algorithm is actually out-
performing across all 11 instances. To examine which algorithm are more supere-
ior than the other, we refer to the mean plot of each algorithm at 95% confi-
dence level for the different algorithms as shown in Figure 7.26, Figure 7.27 and
Figure 7.28. Firstly, Figure 7.26 indicates that there are four homogenous groups and
they are (NLGDHH-SM (LP=2500), NLGDHH-SM(LP=5000)), (NLGDHH-RCLR),
(ENLGDS2) and (NLGD). And two algorithms perform better are (NLGDHH-SM
(lp=2500), NLGDHH-SM (lp=5000) followed by ENLGDS2 and in third by NLGDHH-
RCLR. Among the proposed algorithms, NLGD is the worst algorithm. Figure 7.27
shows that there are three homogenous groups, NLGDHH-SM (lp=2500), NLGDHH-
SM(lp=5000), (NLGDHH-RCLR, NLGDS) and (NLGD). The two best algorithms
are NLGDHH-SM (lp=2500), NLGDHH-SM (lp=500) followed by ENLGDS and
NLGDHH-RCLR, and the worst algorithm is NLGD. Finally for large instance, we
found that there are three homogenous groups (NLGDHH-SM (lp=2500), NLGDHH-
SM (lp=5000), ENLGDS), (NLGDHH-RCLR) and NLGD. In the large instance
case, we found that three algorithms perform equally and they are NLGDHH-SM
(lp=2500), NLGDHH-SM (lp=5000) and NLGDHH-RCLR. These three algorithms
outperform the other algorithms, and the worst algorithm is NLGDHH-RCLR. In con-
clusion, overall, the mean plots show that both NLGDHH-SM (lp=2500 and lp=5000)
outperform the other algorithms and the worst algorithm is NLGD.

The statistical analysis suggests that each algorithm has different behaviour and
performs differently across all 11 instances. These analysis also show that NLGDHH-
SM outperforms five other algorithms across all instances. It is also evident that the
learning mechanism with static memory is better than random change learning rate
and the rest of our proposed algorithms. Moreover, with learning mechanisms proven
to be a good strategy as it managed to further improve the solution quality compared
to our previous algorithms without learning mechanism. As a conclusion, the pro-
posed learning mechanisms incorporated with Non-Linear Great Deluge matches the
best known solution quality for all small problem instances and improves the best known results for all five medium instances. Only in the case of the large problem instance, we see that our algorithms do not match the best known result.

<table>
<thead>
<tr>
<th>Run</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>61</td>
<td>870</td>
<td>0</td>
<td>63.4</td>
<td>813</td>
<td>1.4</td>
<td>119.6</td>
<td>995</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>65.6</td>
<td>827</td>
<td>0.6</td>
<td>61.2</td>
<td>824</td>
<td>1.8</td>
<td>110.6</td>
<td>993</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>63.4</td>
<td>739</td>
<td>0</td>
<td>61.8</td>
<td>911</td>
<td>2</td>
<td>89.6</td>
<td>1017</td>
</tr>
<tr>
<td>4</td>
<td>0.6</td>
<td>61.8</td>
<td>905</td>
<td>0</td>
<td>58</td>
<td>786</td>
<td>0.4</td>
<td>110.6</td>
<td>1112</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>62.8</td>
<td>806</td>
<td>0</td>
<td>58.8</td>
<td>958</td>
<td>3</td>
<td>112.2</td>
<td>915</td>
</tr>
<tr>
<td>6</td>
<td>0.2</td>
<td>64.2</td>
<td>896</td>
<td>0</td>
<td>54.4</td>
<td>962</td>
<td>2.4</td>
<td>92.2</td>
<td>1062</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>56.8</td>
<td>918</td>
<td>0.6</td>
<td>63.8</td>
<td>813</td>
<td>2.2</td>
<td>88.8</td>
<td>1008</td>
</tr>
<tr>
<td>8</td>
<td>0.2</td>
<td>61.2</td>
<td>800</td>
<td>1.8</td>
<td>68</td>
<td>824</td>
<td>2.4</td>
<td>109.8</td>
<td>1014</td>
</tr>
<tr>
<td>9</td>
<td>0.6</td>
<td>56.8</td>
<td>813</td>
<td>0</td>
<td>64.8</td>
<td>853</td>
<td>2.8</td>
<td>101.8</td>
<td>1036</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>62.6</td>
<td>638</td>
<td>0</td>
<td>64.2</td>
<td>813</td>
<td>0.8</td>
<td>99.8</td>
<td>1011</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>61.2</td>
<td>843</td>
<td>0.6</td>
<td>64.6</td>
<td>824</td>
<td>2.6</td>
<td>87.2</td>
<td>1153</td>
</tr>
<tr>
<td>12</td>
<td>0.2</td>
<td>67</td>
<td>817</td>
<td>0.8</td>
<td>62.6</td>
<td>880</td>
<td>0.8</td>
<td>108.6</td>
<td>1130</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>60.8</td>
<td>845</td>
<td>0.2</td>
<td>64.2</td>
<td>914</td>
<td>2.6</td>
<td>92.8</td>
<td>1010</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>59.4</td>
<td>817</td>
<td>0.2</td>
<td>55.4</td>
<td>879</td>
<td>2.8</td>
<td>102.8</td>
<td>1146</td>
</tr>
<tr>
<td>15</td>
<td>0.6</td>
<td>59</td>
<td>912</td>
<td>0</td>
<td>64.4</td>
<td>713</td>
<td>3.8</td>
<td>118.6</td>
<td>1088</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>58.6</td>
<td>857</td>
<td>0.4</td>
<td>66</td>
<td>1030</td>
<td>2.8</td>
<td>92.4</td>
<td>917</td>
</tr>
<tr>
<td>17</td>
<td>0</td>
<td>57.2</td>
<td>855</td>
<td>0</td>
<td>60.4</td>
<td>1083</td>
<td>1.4</td>
<td>121.5</td>
<td>996</td>
</tr>
<tr>
<td>18</td>
<td>0.4</td>
<td>63.4</td>
<td>788</td>
<td>0.2</td>
<td>61.2</td>
<td>985</td>
<td>1.4</td>
<td>106.8</td>
<td>1012</td>
</tr>
<tr>
<td>19</td>
<td>0</td>
<td>56.6</td>
<td>725</td>
<td>0</td>
<td>61.2</td>
<td>813</td>
<td>1.4</td>
<td>134.2</td>
<td>1065</td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>60.8</td>
<td>870</td>
<td>0</td>
<td>55.6</td>
<td>824</td>
<td>0.6</td>
<td>76.6</td>
<td>1025</td>
</tr>
</tbody>
</table>

Table 7.4: Average Penalty Cost of NLGDHH-SM(lp=2500), NLGDHH-SM(lp=5000) and NLGDHH-RCLR Across the 11 Socha et al. Instances.

<table>
<thead>
<tr>
<th>ANOVA</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td>Between Groups</td>
<td>289.786</td>
<td>4</td>
<td>72.447</td>
<td>208.485</td>
</tr>
<tr>
<td></td>
<td>Within Groups</td>
<td>33.012</td>
<td>95</td>
<td>347.4</td>
<td>95.868</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>322.798</td>
<td>99</td>
<td>350.8</td>
<td>97.847</td>
</tr>
<tr>
<td>Medium</td>
<td>Between Groups</td>
<td>183819.430</td>
<td>4</td>
<td>40954.857</td>
<td>441.805</td>
</tr>
<tr>
<td></td>
<td>Within Groups</td>
<td>8806.332</td>
<td>95</td>
<td>92.769</td>
<td>95.868</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>192625.762</td>
<td>99</td>
<td>193.5</td>
<td>97.847</td>
</tr>
<tr>
<td>Large</td>
<td>Between Groups</td>
<td>715447.050</td>
<td>4</td>
<td>178861.766</td>
<td>33.587</td>
</tr>
<tr>
<td></td>
<td>Within Groups</td>
<td>505908.490</td>
<td>95</td>
<td>5325.321</td>
<td>95.868</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>1221352.540</td>
<td>99</td>
<td>12818</td>
<td>97.847</td>
</tr>
</tbody>
</table>

Figure 7.25: ANOVA Results
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### Table 7.5: Average Penalty Cost of ENLGD-1 and NLGD Across the 11 Socha et al. Instances.

<table>
<thead>
<tr>
<th>Run</th>
<th>ENLGD-2</th>
<th>NLGD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Small</td>
<td>Medium</td>
</tr>
<tr>
<td>1</td>
<td>0.8</td>
<td>95.6</td>
</tr>
<tr>
<td>2</td>
<td>0.4</td>
<td>85.8</td>
</tr>
<tr>
<td>3</td>
<td>0.4</td>
<td>95.4</td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
<td>93.6</td>
</tr>
<tr>
<td>5</td>
<td>0.4</td>
<td>108.6</td>
</tr>
<tr>
<td>6</td>
<td>0.4</td>
<td>99.8</td>
</tr>
<tr>
<td>7</td>
<td>0.2</td>
<td>81.2</td>
</tr>
<tr>
<td>8</td>
<td>0.4</td>
<td>91.6</td>
</tr>
<tr>
<td>9</td>
<td>0.8</td>
<td>110.4</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>96.4</td>
</tr>
<tr>
<td>11</td>
<td>0.4</td>
<td>96.6</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>98.4</td>
</tr>
<tr>
<td>13</td>
<td>0.8</td>
<td>91.2</td>
</tr>
<tr>
<td>14</td>
<td>0.4</td>
<td>96.4</td>
</tr>
<tr>
<td>15</td>
<td>0.8</td>
<td>83.6</td>
</tr>
<tr>
<td>16</td>
<td>1.2</td>
<td>90.6</td>
</tr>
<tr>
<td>17</td>
<td>0.4</td>
<td>117.8</td>
</tr>
<tr>
<td>18</td>
<td>0.6</td>
<td>102.2</td>
</tr>
<tr>
<td>19</td>
<td>1.6</td>
<td>106</td>
</tr>
<tr>
<td>20</td>
<td>0.8</td>
<td>89.4</td>
</tr>
</tbody>
</table>

### Table 7.6: Post Hoc Tests - Small Instances.

<table>
<thead>
<tr>
<th></th>
<th>NLGDHH-SM (LP=2500)</th>
<th>NLGDHH-SM (LP=5000)</th>
<th>NLGDHH-RCLR</th>
<th>ENLGD-2</th>
<th>NLGD</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLGDHH-SM (LP=2500)</td>
<td>-</td>
<td>1.000</td>
<td>0.000</td>
<td>0.097</td>
<td>0.000</td>
</tr>
<tr>
<td>NLGDHH-SM (LP=5000)</td>
<td>1.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.038</td>
<td>0.000</td>
</tr>
<tr>
<td>NLGDHH-RCLR</td>
<td>0.000</td>
<td>0.038</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>ENLGD-2</td>
<td>0.000</td>
<td>0.002</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>NLGD</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

### Table 7.7: Post Hoc Tests - Medium Instances.

<table>
<thead>
<tr>
<th></th>
<th>NLGDHH-SM (LP=2500)</th>
<th>NLGDHH-SM (LP=5000)</th>
<th>NLGDHH-RCLR</th>
<th>ENLGD-2</th>
<th>NLGD</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLGDHH-SM (LP=2500)</td>
<td>-</td>
<td>0.999</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>NLGDHH-SM (LP=5000)</td>
<td>0.999</td>
<td>0.000</td>
<td>0.000</td>
<td>0.032</td>
<td>0.000</td>
</tr>
<tr>
<td>NLGDHH-RCLR</td>
<td>0.000</td>
<td>0.000</td>
<td>0.483</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>ENLGD-2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>NLGD</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

### Table 7.8: Post Hoc Tests - Large Instance.

<table>
<thead>
<tr>
<th></th>
<th>NLGDHH-SM (LP=2500)</th>
<th>NLGDHH-SM (LP=5000)</th>
<th>NLGDHH-RCLR</th>
<th>ENLGD-2</th>
<th>NLGD</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLGDHH-SM (LP=2500)</td>
<td>-</td>
<td>0.551</td>
<td>0.000</td>
<td>1.000</td>
<td>0.000</td>
</tr>
<tr>
<td>NLGDHH-SM (LP=5000)</td>
<td>0.551</td>
<td>-</td>
<td>0.000</td>
<td>0.332</td>
<td>0.000</td>
</tr>
<tr>
<td>NLGDHH-RCLR</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.030</td>
</tr>
<tr>
<td>ENLGD-2</td>
<td>1.000</td>
<td>0.332</td>
<td>0.000</td>
<td>-</td>
<td>0.000</td>
</tr>
<tr>
<td>NLGD</td>
<td>0.000</td>
<td>0.000</td>
<td>0.030</td>
<td>0.000</td>
<td>-</td>
</tr>
</tbody>
</table>
Figure 7.26: Means Plot and LSD Intervals (Small Instances).

Figure 7.27: Means Plot and LSD Intervals (Medium Instances).
7.3.6 Comparison with Best Known Results

Finally, we compare the results obtained by the NLGDHH with the best results reported in the literature for the subject problem. Columns 2 to 4 in Table 7.9 show the results obtained by NLGDHH, while the fifth column shows the best known results and the corresponding approaches. It should be noted that although a timetable with zero penalty exists for each problem instance (the data sets were generated starting from such a timetable [152]), to the best of our knowledge no heuristic method has found before the ideal timetable for the medium and large instances. Hence, these data sets are still very challenging for heuristic search methods. For all small instances, both approaches NLGDHH-SM and NLGDHH-RCLR produced optimal solutions. For medium instances, NLGDHH-SM improved the best solutions of M1, M2, M3, M4 and M5 while NLGDHH-RCLR improved the best solution of M1, M2, M3, and M4. For the large instance, neither NLGDHH-RCLR nor NLGDHH-RCLR improved the best solution reported in the literature but they are very competitive.
Table 7.9: Comparison of the Proposed Great Deluge Based Hyper-heuristic to the Best Results Reported in the Literature for the Socha et al. UCTTP Instances.

<table>
<thead>
<tr>
<th>Instance</th>
<th>NLGDHH-SM LP=1000</th>
<th>NLGDHH-SM LP=2500</th>
<th>NLGDHH-SM LP=5000</th>
<th>NLGDHH-RCLR</th>
<th>Best Known</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0 (VNS-T)</td>
</tr>
<tr>
<td>S2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0 (VNS-T)</td>
</tr>
<tr>
<td>S3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0 (CFHH)</td>
</tr>
<tr>
<td>S4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0 (VNS-T)</td>
</tr>
<tr>
<td>S5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0 (MMAS)</td>
</tr>
<tr>
<td>M1</td>
<td>51</td>
<td>38</td>
<td>42</td>
<td>54</td>
<td>80 (EGD)</td>
</tr>
<tr>
<td>M2</td>
<td>48</td>
<td>37</td>
<td>44</td>
<td>67</td>
<td>105 (EGD)</td>
</tr>
<tr>
<td>M3</td>
<td>60</td>
<td>61</td>
<td>60</td>
<td>84</td>
<td>139 (EGD)</td>
</tr>
<tr>
<td>M4</td>
<td>47</td>
<td>41</td>
<td>39</td>
<td>60</td>
<td>88 (EGD)</td>
</tr>
<tr>
<td>M5</td>
<td>61</td>
<td>61</td>
<td>55</td>
<td>93</td>
<td>88 (EGD)</td>
</tr>
<tr>
<td>L</td>
<td>731</td>
<td>638</td>
<td>713</td>
<td>915</td>
<td>529 (HEA)</td>
</tr>
</tbody>
</table>

NLGDHH-SM is the Non-Linear Great Deluge Hyper-heuristic with fixed memory length.
NLGDHH-RCLR is the Non-Linear Great Deluge Hyper-heuristic with dynamic memory length.
MMAS is the MAX-MIN Ant System in [152].
CFHH is the Choice Function Hyper-heuristic in [27].
VNS-T is the Hybrid of VNS with Tabu Search in [5].
HEA is the Hybrid Evolutionary Algorithm in [3].
EGD is the Extended Great Deluge in [116].
7.4 Conclusions

In this chapter we have developed a hyper-heuristic approach that uses the modified choice function mechanism and a non-linear great deluge (NLGD) acceptance criterion to manage the selection of low-level heuristics during the search process. The proposed hyper-heuristics deals only with complete feasible solutions. Two types of modified choice function learning mechanism are investigated: learning with static memory length and learning with random change learning rate. The method focuses on trying to choose the most appropriate heuristic in each step of the search and hence it follows the hyper-heuristic concept. We applied the proposed method to well-known instances of the university course timetabling problem proposed by Socha et al. [152]. We did not employ large neighbourhoods in our problem, as the purpose of this research chapter is to test the effectiveness of the learning mechanisms approach when incorporated to our non-liner great deluge hyper-heuristic. In addition we want to make the comparison between static memory length and random change of learning rate. The employment of the large neighbourhoods will be investigate in the future. The experimental results show that the non-linear great deluge hyper-heuristic performs better using static memory length. Furthermore, the algorithm with static memory produced five new best results out of eleven instances while the algorithm with random change in learning rate produced four best results compared to the best known results from the literature. However, for the large instance, both algorithms produced only competitive results, rather than best.
Chapter 8

Developing Asynchronous Cooperative Multi-agent Search

8.1 Introduction

This chapter presents novel *asynchronous cooperative search* approaches to tackle the university course timetabling problem. The proposed algorithms are agent-based systems inspired in the particle swarm optimisation metaheuristic and implemented using CODEA [38], a programming framework for the development of multi-agent systems. We propose two asynchronous cooperative algorithms: the first one is an Asynchronous Cooperative Multi-heuristic (ACMH) and the second one is an Asynchronous Cooperative Multi-hyper-heuristic (ACMHH). Both algorithms are multi-agent based systems in which a number of autonomous agents cooperate within a distributed environment in order to improve the global solution. Like our previous search methods in this thesis, both approaches here start their search from complete feasible solutions and try to improve the satisfaction of soft constraints whilst always remaining in the feasible region of the search space. The performance of the proposed asynchronous cooperative algorithms are compared using the Socha et al. in [152] problem instances of the university course timetabling problem.
The rest of this chapter is organised as follows. Section 8.2 gives an overview of hyper-heuristics and parallel cooperative search. The literature review chapter in this thesis already made an account of previous work on the application of hyper-heuristics to the UCTTP, so here we concentrate in discussing the rationale of hyper-heuristics and cooperative search. Section 8.3 discusses the important issues to consider when developing asynchronous cooperative search algorithms and also outlines some of the cooperative strategies proposed in the literature. Section 8.4 gives an outline of Particle Swarm Optimisation, which inspired the multi-agent algorithms proposed in this chapter. The asynchronous cooperative multi-agent algorithms proposed in this chapter are described in Section 8.5, while Section 8.6 presents and discusses experiments and results. Finally, conclusion for this chapter are given in Section 8.7.

8.2 Hyper-heuristics and Parallel Cooperative Search

The emergence of parallel processing and cooperative search strategies as tools to develop more effective and efficient search methodologies has attracted the attention of researchers particularly in the last ten to fifteen years. Parallel cooperative search is an important stream of metaheuristics development that has resulted in the publication of many articles in the literature tackling complex combinatorial optimisation problems, e.g [19, 134, 51, 49, 48, 104, 99]. One of the motivations behind the interest on cooperative search is that diversification is inherent in cooperative search because various areas of the search space can be better explored with multiple explorers working in parallel than with sequential heuristics. In addition, cooperative search is capable of performing more efficient search due to the possibility of combining different and independent strategies with different parameter settings into a more robust system [48, 134]. Cooperative search is also capable of increasing the speed
of the search and reduces the computation time when solving a problem instance in comparison to the execution of independent sequential heuristics. In this work, we propose asynchronous cooperative search in which each agent is free to communicate to each other as needed, this type of model is called island model according to [47].

8.3 Asynchronous Cooperative Search

Several cooperative search approaches have been proposed in the literature. Crainic et al. [52] presented a taxonomy for parallel tabu search. They classified approaches based on three features: the control strategy used to guide the search, the information sharing mechanism to exchange information between the threads and the strategy to partition the search space. Later, Crainic and Toulouse in [50, 51, 48] further investigated parallel tabu search and presented three types of strategies: low-level parallelisation, parallelisation by domain decomposition, and cooperative/independent multi-thread. In the first type of strategy, parallelism is usually realised within an iteration where moves are evaluated in parallel. In the second type of strategy, the problem search space is partitioned into several parts and an individual parallel search is conducted in each part accelerating the global search. The resulting partial explorations are combined by a master process to obtain an overall feasible solution. In the third type of strategy, several concurrent searches are conducted over the same solution space, this strategy is also called cooperative/independent multi-thread strategy. The threads may communicate during the search or only at the end of it to identify the best overall solution. Communication among the threads may be performed synchronously or asynchronously and may be even executed at predetermined or dynamically decided moments. Several studies in the literature have shown that multi-thread strategies yield better solutions than the corresponding sequential approach, even when the exploration time permitted to each thread is significantly lower than that of the sequential computation [51, 48]. Studies have also shown that the com-
Combination of several threads that implement different parameter settings increases the robustness of the global search relative to variations in problem instance characteristics.

Crainic and Toulouse [47] have emphasised the design of the information exchange mechanism as the key element that determines the performance of cooperative search methods. They also discussed that other design issues include: what information to exchange, when to exchange it, the logical inter-processor structure, synchronous or asynchronous communication and what each independent process does with the received information. Therefore, the design issues must be tackled carefully in order to come out with efficient and robust search method.

8.4 Particle Swarm Optimisation

Particle Swarm Optimization (PSO) was proposed by Russel Eberhart and James Kennedy [69, 94] as a population-based stochastic approach for solving continuous optimisation problems and was inspired by social-psychological individual behaviour of swarms like bird flocking or fish schooling. A swarm is made of particles that move in a multidimensional space. Each particle has a position $x_{i,j}$ given by its current solution and a velocity $v_{i,j}$ used to update the particle's position in each iteration of the algorithm. The particles in a PSO implementation fly through the hyperspace $\mathbb{R}^n$ and have important capabilities. Each particle memorises its own best position (solution) and also each particle makes this information available to its neighbouring particles. Particles also have the knowledge of the global best-so-far or the best position of its neighbourhood. With this information about their own solution and that of the other particles in the swarm, each particle's position and velocity is updated as shown in equations 8.1 and 8.2.
Equations 8.1 and 8.2 determine how a particle updates its velocity and position respectively. Equation 8.1 shows that the velocity of a particle is highly influenced by inertial and social coefficients. Inertial movement refers to the tendency of the particle to follow its own direction while social movement refers to tendency of the particle to follow other better positioned particles in its vicinity and also the whole swarm. Each of the weights \( c_0 \) to \( c_3 \) indicate the inertial and social influence when the particle moves or updates its position (solution). That is, \( c_0 \) is the inertial weight that corresponds to the particle’s own explorative ability whilst \( c_1, c_2 \) and \( c_3 \) are the social weights that correspond to the influence that other particles have on the particle’s movement. The social coefficients drive the particle to follow other better positioned particles such as the global best in the whole swarm \( (x_j^{gb}) \), the local best or best position that the particle has achieved during the search \( (x_j^{lb}) \) and the best particle’s neighbour \( (x_j^{nb}) \). To avoid a predictable behaviour of the particle’s movement, the coefficients are multiplied by random number \( (r_1, r_2 \) and \( r_3) \) drawn from a uniform distribution \([0,1] \). Once the particle’s velocity is updated with Equation 8.1, the particle updates its position (changes its solution) by adding the new velocity to its current position using Equation 8.2. In basic particle swarm algorithm it consists of a number of iterations, where at each iteration every single particle in the swarm is updating its position (current solution) and velocity. Since all particles in the swarm have the knowledge of what is the best position in its neighbourhood (the best solution achieved by other particles in the swarm), therefore whole swarm a likely to move towards the better positions guided by the leading particle so far.

\[
v_{i,j} = c_0v_i + c_1r_1(x_j^{gb} - x_{i,j}) + c_2r_2(x_j^{lb} - x_{i,j}) + c_3r_3(x_j^{nb} - x_{i,j}) \quad (8.1)
\]

\[
x_{i,j} = x_{i,j} + v_{i,j} \quad (8.2)
\]
8.5 The Asynchronous Cooperative Multi-agent Algorithms

The Distributed Multi-agent system is a network of agents that work together to solve problems that are beyond their individual capabilities [124]. Whereas, in [133] defines a multi-agent systems as are distributed and autonomous systems made up of autonomous agents that support reactivity, and are robust against failures locally and globally. There are two prominent multi-agent architectures have been addressed in the literature: blackboard and autonomous architectures. Hayes-Roth [86] proposed multi-agent system based on blackboard architecture. The model proposed by Hayes-Roth is an inter-agent communication that share a common global database, called the blackboard, which can be accessed by a number of knowledge sources. The knowledge source is a set of problem solving modules. These knowledge sources communicate by manipulating the contents of the blackboard. The knowledge sources respond to changes on the blackboard and directly modifying and withdrawing solution elements within a common working area called blackboard. In blackboard architecture, the data are placed in central and each agent is able to read the data from the blackboard. If the agents in the system are capable to execute the task, then the agents record the result on the blackboard. The main features of blackboard architecture are: Relatively, this architecture is more on centralise controlled and lack of local memory. Different than blackboard architecture, the proposed method in this thesis is autonomous agent architecture, where the agents in the distributed environment are not controlled or managed by any other agents. Each agent is free to communicate and interact directly to each other to achieve the global objective as illustrated in Figure 8.1. Therefore, each agent in our proposed system embodies its own knowledge, meaning that each agent has the ability to knows its best position (current solution) and the best position of its neighborhood. In addition, every single agent is also have the knowledge of the global best-so-far solution. Furthermore, each
agent embodies its own control, for example make the information (solution) available to all agents in the distributed environment and able to change their position (current solution) when necessary.

In this paper we propose two types of cooperative search algorithms: Asynchronous Cooperative Multi-heuristic (ACMH) and Asynchronous Cooperative Multi-hyper-heuristic (ACMHH). Both approaches operate from an initial complete feasible solution and maintain feasibility during the search. The initial solutions provided to these algorithms are constructed with the Initialisation Heuristic 3 (IH3) presented in chapter 4 of this thesis. Please refer to that chapter for details.

8.5.1 Asynchronous Cooperative Multi-agent Search Framework

Inspired by the particle swarm optimisation algorithm, we propose a decentralised agent-based system framework which consists of a population of agents. Since we are dealing with a discrete search space instead of a continuous one, we require the agents to ‘jump’ from position to position instead of moving continuously as in the original PSO algorithm. Then, in our framework all agents in the distributed environment cooperate among them and jump from one solution to another one searching for the global optima. The proposed decentralised multi-agent framework is illustrated in Figure 8.1. Each agent is able to perform four types of jump (changing the solution) depending on which agent acts as the attractor in each iteration. This model shows that each agent is able to communicate with each other, communication links are represented by arrows. Therefore, the system is designed in such a way that whenever an agent gets stuck in local optima, i.e. is unable to change its solution or find a new better solution, the agent can communicate freely with other agents in the distributed environment.
Each agent starts from a different feasible solution. In each iteration all agents update their positions based on work in [92, 114]. In order to select the new position, a random number $r$ is drawn from the uniform distribution interval $[0,1]$. The interval is divided into four segments with length $\sum_{i=1}^{4} c_i = 1$. Therefore, the agent will choose its type of movement (inertial or social influence) based on which segment $c_i$ the value of $r$ falls. That is, the formulation of how the agents in the distributed environment change their position can be expressed by:

$$x_i = c_1 x_{i,j} \bigoplus c_2 x_{j}^{nb} \bigoplus c_3 x_{j}^{lb} \bigoplus c_4 x_{j}^{gb}$$  \tag{8.3}$$

From the above formulation the resulting move can be as follows:

1. If $r \in c_1$, no agent acts as an attractor, therefore, the agent changes its position at random with respect to its current state $x_{i,j}$. This type of move called inertial move, and the purpose of this move is to allow the agent to explore and diversify the search.

2. If $r \in c_2$, the agent changes its position moving towards the best agent in its current neighbourhood $x_{j}^{nb}$.

3. If $r \in c_3$, the agent changes its position moving towards the best position achieved by this agent so far $x_{j}^{lb}$.

4. If $r \in c_4$, the agent changes its position moving towards the best global agent in the system $x_{j}^{gb}$.

The asynchronous cooperative multi-agent system proceeds as follows:

1. The agents start the search each from an initial feasible solution.

2. Once all agent determine their new position (new solution), the agents apply their own heuristic to improve the quality of their own solution. That is, each agent is able to diversify its own search by:
(a) Jumping from one solution to another solution.

(b) Using their own stochastic acceptance criterion for accepting or not their new solution. We use two different acceptance criteria here: Non-linear great deluge and simulated annealing.

Figure 8.1: Island Model Multi-agent System: Many-to-Many Communication Model.

8.5.2 Low-Level heuristics

As previously in this thesis, we use the following three neighbourhood moves or low-level heuristics:

- H1: selects one event at random and assigns it to a feasible pair timeslot-room also chosen at random.

- H2: selects two events at random and swaps their timeslots and rooms while ensuring feasibility is maintained.
8.5.3 Acceptance Criteria

Each agent moves by inertia or social influence as explained above. Also each agent uses its own heuristic to search for a new candidate solution. But also each agent has its own acceptance criterion to accept the new candidate solution. The criteria used here are as follows:

- **Non-linear great deluge**: A new candidate solution is accepted if it is better or equal than the current solution. A candidate solution worse than the current solution will only be accepted if the penalty of the candidate solution is less than or equal to a pre-defined limit called *water level*. The acceptance level decrease over time at non-linear fashion decay rate, expressed by following formulation:

\[
B = B \times (\exp^{-\delta(rnd[min,max])}) + \beta
\]  

(8.4)

When the penalty cost and the water level are about to converge the algorithm tends to become greedy. Then, it is necessary for the algorithm to relax and allow accepting worse solutions and this is achieved by increasing the water level with certain probability. This acceptance criterion is of course the one used in our non-linear great deluge algorithm from chapter 5.

- **Simulated annealing**: Worse solutions are accepted with certain probability expressed as \( P : e^{-\delta/T} \), where \( \delta = f(S^*) - f(S) \) and the parameter \( T \) denotes the current temperature. The search starts with higher temperature and it is reduced gradually towards the end of the search as \( T_{i+1} = T_i - T_i \cdot \beta \) (geometric cooling schedule). Reheating the temperature is also activated when the temperature is very low; the new generated solution is only accepted if it does not
worsen the overall value of the current solution. Therefore, the temperature is increased to the last improvement temperature (the temperature where the last best solution was found).

We used the asynchronous cooperative multi-agent framework described above to implement two algorithms in this chapter. The difference between the two algorithms is in the complexity of the agents. In the first algorithm, each agent is a simple low-level heuristic. In the second algorithm, each agent is a hyper-heuristic type of approach. The following subsections give details of these proposed methods.

### 8.5.4 Asynchronous Cooperative Multi-heuristic Algorithm (ACMHA)

Each agent acts as a low-level heuristic to improve its own solution. The agents in the system cooperate in order to improve the global best solution. Each agent conducts its own search independently and asynchronously as explained above. Once an agent \( i \) spends a number of idle iterations (no improvement and unable to change its solution), the agent compares its current solution \( x_{i,j} \) with the best global solution so far \( x^g_j \) and if \( x_{i,j} \) is better than \( x^g_j \), the global best is updated, otherwise, the agent discards its own solution and moves to another position using the velocity and position equations explained in section 8.5.1. All agents in the distributed environment repeat the same procedure until the system terminates the whole search process. Each agent decides whether to accept new solutions based on their own acceptance criterion.

### 8.5.5 Asynchronous Cooperative Multi-hyperheuristic Algorithm (ACMHHA)

Each agent acts as a low-level heuristic to improve their own solution. As above, the agents in the system cooperate in order to improve the global best solution. Each agent conducts its own search independently and asynchronously. Once an agent \( i \)
spends a number of idle iterations (no improvement and unable to change its solution),
the agent compares its current solution $x_{i,j}$ to the best global solution so far $x^g_j$ and
if $x_{i,j}$ is better than $x^g_j$, the global best is updated, otherwise, the agent discards its
own solution and moves to another position using the velocity and position equations
explained in section 8.5.1. The difference here is that each agent is able to choose
between the three type of low-level heuristics H1, H2 and H3. As suggested in [154],
each agent in the distributed environment selects the low-level heuristic at random in
every iteration. Each agent decides whether to accept new solutions based on their
own acceptance criterion.

8.6 Experiments and Results

The main aim of these experiments is to evaluate the performance of the proposed
asynchronous cooperative multi-agent search algorithms ACMHA(6) and ACMHHA(2).
We used the Socha et al. problems instances and executed the proposed algorithms 20
times on each instance. The stopping condition for both algorithms was a maximum
of 100 cycles or 10 hours of computation time whatever was first. In this proposed
algorithms, a cycle occurs when all agents complete their tasks. Although 10 hours
of computation time might seem too long for medium and large instances, we should
note that our implementation is not truly parallel or multi-threaded, but a simul-
ation on a sequential computer. Thus, the time taken to complete one cycle of the
asynchronous cooperative search for the medium and large instances is somehow slow
in such a sequential machine. In addition, we should remember that computational
time is generally considered to be non-critical for the UCTTP and most algorithms re-
ported in the literature spent hours solving these problems (e.g. Abdullah et al. [4, 6]
ran their algorithms for ten and twelve hours per instance respectively). Another
reason for the provision of long execution times is that we are mainly interested in
investigating the performance of the proposed multi-agent systems and hence our de-
cision in allowing sufficient computation time for the agents to conduct their search and collaboration. The agents in the ACMHA(6) (low-level heuristics) stop applying their low-level heuristic after a number of idle iterations, we set this maximum according to the size of the problem instance, 100 for large, 1000 for medium and 20,000 for small respectively. In these experiments, we compare the performance of our algorithms to the best results reported in the literature.

Results in Table 8.1 clearly show that the proposed algorithms find better results outperforming between them all other approaches in the literature including our previous algorithms in these thesis (see also [128, 101, 100]). We see that for small instances the proposed algorithms match the best results reported in the literature. For all small instances, ACMHA(6) and ACMHHA(2) find the optimal solution in all the 20 runs. For the medium instances, ACMHA(6) produced better solutions in four instances. In term of percentage improvement, the proposed algorithms reduced the penalty by 47.37%, 48.65%, 13.11%, 73.17% and 63.93% for instances M1, M2, M3, M4 and M5 respectively and with respect to our previous best results in this thesis. For the large instance, the cooperative algorithms also produced an improvement over our previous best result, in this case the improvement was of 6.11%.

It is obvious that the asynchronous cooperative multi-agent algorithms are beneficial since new best results are reported for all the medium and large instances. It is very noticeable that ACMHHA(2) finds a considerably much better solution for the most difficult instance (the large one) in which our previous algorithms in this thesis have failed.

In second set of experiments we investigate the performance of ACMHHA using different number of agents (2, 4 and 6). For each problem instance we executed the algorithms variants 20 times. The results obtained are shown in Table 8.2. We can
Table 8.1: Comparison of Results Obtained by the Asynchronous Cooperative Multi-agent Algorithms Proposed in this Chapter Against the Best Known Results from the Literature for the 11 Socha et al. Problem Instances.

<table>
<thead>
<tr>
<th></th>
<th>ACMHA(6)</th>
<th>ACMHHHA(2)</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
<th>A4</th>
<th>A5</th>
<th>A6</th>
<th>A7</th>
<th>A8</th>
<th>A9</th>
<th>A10</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>S2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>S3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>S4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>S5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>M1</td>
<td>20</td>
<td>28</td>
<td>38</td>
<td>126</td>
<td>140</td>
<td>175</td>
<td>242</td>
<td>372</td>
<td>317</td>
<td>221</td>
<td>80</td>
<td>78</td>
</tr>
<tr>
<td>M2</td>
<td>19</td>
<td>27</td>
<td>37</td>
<td>123</td>
<td>130</td>
<td>197</td>
<td>161</td>
<td>419</td>
<td>313</td>
<td>147</td>
<td>105</td>
<td>92</td>
</tr>
<tr>
<td>M3</td>
<td>53</td>
<td>43</td>
<td>61</td>
<td>185</td>
<td>189</td>
<td>216</td>
<td>265</td>
<td>359</td>
<td>357</td>
<td>246</td>
<td>139</td>
<td>135</td>
</tr>
<tr>
<td>M4</td>
<td>11</td>
<td>28</td>
<td>41</td>
<td>116</td>
<td>112</td>
<td>149</td>
<td>181</td>
<td>348</td>
<td>247</td>
<td>165</td>
<td>88</td>
<td>75</td>
</tr>
<tr>
<td>M5</td>
<td>22</td>
<td>24</td>
<td>61</td>
<td>129</td>
<td>141</td>
<td>190</td>
<td>151</td>
<td>171</td>
<td>292</td>
<td>130</td>
<td>88</td>
<td>68</td>
</tr>
<tr>
<td>L</td>
<td>460</td>
<td>415</td>
<td>638</td>
<td>821</td>
<td>876</td>
<td>912</td>
<td>-</td>
<td>1068</td>
<td>-</td>
<td>529</td>
<td>730</td>
<td>556</td>
</tr>
</tbody>
</table>

ACMHA(6) is Asynchronous Cooperative Multi-heuristic with 6 agents.
ACMHHHA(2) is Asynchronous Cooperative Multi-hyperHeuristic with 2 agents
A1 is Non-Linear Great Deluge Hyper-heuristic with LP=2500 [128].
A2 is Evolutionary Non-Linear Great Deluge [101].
A3 is Non-Linear Great Deluge [100].
A4 is Genetic algorithm and local search by Abdullah and Turabieh [7].
A5 is Randomised iterative improvement algorithm by Abdullah et al. [3].
A6 is Graph hyper heuristic by Burke et al. [29].
A7 is Variable neighbourhood search with tabu by Abdullah et al. [5].
A8 is Hybrid evolutionary approach by Abdullah et al. [4].
A9 is Extended great deluge by McMullan [116].
A10 is Great Deluge and Tabu Search by Abdullah et al. [6].
S1-S5 represent small problem instances 1 to 5.
M1-M5 represent medium problem instances 1 to 5.
L represents the large problem instance.
Table 8.2: Comparison of ACMH(6), ACMHHA(2), ACMHHA(4) and ACMHHA(6).

<table>
<thead>
<tr>
<th></th>
<th>ACMH(6)</th>
<th>ACMHHA(2)</th>
<th>ACMHHA(4)</th>
<th>ACMHHA(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best</td>
<td>Avg</td>
<td>Best</td>
<td>Avg</td>
</tr>
<tr>
<td>S1</td>
<td>0</td>
<td>0.75</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>S2</td>
<td>0</td>
<td>1.9</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>S3</td>
<td>0</td>
<td>0.85</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>S4</td>
<td>0</td>
<td>1.4</td>
<td>0</td>
<td>0.7</td>
</tr>
<tr>
<td>S5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>M1</td>
<td>20</td>
<td>37.65</td>
<td>28</td>
<td>48.85</td>
</tr>
<tr>
<td>M2</td>
<td>19</td>
<td>31.95</td>
<td>27</td>
<td>48.45</td>
</tr>
<tr>
<td>M3</td>
<td>53</td>
<td>73.45</td>
<td>43</td>
<td>71.45</td>
</tr>
<tr>
<td>M4</td>
<td>11</td>
<td>26.8</td>
<td>28</td>
<td>39.1</td>
</tr>
<tr>
<td>M5</td>
<td>22</td>
<td>38.45</td>
<td>24</td>
<td>50.1</td>
</tr>
<tr>
<td>L</td>
<td>460</td>
<td>675.5</td>
<td>415</td>
<td>510.1</td>
</tr>
</tbody>
</table>

ACMHA(6) is Asynchronous Cooperative Multi-heuristic with 6 agents.
ACMHHHA(2) is Asynchronous Cooperative Multi-hyperheuristic with 2 agents.
ACMHHHA(4) is Asynchronous Cooperative Multi-hyperheuristic with 4 agents.
ACMHHHA(6) is Asynchronous Cooperative Multi-hyperheuristic with 6 agents.

Avg is Average over the 20 runs.
S1-S5 represent small problem instances 1 to 5.
M1-M5 represent medium problem instances 1 to 5.
L represents the large problem instance.

see that all ACMHHA variants managed to generate optimal solution at least in one out of the 20 runs for all small instances. However, for medium instances ACMHHA(6) outperform the ACMHHA variants in 3 instances. For the large instance, the 2 agents approach ACMHHA(2) outperforms the other algorithms.

In the third set of experiments, we compare the performance of ACMH(6) and ACMHHA with three variants to the best results reported in the literature instance by instance. Columns 2 to 5 in Table 8.3 show the best results obtained by ACMH(6) and ACMHHA with three variants while column 6 shows the best known results and the corresponding approaches for each problem instances. It should be noted that although a timetable with zero penalty exists for each problem instance (the data sets were generated starting from such a timetable [152]), to the best of our knowledge no heuristic method has found the ideal timetable for the medium and large
Table 8.3: Comparison of the Results Obtained by the Asynchronous Cooperative Multi-agent Algorithms Proposed in this Chapter Against the Best Results Reported in the Literature.

<table>
<thead>
<tr>
<th></th>
<th>ACMHA(6)</th>
<th>ACMHHA(2)</th>
<th>ACMHHA(4)</th>
<th>ACMHHA(6)</th>
<th>Best Known</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0(VNS-T)</td>
</tr>
<tr>
<td>S2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0 (VNS-T)</td>
</tr>
<tr>
<td>S3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0(CFHH)</td>
</tr>
<tr>
<td>S4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0 (VNS-T)</td>
</tr>
<tr>
<td>S5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0 (MMAS)</td>
</tr>
<tr>
<td>M1</td>
<td>20</td>
<td>28</td>
<td>28</td>
<td>30</td>
<td>80 (EGD)</td>
</tr>
<tr>
<td>M2</td>
<td>19</td>
<td>27</td>
<td>30</td>
<td>32</td>
<td>105 (EGD)</td>
</tr>
<tr>
<td>M3</td>
<td>53</td>
<td>43</td>
<td>66</td>
<td>64</td>
<td>139 (EGD)</td>
</tr>
<tr>
<td>M4</td>
<td>11</td>
<td>28</td>
<td>23</td>
<td>24</td>
<td>88 (EGD)</td>
</tr>
<tr>
<td>M5</td>
<td>22</td>
<td>24</td>
<td>34</td>
<td>32</td>
<td>88 (EGD)</td>
</tr>
<tr>
<td>L</td>
<td>460</td>
<td>415</td>
<td>450</td>
<td>468</td>
<td>529 (HEA)</td>
</tr>
</tbody>
</table>

MMAS is the MAX-MIN Ant System in [152].
CFHH is the Choice Function Hyper-heuristic in [27].
VNS-T is the Hybrid of VNS with Tabu Search in [5].
HEA is the Hybrid Evolutionary Algorithm in [3].
EGD is the Extended Great Deluge in [116].
S1-S5 represent small problem instances 1 to 5.
M1-M5 represent medium problem instances 1 to 5.
L represents the large problem instance.

instances. Hence, these data sets are still very challenging for heuristic search methods. For all small instances, both approaches ACMHA(6) and ACMHHA with three variants produce optimal solutions. For medium instances, they produce better solutions compared to the best results in the literature. For large instance ACMHHA(2) does improve the previous best known result (by HEA) by 21.55%. More interestingly, ACMHA(6), ACMHHA(4) and ACMHHA(6) also produce better solutions for medium and large instances compared to the best results found in the literature.

The reasons of using different number of agents in this experiments are:

- We employ six agents in ACMHA because there are only three heuristics and two different criteria applied. For that reasons, we set three agents with different heuristic for each acceptance criterion. Meaning that three agents with different heuristic with acceptance criterion of great deluge and three more agents with...
different heuristic with simulated annealing acceptance criterion.

- For ACMHHA, since each agent able to perform all three different types of heuristics, therefore, we tested different number of agents (two, four and six). By employing different number of agents, we found that each different number of agents performed differently. Based on the experimental results, we found that, the more agents we employed the lower the quality of the solutions become. We only employed three different number of agents (two, four and six) as the more agents we employed the longer the time was needed to accomplished the job as the implementation of cooperative search was not truly parallel rather than a simulation of the parallel processing.

8.6.1 Statistical Analysis

We also carried out a statistical analysis to statistically examine the performance of ACMHA(6), ACMHHA with three variants and the previous algorithms proposed earlier in this thesis (also published in [100], [101] and [128]). Table 8.6 and 8.4 presents the average results for three categories of instances namely, small, medium and instances. The values are obtained from the average results for each category. First, we want to inspect whether all the proposed algorithms have different performance towards the sizes of the instances. As a normal procedure we run the descriptive analysis to check the model’s compatibility with the sample data and found that ANOVA is suitable statistical tool to measure the differences among the proposed algorithms.

Figure 8.2 shows that there is a significant difference between the ACMHA(6), ACMHHA with three variants and our previously proposed algorithms, the p-value is very close to zero. This analysis does not show the detail whether all algorithms are different between them. Therefore we used Post Hoc analysis to inspect the difference between pairs of algorithms. The results are presented in Table 8.7, Table 8.8 and
Table 8.9.

<table>
<thead>
<tr>
<th></th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between Groups</td>
<td>377.452</td>
<td>7</td>
<td>53.922</td>
<td>261.322</td>
<td>.000</td>
</tr>
<tr>
<td>Within Groups</td>
<td>31.364</td>
<td>152</td>
<td>.206</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>408.816</td>
<td>159</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between Groups</td>
<td>281270.564</td>
<td>7</td>
<td>40181.509</td>
<td>575.404</td>
<td>.000</td>
</tr>
<tr>
<td>Within Groups</td>
<td>10614.440</td>
<td>152</td>
<td>69.832</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>291885.004</td>
<td>159</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between Groups</td>
<td>5982894.900</td>
<td>7</td>
<td>854699.271</td>
<td>223.636</td>
<td>.000</td>
</tr>
<tr>
<td>Within Groups</td>
<td>580318.600</td>
<td>152</td>
<td>3821.833</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>6563813.500</td>
<td>159</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 8.2: ANOVA Results
Table 8.4: Average Penalty Cost of ACMHA(6), ACMHHA(2) and ACMHHA(4) Across the 11 Socha et al. Instances.

<table>
<thead>
<tr>
<th>Run</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2</td>
<td>41</td>
<td>677</td>
<td>0</td>
<td>57</td>
<td>415</td>
<td>0</td>
<td>50.2</td>
<td>547</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>42.4</td>
<td>668</td>
<td>0</td>
<td>50.8</td>
<td>526</td>
<td>0</td>
<td>58</td>
<td>587</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>45.4</td>
<td>768</td>
<td>0.4</td>
<td>44.8</td>
<td>504</td>
<td>0</td>
<td>59.2</td>
<td>609</td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
<td>40.6</td>
<td>597</td>
<td>1.0</td>
<td>50.8</td>
<td>508</td>
<td>0</td>
<td>49.6</td>
<td>594</td>
</tr>
<tr>
<td>5</td>
<td>0.6</td>
<td>36.4</td>
<td>580</td>
<td>0</td>
<td>51.4</td>
<td>543</td>
<td>0</td>
<td>53.8</td>
<td>596</td>
</tr>
<tr>
<td>6</td>
<td>0.6</td>
<td>43.4</td>
<td>734</td>
<td>0</td>
<td>53.8</td>
<td>551</td>
<td>0</td>
<td>54.8</td>
<td>489</td>
</tr>
<tr>
<td>7</td>
<td>0.4</td>
<td>41.4</td>
<td>611</td>
<td>0</td>
<td>58</td>
<td>474</td>
<td>0</td>
<td>58.2</td>
<td>489</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>40.6</td>
<td>830</td>
<td>0.4</td>
<td>61</td>
<td>561</td>
<td>0</td>
<td>47.6</td>
<td>450</td>
</tr>
<tr>
<td>9</td>
<td>0.2</td>
<td>41.8</td>
<td>585</td>
<td>0</td>
<td>64.6</td>
<td>453</td>
<td>0</td>
<td>56</td>
<td>484</td>
</tr>
<tr>
<td>10</td>
<td>0.2</td>
<td>43.2</td>
<td>663</td>
<td>0.6</td>
<td>53.6</td>
<td>425</td>
<td>0.2</td>
<td>61.8</td>
<td>450</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>38.6</td>
<td>784</td>
<td>0.2</td>
<td>63.8</td>
<td>506</td>
<td>0</td>
<td>51.2</td>
<td>504</td>
</tr>
<tr>
<td>12</td>
<td>0.2</td>
<td>41.8</td>
<td>681</td>
<td>0</td>
<td>45.8</td>
<td>578</td>
<td>0</td>
<td>58.4</td>
<td>577</td>
</tr>
<tr>
<td>13</td>
<td>0.4</td>
<td>43.4</td>
<td>691</td>
<td>0.2</td>
<td>45</td>
<td>485</td>
<td>0</td>
<td>55.4</td>
<td>477</td>
</tr>
<tr>
<td>14</td>
<td>0.2</td>
<td>42.8</td>
<td>765</td>
<td>0.2</td>
<td>43.4</td>
<td>629</td>
<td>0</td>
<td>65</td>
<td>589</td>
</tr>
<tr>
<td>15</td>
<td>0.2</td>
<td>42.2</td>
<td>792</td>
<td>0.6</td>
<td>49.2</td>
<td>512</td>
<td>0</td>
<td>54.4</td>
<td>518</td>
</tr>
<tr>
<td>16</td>
<td>0.2</td>
<td>41.4</td>
<td>773</td>
<td>0.2</td>
<td>46</td>
<td>542</td>
<td>0</td>
<td>62.8</td>
<td>457</td>
</tr>
<tr>
<td>17</td>
<td>0.4</td>
<td>37.4</td>
<td>572</td>
<td>0.4</td>
<td>51</td>
<td>473</td>
<td>0.6</td>
<td>56.2</td>
<td>527</td>
</tr>
<tr>
<td>18</td>
<td>0</td>
<td>37.2</td>
<td>550</td>
<td>0.2</td>
<td>44.6</td>
<td>452</td>
<td>0</td>
<td>53.6</td>
<td>505</td>
</tr>
<tr>
<td>19</td>
<td>0</td>
<td>46.4</td>
<td>599</td>
<td>0.2</td>
<td>39.2</td>
<td>527</td>
<td>0</td>
<td>59</td>
<td>483</td>
</tr>
</tbody>
</table>

Table 8.5: Average Penalty Cost of ACMHHA(6), NLGDH-SM (LP=2500) and NLGDH-SM (LP=5000)) Across the 11 Socha et al. Instances.

<table>
<thead>
<tr>
<th>Run</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2</td>
<td>54.4</td>
<td>562.0</td>
<td>0.0</td>
<td>61.0</td>
<td>870.0</td>
<td>0.0</td>
<td>63.4</td>
<td>813.0</td>
</tr>
<tr>
<td>2</td>
<td>0.2</td>
<td>55.4</td>
<td>484.0</td>
<td>0.0</td>
<td>65.6</td>
<td>827.0</td>
<td>0.6</td>
<td>61.2</td>
<td>824.0</td>
</tr>
<tr>
<td>3</td>
<td>0.2</td>
<td>54.4</td>
<td>497.0</td>
<td>0.0</td>
<td>63.4</td>
<td>739.0</td>
<td>0.0</td>
<td>61.8</td>
<td>911.0</td>
</tr>
<tr>
<td>4</td>
<td>0.2</td>
<td>51.0</td>
<td>484.0</td>
<td>0.6</td>
<td>61.8</td>
<td>905.0</td>
<td>0.0</td>
<td>58.0</td>
<td>785.0</td>
</tr>
<tr>
<td>5</td>
<td>0.2</td>
<td>61.4</td>
<td>540.0</td>
<td>0.0</td>
<td>62.8</td>
<td>806.0</td>
<td>0.0</td>
<td>58.8</td>
<td>958.0</td>
</tr>
<tr>
<td>6</td>
<td>0.4</td>
<td>59.2</td>
<td>493.0</td>
<td>0.2</td>
<td>64.2</td>
<td>936.0</td>
<td>0.0</td>
<td>54.4</td>
<td>962.0</td>
</tr>
<tr>
<td>7</td>
<td>0.2</td>
<td>55.4</td>
<td>530.0</td>
<td>1.0</td>
<td>56.8</td>
<td>918.0</td>
<td>0.6</td>
<td>63.8</td>
<td>813.0</td>
</tr>
<tr>
<td>8</td>
<td>0.0</td>
<td>55.8</td>
<td>526.0</td>
<td>0.2</td>
<td>61.2</td>
<td>800.0</td>
<td>1.8</td>
<td>68.0</td>
<td>824.0</td>
</tr>
<tr>
<td>9</td>
<td>0.0</td>
<td>57.8</td>
<td>527.0</td>
<td>0.6</td>
<td>56.8</td>
<td>813.0</td>
<td>0.0</td>
<td>64.8</td>
<td>853.0</td>
</tr>
<tr>
<td>10</td>
<td>0.0</td>
<td>55.0</td>
<td>523.0</td>
<td>0.0</td>
<td>62.6</td>
<td>638.0</td>
<td>0.0</td>
<td>64.2</td>
<td>813.0</td>
</tr>
<tr>
<td>11</td>
<td>0.0</td>
<td>51.8</td>
<td>531.0</td>
<td>0.0</td>
<td>61.2</td>
<td>843.0</td>
<td>0.6</td>
<td>64.6</td>
<td>824.0</td>
</tr>
<tr>
<td>12</td>
<td>0.2</td>
<td>58.0</td>
<td>611.0</td>
<td>0.2</td>
<td>67.0</td>
<td>817.0</td>
<td>0.8</td>
<td>62.6</td>
<td>880.0</td>
</tr>
<tr>
<td>13</td>
<td>0.2</td>
<td>57.2</td>
<td>547.0</td>
<td>1.0</td>
<td>60.8</td>
<td>845.0</td>
<td>0.2</td>
<td>64.2</td>
<td>914.0</td>
</tr>
<tr>
<td>14</td>
<td>0.8</td>
<td>49.8</td>
<td>515.0</td>
<td>1.0</td>
<td>59.4</td>
<td>817.0</td>
<td>0.2</td>
<td>55.4</td>
<td>879.0</td>
</tr>
<tr>
<td>15</td>
<td>0.0</td>
<td>56.4</td>
<td>539.0</td>
<td>0.6</td>
<td>59.0</td>
<td>912.0</td>
<td>0.0</td>
<td>64.4</td>
<td>713.0</td>
</tr>
<tr>
<td>16</td>
<td>0.0</td>
<td>53.6</td>
<td>593.0</td>
<td>1.0</td>
<td>58.6</td>
<td>857.0</td>
<td>0.4</td>
<td>66.0</td>
<td>1030.0</td>
</tr>
<tr>
<td>17</td>
<td>0.0</td>
<td>52.8</td>
<td>546.0</td>
<td>0.0</td>
<td>57.2</td>
<td>855.0</td>
<td>0.0</td>
<td>60.4</td>
<td>1083.0</td>
</tr>
<tr>
<td>18</td>
<td>0.6</td>
<td>60.0</td>
<td>560.0</td>
<td>0.4</td>
<td>63.4</td>
<td>788.0</td>
<td>0.2</td>
<td>61.2</td>
<td>985.0</td>
</tr>
<tr>
<td>19</td>
<td>0.2</td>
<td>60.6</td>
<td>530.0</td>
<td>0.0</td>
<td>56.6</td>
<td>725.0</td>
<td>0.0</td>
<td>61.2</td>
<td>813.0</td>
</tr>
<tr>
<td>20</td>
<td>0.0</td>
<td>50.2</td>
<td>468.0</td>
<td>0.0</td>
<td>60.8</td>
<td>870.0</td>
<td>0.0</td>
<td>55.6</td>
<td>824.0</td>
</tr>
</tbody>
</table>

First of all we want to examine if the proposed asynchronous cooperative searches are significantly different than each other. Table 8.7, Table 8.8 and Table 8.9 show that for small instances most of the cooperative searches have similar performance.
except for ACMHHA(2) and ACMHHA(4) where the p-value is less than significant level at 0.05. For medium instances ACMHHA(2), ACMHHA(4) and ACMHHA(6) have similar performance across instances. However, the performance of ACMHHA with different number of agents is very different to the performance of ACMHA(6), with p-value close to zero. Finally, for the large instance, the Post Hoc tests show that all three types ACMHHA have similar performance, but their performance are really different compared to ACMHA(6) with p-value close to zero.

Now we compare the performance of all asynchronous cooperative searches to our previous algorithms (NLGDHH-SM, NLGDHH-RCLR, ENLGD-2 and NLGD). Based on the results shown in Table 8.7, Table 8.8 and Table 8.9, we found the pairs (ACMHA(6), NLGDHH-SM), (ACMHHHA(2), NLGDHH-SM), (ACMHA(6), NLGDHH-SM) and (NLGDHH-SM, ENLGD-2) having similar performance on small instances. In medium instances, we found that only NLGDHH-RCLR and ENLGD-2 have similar performance, whereas the rest of the algorithms have different performance with p-value less than the significant level at 0.05. For the large instance case, results indi-

Table 8.6: Average Penalty Cost of NLGDHH-RCLR, ENLGD-2 and NLGD Across the 11 Socha et al. Instances.
cate that pairs (ACMHA(6),ENLGD-2), (NLGDHH-SM,ENLGD-2) and (NLGDHH-SM,NLGD-2) have similar performance.

<table>
<thead>
<tr>
<th>ACMHA(6)</th>
<th>ACMHA(2)</th>
<th>ACMHA(4)</th>
<th>ACMHA(6)</th>
<th>NLGDHH-SM (LP=2500)</th>
<th>NLGDHH-SM (LP=5000)</th>
<th>NLGDHH</th>
<th>ENLGD</th>
<th>NLGD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.353</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.619</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 8.7: Post Hoc Tests - Small Instances.

<table>
<thead>
<tr>
<th>ACMHA(6)</th>
<th>ACMHA(2)</th>
<th>ACMHA(4)</th>
<th>ACMHA(6)</th>
<th>NLGDHH-SM (LP=2500)</th>
<th>NLGDHH-SM (LP=5000)</th>
<th>NLGDHH</th>
<th>ENLGD</th>
<th>NLGD</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.353</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.619</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 8.8: Post Hoc Tests - Medium Instances.
As the Post Hoc tests indicate, some algorithms have similar and some have different performance. However at this point the analysis does not tell us which algorithm is actually outperforming best across all instances. We refer to the mean plot of each algorithm at 95% confidence level shown in Figure 8.3, Figure 8.4 and Figure 8.5. In Figure 8.3 shows that for small instances ACMHHA(4) outperformed all the other algorithms. For medium instances, Figure 8.4 shows that ACMHA(6) outperformed ACMHHA(2), ACMHHA(4), ACMHHA(6), NLGDHHRCLR, ENLGD-2 and NLGD. Figure 8.5 shows the means plot for the large and it shows that even though ACMHHA(2) produced the best results this instance, on average ACMHHA(2), ACMHHA(4) and ACMHHA(6) actually have similar performance (more than 50% of their solutions have similar quality). Overall, the mean plot shows that ACMHHA(4) outperforms the other algorithms for small instances. ACMHHA(6) shows the best performance across the medium instances. In addition, we found that the mean plot indicates that ACMHHA(2), ACMHHA(2) and ACMHHA(2) have similar performance where it can be said that around 50% of their solutions are of similar quality. Finally, for the large instance, three algorithms have similar per-

<table>
<thead>
<tr>
<th>ACMHA(2)</th>
<th>ACMHHA(2)</th>
<th>ACMHHA(4)</th>
<th>ACMHHA(6)</th>
<th>NLGDHHRCLR (LP=2500)</th>
<th>NLGDHHRCLR (LP=5000)</th>
<th>NLGDHHRCLR</th>
<th>ENLGD-2</th>
<th>NLGD</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000</td>
<td>-</td>
<td>0.000</td>
<td>0.000</td>
<td>-</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>ACMHHA(2)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.015</td>
<td>0.000</td>
<td>0.000</td>
<td>0.070</td>
<td>0.000</td>
</tr>
<tr>
<td>ACMHHA(4)</td>
<td>0.000</td>
<td>1.000</td>
<td>0.998</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>ACMHHA(6)</td>
<td>0.000</td>
<td>0.998</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>NLGDHHRCLR</td>
<td>0.015</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.911</td>
<td>-</td>
<td>0.000</td>
<td>0.713</td>
</tr>
<tr>
<td>NLGDHHRCLR (LP=5000)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>-</td>
<td>0.000</td>
<td>0.099</td>
</tr>
<tr>
<td>ENLGD-2</td>
<td>0.070</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>1.000</td>
<td>0.713</td>
<td>0.000</td>
<td>-</td>
</tr>
<tr>
<td>NLGD</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.008</td>
<td>0.099</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 8.9: Post Hoc Tests - Large Instance.
formance namely ACMHHA(2), ACMHHA(4) and ACMHHA(6) outperforming the other algorithms.

The statistical analysis presented here suggests that some of the algorithms have similar and some have different performance according to the size of the problem instances. It is also evident that the asynchronous cooperative multi-agent search, inspired in particle swarm optimisation, is a very good strategy as it managed to further improve the solutions found with our previous algorithms and produce best known results for the medium and large instances.
Figure 8.3: Min Plot and LSD Interval (Small Instances).

Figure 8.4: Min Plot and LSD Interval (Medium Instance)
8.7 Conclusions

In this work we have developed an Asynchronous Cooperative Multi-agent Framework inspired in the particle swarm optimisation technique. The proposed method focuses on heuristics (low-level or hyper-heuristics) working together in a distributed environment to solve problems that are beyond their individual capabilities. We applied the proposed method to well-known difficult instances of the university course timetabling problem proposed by Socha et al. [152]. The experimental results showed that the proposed algorithms were able to find new best solutions for six out of the 11 problem instances compared to results reported in the literature. The propose algorithm variants are able to improve upon the best known solution for the most difficult problem, the large instance. Future work contemplates the decomposition of large problems into smaller ones. We also want to incorporate a larger number
of low-level heuristics and perhaps some more specialised operators. Another issue that requires further work is to implement the algorithms on truly parallel or multi-threading architectures in order to improve the computation time.
Chapter 9

Conclusions and Future Work

In order to draw the conclusions of the study, this chapter sums up the major developments from the investigation presented in this thesis. As it was stated in chapter one, the aim and scope of this thesis was to study several approaches in a two-stage optimisation strategy, initialisation and minimisation of soft constraint violations, to tackle the university course timetabling problem. The purpose was to develop novel meta-heuristic, hyper-heuristic and cooperative search techniques capable of obtaining high-quality solutions for this difficult problem. The organisation of this chapter is as follows. Section 9.1 gives a summary of the research work carried out and highlights the overall contribution of this thesis. Section 9.2 outlines suggested further research directions that may be undertaken.

9.1 Research Work Summary

We investigated several approaches from the initialisation of feasible solutions (satisfy all hard constraints) to the improvement of solutions (minimise soft constraint violations) for the university course timetabling problem. This research also examined how cooperative low-level heuristics and cooperative hyper-heuristics improve the ro-
bustness and effectiveness of solution methods for the university course timetabling problems. Chapter 1 presented the outline and the aims of this investigation.

A comprehensive literature review of different optimisation techniques to tackle course timetabling problems was presented in Chapter 2 to identify previous relevant work in this area and gaps in the knowledge that could be investigated in this thesis. The review showed that the university course timetabling problem is extremely complex and is an NP-complete problem as there is no known efficient deterministic algorithm which will solve all instances in polynomial time. The review also revealed that since different educational institutions have different hard and soft constraints in their timetabling problems, this makes it more complex to model and tackle the various timetabling problems that exist in reality. Besides that, the introduction of a modular course structure has made the construction of timetables even more complex since students have much flexibility to enrol in almost any combination of courses.

Chapter 3 gave a detailed description of the university course timetabling problem (UCTTP) and the standard benchmark instances used in this thesis. These benchmark problem instances are inspired by real-world problems although they are still simplified. To the best of our knowledge, these problem instances are still very relevant as no heuristic method has found the optimal solutions for many of those benchmark instances.

According to reports in the literature, the sequential heuristic method has proven to be good at generating initial solutions for timetabling. However, that method alone does not guarantee the generation of feasible solutions even when combining of more than one heuristics. Abdullah and colleagues [5, 4] have employed the sequential heuristic approach, however, they failed to generate feasible solutions especially for large instances. Moreover, no details of the computation time taken by that sequential
heuristic were reported by Abdullah et al. Thus, the main goal of Chapter 4 was to experiment with several hybrid approaches for the construction of initial and feasible timetables. A detailed analysis of the proposed approaches was also presented in that chapter.

Chapter 5 presented an investigation of the great deluge algorithm applied to the UCTTP. The aim of this chapter was to inspect in detail the performance of this simple yet effective method. We first extended that algorithm from using the traditional linear decay rate to using a non-linear decay rate with floating water level. We studied and compared the performance of the original great deluge and our extended one. In the original great deluge the decay rate is pre-determined and fixed, so the search is driven by the water level and when the best solution and water level converge the algorithm becomes greedy. In our proposed extended great deluge, the decay rate changes in every iteration according to the quality of the best solution so far. That is, the water level is driven by the search and the extended great deluge never becomes greedy. Our non-linear great deluge produced high quality solutions at reasonable computational time for the UCTTP.

Chapter 6 presented a hybrid evolutionary non-linear great deluge algorithm. The proposed approach is an extension of our non-linear great deluge algorithm. Several evolutionary features such as a population and mutation operator were incorporated. First, we generate a population of feasible solutions using our construction heuristics from chapter 4. Then, the population of feasible timetables is subject to a steady-state evolutionary process that combines mutation and stochastic local search. We evaluate the performance of the proposed evolutionary hybrid algorithm and in particular, the contribution of the evolutionary operators. The results showed that the hybrid between non-linear great deluge and evolutionary operators produces very good results on the instances of the UCTTP.
Chapter 7 proposed a great deluge hyper-heuristic framework. The aim of this research was to develop a hyper-heuristic that employed learning mechanism for the selection of low-level heuristics and a non-linear great deluge acceptance criterion. The hyper-heuristic deals with complete solutions i.e. feasible timetables are produced first using our initialisation methods. The low-level heuristics are local search operators which operate in the solution space. We choose the non-linear great deluge as a high level heuristic because of the simplicity of the algorithm itself, great deluge is less dependent upon parameter tuning compared to simulated annealing.

Chapter 8 investigated the development of asynchronous cooperative multi-agent methods inspired in the particle swarm optimisation algorithm. Two variants were implemented here, one in which the agents are low-level heuristics and another one on which the agents are hyper-heuristics. When the agents cooperate, they might follow their own inertial movement or follow other better positioned agents. The proposed asynchronous cooperative multi-agent algorithms produced the best results so far for all the medium and large instances of the Socha et al. datasets. To the best of our knowledge, these are the best results reported so far for this set of difficult benchmark problems.

9.1.1 Contributions

A number of contributions have been made as a result of the research work in this thesis. They are identified and presented according to their merits:

- Proposed a modification of the great deluge algorithm (using a non-linear decay rate and floating water level): the algorithm is able to produce good results for all medium instances and competitive for small and large instances.

- Developed asynchronous cooperative multi-agent algorithms: showed that these approaches are very effective for the university course timetabling problem,
findings new best solutions for the 5 medium and the 1 large instance of the Socha et al [152] datasets. On average, the asynchronous cooperative multi-agent search improved all 11 instances and proved to be the best approach so far.

- Investigated a learning mechanism for the non-linear great deluge, resulting in a hyper-heuristic method: the learning mechanism helped the low-level heuristics to produce improve the best known solutions at the time.

- Proposed a hybridisation of non-linear great deluge with elements of evolutionary algorithms: this algorithm managed to improve solutions for the five medium size instances of the Socha et al. problems and matched best known solutions for all the small instances.

- Constructed feasible course timetables by hybrid heuristics (graph colouring, local search and tabu search): we developed a set of methods that produce feasible solutions in reasonable computation time for all the Socha et al. and also the ITTC 2002 problem instances.

9.2 Discussion and Future Work

In general scheduling problems include a wide range of combinatorial optimisation problem and in fact, university course timetabling problems belong to the family of scheduling problems. Scheduling problem can be defined as the process of arranging a set of entity such as people, task, vehicle, exam, course, etc to limited resources in such a way that all predefined hard constraints are satisfied and soft constraints are minimised to achieve desirable objectives [163]. According to Ferland and Fleurent [76] many scheduling problems have common features with timetabling problems, for example sport leagues games scheduling, nurse rostering, examination timetabling, school timetabling, crew scheduling and Transport scheduling. Even though, the focus of this thesis was to development algorithms for university course
timetabling problems, the algorithms developed in this thesis can be applied to a
different types of scheduling problems. As shown in this research work, the ideas
for solutions techniques for course timetabling problem that investigated in this the-
sis will be profitably exploited for other scheduling problems as they share common
features with course timetabling studied in this thesis. Overall, our proposed algo-
rithms produced good results for course timetabling problem. Therefore, it is always
worth considering other different scheduling problem which share common features
and structure with course timetabling problem.

This thesis used a two-stage approach, initial feasible solution construction fol-
lowed by soft constraint violations minimisation, to tackle the university course
timetabling methodology. We spent much of our time investigating the second stage
of the approach, the improvement of timetables. We developed several new algo-
rithms that produced best known solutions for most of the problem instances used.
However, there are still a few issues that can be addressed in future research work.

One worthwhile future endeavour would be to investigate if the various algorithms
described here are also able to tackle other range of problems. It would also be inter-
esting to consider proper real-world problem instances of the UCTTP. It might also
be a good idea to extend the proposed algorithms into multi-objective approaches.

We also proposed to test the non-linear great deluge approach on other instances of
course timetabling problems available in the literature and other related timetabling
problems, such as examination timetabling or school timetabling. We also suggest
to investigate mechanisms to automatically adapt the non-linear decay rate to the
size of the problem being tackled. Our algorithm is able to find good quality feasible
solutions, however, it takes long time to do that for the large instance. It is also
interesting to investigate a population-based version of the non-linear great deluge
algorithm taking into consideration the diversity among a set of timetables.

Since our evolutionary hybrid algorithm does not check similarity of solutions during the replacement of individuals in the pool of solutions, some of the solutions in the pool might be the same. Future work could investigate the similarity of solutions in the pool of solutions. Therefore the algorithm could take into consideration the diversity in the population to better conduct the search.

Learning mechanisms such as supervised learning and unsupervised learning have been applied in machine learning and produced very promising results. Another worthwhile future endeavour could be to investigate if different learning mechanisms such as q-learning and inspect can help to select the right low-level heuristic at every decision point. A good learning mechanism is said to be intelligent enough to select good heuristics and discard bad heuristics. Therefore, it would be interesting to incorporate large number of low-level heuristics and develop a learning mechanism that reacts and balances intensification and diversification while selecting the low-level heuristics.

Finally, in chapter 8 we presented the asynchronous cooperative low-level heuristics and hyper-heuristics. The main issue in that work is the amount of computation time taken to complete the circle of communication in these algorithms. Although in real-world timetabling problems computational time is generally considered not very critical, still we propose to implement our algorithms on parallel or multi-threading computers to reduce the computation time and investigate other mechanisms for exchanging information among the agents. In addition, it might be worth investigating different models of cooperative search such as central memory model, diffusion communication scheme, low level parallelisation and search space decomposition.
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