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ABSTRACT

A Mobile Laser Scanning System (MLSS) is a kinematic platform combining
different sensors, namely: GPS, IMU and laser scanner. These sensors are integrated
and synchronised to a common time base providing 3D geo-referenced data. MLSS
is used in several areas; such as 3D urban and landscape modelling for visualisation
in planning and road design, simulations for environmental management, and to

support land use decision-making.

The accuracy of 3D geo-referenced points, achieved via Mobile Laser Scanning
(MLS) under normal conditions, can reach the level of 3cm. However, this accuracy
tends to be degraded in urban areas, because of trajectory errors of the laser scanner
(IMU drift due to the limited availability of GPS signal). This, also, can be attributed
to the difficulty of matching natural features in the point cloud.

Previous researches have tried to overcome the problems in urban laser scanning by
focusing on enhancing the performance of the navigation system (NGS). This can be
costly and may not achieve the high accuracy level required for some engineering
application. When the navigation solution is degraded, the accuracy of the point
cloud results will be degraded. Using different data sources is another way to
improve accuracy in urban areas. For example using airborne LiDAR, terrestrial
imagery, and unmanned aerial vehicle (UAV) but these are very time consuming as

well as costly compared to MLS systems.

Targets are used in a number of ways in MLS and are often chosen from natural
detail points. These can be difficult to define, particularly when high accuracy
requirements need to be met, for example, when matching scans together or fitting

scans to existing surveys as used in this project, and calibrating the system.

The accuracy of MLS in the urban area was tested using three methods, namely
ground control points (GCPs), surface to surface comparing, and additional source of
data. Also, the effect of range, incidence angle (IA), resolution and brightness on
different types of targets (sphere, cone, pyramid and flat target) was studied to

explore the optimal target design. Moreover, an algorithm for automatic target
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ABSTRACT

detection was developed to detect the optimal target. Then, for each target in the

point cloud, the centre/apex was calculated using least squares surface fitting.

Tests show that the accuracy of 3D coordinates, obtained from MLS in an urban area
is about 2-5 cm. Tests also show that using targets with MLS can improve the quality
of results reaching 5 mm levels of accuracy even in the urban area, based on the use

of check points to assess the quality and reliability of the outputs

Almost all work on this project was carried out using the software packages available
at the Nottingham Geospatial Institute (NGI) and MLS data provided by 3D Laser
Mapping Ltd. (3DLM). Two terrestrial laser scanners, namely: HDS 3000 and Faro

Focus®” have been used for testing the designed targets.

The findings of this research will contribute easy, cost effective and improved
accuracies in MLS data. This enhances usefulness in applications, such as change
detection, deformation monitoring, cultural heritage and the process of 3D

modelling, particularly in urban areas.
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CHAPTER 1: INTRODUCTION

1.1 Introduction and motivation

The main objective of Mobile Laser Scanning MLS is to generate 3D geo-
referencing data of the surrounding environment by combining different sensors,
namely GPS, IMU and laser scanner. These sensors are integrated and synchronised
to a common time base providing 3D geo-referenced data. These (3D) data are useful
for various applications; for example, 3D urban and landscape modelling for
visualisation in planning, simulations for environmental management, and to support
land use decision-making. There is an increasing demand from a growing range of

applications for improving the accuracy of MLS, particularly in urban areas.

There are many technologies and methods for 3D modelling, including aerial and
terrestrial photogrammetry, airborne light detection and ranging (LiDAR), and
mobile laser scanning. These technologies enable the geometry of models to be
created, and the images enable textures to be used for creating photo realistic models.
The technologies of terrestrial and airborne photogrammetry, laser scanning, high
speed video cameras and their integration with kinematic GPS/IMU can provide high
accuracy positioning. These have played a significant role in the progress of 3D

urban modelling and increasing its applications.

Laser scanning has become a very important source of 3D data collection, producing
clouds of 3D coordinated points and return intensities. Airborne and ground-based
technologies are now available, but their full potential has not been exploited. This is
because the quality of the derived point cloud from a LiDAR system is based on the
random and systematic error in the measurement system (Habib and Van Rens, 2007;

Barber et al., 2008).

The use of terrestrial laser scanning (TLS) for collecting high quality 3D urban data
has increased tremendously. Haala et al. (2008) said that “an airborne dataset
provides the outline and roof shape of buildings, while terrestrial data set from

ground-based views is useful for the geometric refinement of building facades. This
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CHAPTER 1: INTRODUCTION

is required especially to improve the quality of visualisation from pedestrian
viewpoints. However, the complete coverage of spatially complex urban
environments by TLS usually needs data to be collected from multiple viewpoints” .
This has major financial implications as collecting data particularly for creating 3D
city modelling is costly and time consuming. In contrast, laser scanning from a
moving vehicle (mobile laser scanning (MLS)) allows the rapid and cost effective
capture of 3D data from larger street sections, including the point cloud coverage of
building facades. For this reason, TLS are integrated in to ground-based mobile
mapping systems, which have been actively researched and developed for a number

of years (Grejner-Brzezinska et al., 2004).

The accuracy of MLS data has significantly improved hand in hand with advances in
MLS technology. Today a typical laser scanner, Riegl VMX-450, can provide a pulse
repetition rate (PRR) of up to 1100 kHz and range measurement accuracy of almost
8 mm (Riegl., 2011). This accuracy and resolution has great potential in assisting
engineering surveying application using MLS. The parameters are limited by the
complexity of this system, the different components and their spatial relationship
which can introduce errors, thus degrading the accuracy, the same as in airborne

laser scanning (ALS) (Csanyi, 2007).

Some errors can still be present in the data even after accurate system calibration.
These errors are generally dominated by navigation error and can be reduced via
introducing targets with known coordinate into the laser data (Csanyi and Toth,
2006; Csanyi, 2007). Therefore, to support engineering surveying applications that
require very high accuracy, such as engineering scale mapping, road environment
modelling, and road design, the error in MLS point cloud must be eliminated, as in
ALS (Csanyi and Toth, 2006). This level of accuracy needed for such applications

can be achieved using specific targets, specially designed for MLS.

Many key challenges have been identified from the background researches that need
to be overcome in urban laser scanning. The accuracy of 3D geo-referenced points,
achieved via MLS under normal conditions, can reach the level of 3cm (Hunter et al.,
2006). On the other hand, Joshua (2011), France, Riegl VMX-250 USA applications-

systems Engineer concluded that the absolute accuracy to ground control averaged
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Smm horizontally and 15 mm vertically from a highway vehicle. However, this
accuracy tends to be degraded in the urban areas up to (10 to 15) cm, because of
trajectory errors of the laser scanner, due to degrading of the position and orientation
solution (integrated system) when GPS is absent. The degraded results can, also, be
attributed to the difficulty of matching natural features in the point cloud. The aim of
this research is to improve the accuracy of Mobile Laser Scanner (MLS) data,
especially in areas of difficult GPS reception, typically urban environments, by using
designed targets instead of natural features targets for the purpose of achieving mm-

level positioning accuracy in such areas.

However, the improvement of accuracy of MLS data has not yet been fully addressed
in urban areas. This issue has been studied to some extent by various researchers
(Barber et al., 2008; Haala et al., 2008; Graefe, 2007¢c; Hunter et al., 2006; Alamus et
al., 2005), and many companies (Infoterra, StreetMapper system 1,2, Geomatic,
TeleAtlas). All these studies on MLS, concentrated on the vertical and horizontal

geometric accuracy of the position and orientation solution of the system.

Targets are used in a number of ways in MLS and are often chosen from natural
detail points, such as point, line and area, and these can be detected automatically
based on some specification chosen by the user to improve the quality result of MLS
data by improving system calibration (Rieger et al., 2010b; TerraSolid., 2009;
Graefe, 2007b). When high accuracy requirements need to be met, natural features
can be difficult to define, particularly, for example, in calibrating the system,

matching scans together or fitting scans to existing surveys.

High accuracy can be achieved in urban areas using different data sources, such as
airborne LiDAR, and terrestrial imagery (video frames or still images). Using these
additional sources could affect the result negatively, due to the potential occurrence
of random and systematic error differences. This is in addition to increasing the cost,

and processing complexity.

It is possible to improve efficiency by capturing the point cloud and aerial images

from airborne laser scanning (Habib, 2010). However, these are very costly, and time
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consuming compared to the MLS, and still need another data source to acquire the

building facade as seen from the street level.

For higher accuracy, particularly in urban areas, a key strategy is to use identifiable
specific 3D geometric targets for matching multiple scans from different runs in the
opposite directions instead of natural feature, and the possibility of using these

targets in the self-calibration procedure of a MLS system.

The high value of targets in MLS has led to research into target designs and
algorithms to detect and coordinates their position. Experiments have been

undertaken to test the algorithms with the use of Matlab functions.

The StreetMapper360 system from 3DLM Ltd. was used to measure data in two
survey campaigns 2009 and 2012 at the Jubilee Campus, the University of
Nottingham. The data from the first campaign in 2009 were used to assess the quality
of MLS data, and the possibility of using designed targets for improving the MLS
data in urban areas. Different areas of interest (AOI) within the campus have been
chosen according to the GPS quality varying from open landscape to urban canyon.
A program was produced, using Matlab functions, to split the AOI based on the GPS
quality level as shown in Appendix A. The second campaign in 2012 allowed testing

of the final targets design, specifically for MLS.

Several targets have been designed, dot, ring, pyramid and cone, in order to
overcome the limitations of the other existing targets such as Leica circular flat and
Faro sphere targets. The designed targets with different sizes, shapes and colours
have been tested under different ranges, incidence angles and resolutions in order to
evaluate the performance of the targets in each case to find out the optimal target
suitable for testing with MLS in the field. Methods for defining the 3D target
centre/apex are defined on a mathematical basis and potential limitations identified.
The significant advantages of using proposed targets specifically made for MLS is to

increase the accuracy of data collected by a MLS particularly in urban areas.

Overall, several methods (ground survey, surface to surface compare and additional

source of data) have been used to assess the accuracy of MLS data in urban area in
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the first instance. A number of trials were carried out using Faro focus and HDS
3000 TLS to provide test date sites for the optimal target design. Based on the trials,
targets were fabricated at the University of Nottingham. This research gives a new
approach to provide mm level of target positioning accuracy and 100% matching of

multiple scans in any areas, that meet the research requirements.

1.2 Aim of the research

The main aim behind this research was to improve the accuracy of Mobile Laser
Scanner (MLS) data, especially in areas of difficult GPS reception, typically urban

environments, by using specially designed targets instead of natural features targets.

1.3 Research objectives

The main objectives of this research are as follows:
1. Assessing the quality of MLS measurements in urban areas.
2. Discussing the factors affecting the quality of MLS in urban areas.
3. Investigating the possibility of using targets instead of natural features for

improving the data quality. This includes:

a. Designing different types of targets and investigate the effect of range,
incidence angles, the effect of brightness and point density on the
positioning of the target.

b. Investigating detecting targets automatically.

c. Investigating the mathematics to determine the targets centre/apex.

4. Testing the designed target and checking the improvements that can be

obtained from such a target in MLS data.

1.4 Methodology

To fulfil the objectives of this research, it was necessary to undertake the following

work:
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A literature review of principles and research already performed by others related to
the different subjects covered in this research: This was an ongoing activity
throughout the period of study and provided the opportunity to put this research
project into context. This provides the material for the introduction, background and

context to the project.

Objectives 1 and 2: Assessing the quality of MLS measurement. Three methods

have been considered after a test site was chosen to give a range of features in

difficult areas e.g., open sky to urban canyon

e Survey control points on natural features such as the corner of white road
marking, building, manhole and etc., along the study area, where some highly
accurate ground control points have been coordinated using traditional
ground survey technique to enable a comparison with the laser scanner data.
A program was created; using Matlab functions to split the area of interest

(AOI) based on the GPS position quality level (see Appendix A).

e Using multiple scans of different areas. Quality was assessed through:

o Creating a triangular irregular network (TIN) for road surfaces and
geometric planes for building facades, then a 3D surface comparison
and best fit algorithm were applied to identify any detectable tilt error
between two or more surfaces from different runs of MLS,

particularly in urban areas.

e Using Faro focus®® TLS data in two areas.
o MLS scanning data of two or more runs were compared with TLS of
the same area using iterative closes point (ICP) approach via
Geomagic software. This was performed through:
o TLS data considered as a reference points for comparison with the
point cloud obtained from each MLS run.
o Some GCPs were also used to assess the external quality of each run

with TLS.

Objective 3: Designing targets,
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This was investigated by designing targets with different shapes. This was achieved
through a number of trials to assess the optimal shape, size and colour of the target,
range at which the target works and incidence angle (the orientation of the target

relative to laser scanner).

From this the optimal target is chosen and an algorithm developed containing two
parts, detection and computation. In the first part, for each target, the algorithm was
designed to detect the targets automatically from the point cloud. This automatic
detection is based on three criteria, namely intensity value, distance between points
and point density. The next part of the program is to calculate the centre/apex of the
target automatically. In this step, the least squares surface fitting approach was
applied through different methods, namely average determination (AD), Gauss

Newton (GN) and Levenberg Marquardt (LM) algorithms.

Objective 4: Testing the quality of coordinating targets specifically made for MLS,
and checking the improvements obtained from such targets in MLS data. This was

achieved through:

1. Comparing coordinates of targets using ground survey techniques with MLS
coordinates of the target.
2. Comparing coordinates of targets from multiple pass scans

3. Analysing the optimal target with the different types of targets used.
The above tasks were achieved through:

e MLS scanning the selected test site including targets. Targets were measured
to high accuracy using ground survey with total station and level. The quality
of the measured values was assessed using network adjustment. The results
were compared after applying automatic target detection and computing the

apex in the same coordinate system.

e Matching point clouds using natural features and targets. The Matlab
algorithm was used for automatic detection and to compute the target

centre/apex based on the least squares surface fitting. Least squares matching
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approach through the available software in NGI was used for matching using
targets.
o Comparing the results statistically for optimal target with different target

designs.

1.5 Contribution to knowledge

The scientific contribution of this work comes from the fact that, there have been no
studies reported in the literature, on the design of specific 3D targets for use with
MLS for example with matching multiple scans use in areas of poor GPS and for

linking scans to traditional ground surveys, and for integrated sensor calibration.

3D targets have not been used with MLS with the aim of matching the multiple scans
and improving the quality of the data collected by MLS. Therefore, using such
targets with MLS and represents a contribution to knowledge, not yet explored in
practice. Trials were carried out to determine the most favourable target design.
Parameters included optimal target size, shape, signal response, colour coating, and

methods to accurately determine the 3D target apex in the laser point cloud.

1.6 OQOutline of the thesis

This section summarises the contents of the nine chapters included in this thesis as
follows:

Chapter one: Includes an introduction to research and its motivation, aims,

objectives, as well as thesis outline.

Chapter two: Consists of an introduction to the applications of MLS, especially in
urban areas. This includes the required level of accuracy in each case as MLS has
produced enormous developments in the techniques for spatial data acquisition,
which provides users with the possibilities of direct and automated 3D data capture.
It then discusses the specification and problem of the calibration technique and

solution detailed in the existing literature. Finally and before the conclusion, the
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significance of quality assessment of urban data and brief detail about 3D target

designed to overcome the limitations of MLS, are given.

Chapter three: Provides details about the principles and design concept of MLS and

TLS. In addition, an overview about the error sources in MLS, including: Platform
position and attitude errors, calibration errors, and other systematic error sources and
models of MLS. This chapter also discusses the methods of registration and geo-
referencing of point clouds. Different types of targets and their errors in practical

application are discussed. This chapter covers partly fulfil objectives 1 and 2.

Chapter four: This chapter is divided into two main sections; the first: discusses test
related issues, such as test planning, test sites, fixing GCPs, collecting data and data
processing. In the second, the accuracy of the data collected by a MLS is evaluated,
and the effective factors are studied. Also, the benefits and limitations of the
methods, used for quality assessment, and checking calibration of the data are
investigated. Finally, the results are discussed in detail before reaching the
conclusion, and the importance of designing specific 3D targets for improving the
accuracy of MLS data will be discussed. This chapter covers further understanding

for the quality issues of objectives 1 and 2.

Chapter five: Addresses and describes the problem and solution for the different
types of geometric targets, namely pyramids, cone, sphere, dots and circular flat
targets. Designing the target includes choosing the size, shape and colours. Then, the
targets are tested under different ranges, incidence angle and resolution in order to
evaluate the performance of the target in each direction relative to the scanner. The
advantages and disadvantages of targets within the point cloud, and analysis of result

are presented.

The registration and geo-referencing of point clouds, and evaluating how the
accuracy deteriorates from minimum to maximum scan resolution using target and
natural features are also presented in this chapter. Then, the obtained results are

discussed and general conclusion is given. This chapter covers the objective 3 partl.
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Chapter six: Starts with a detailed description of the automated workflow used for
detecting the target from the entire point cloud. This will include showing how the
Matlab functions, written by the author, filters the points that represent the target
from all other points, and how to find the coordinated point on the target. Finally,

results and conclusion are presented. This chapter covers the objective 3 part2.

Chapter seven: Is complementary to the previous chapter, where different methods

for identifying the target’s centre/apex are introduced. This will include: Plan
intersection, average determination, Gauss Newton and Levenberg Marquardt (LM).
Some of these methods have been programmed using Matlab factions, and the rest
applied using open source codes available on the Internet. Finally, the results

comparisons of each method are given. This chapter covers the objective 3 part3.

Chapter eight: will present testing the optimal target with MLS in the field. This

includes: a brief description of the test and the accuracy of the result using targets
and both natural features and targets. Also, the advantages and disadvantages of the
method used and analysis and conclusion of the result are given. This chapter covers

the objective 4.

Chapter nine: Presents the general findings and conclusions of this research related

to the objectives and the prospects of future research activities in this area. This

chapter covers the all objectives.
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Figure 1-1: Project workflow diagram.
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2.1 History of mobile laser scanning

In this section, a brief overview about Mobile mapping system (MMS) or MLS will
be given. Historical development of MMS, in the last two decades, has come from
being designed for academic purposes to becoming a commercially viable industry
(Tao and Li, 2007). The concept of MMS dates back to the late 1980s and early
1990s, when the Centre for Mapping at Ohio State University was the first to operate
a terrestrial MMS. Their system used a van on which a GPS code receiver, two
digital CCD cameras, two colour video cameras, two gyroscopes and sensor for
measuring distance were mounted (Puente et al., 2011). Photogrammetric accuracy
was at the level of decimetres using bundle adjustment method, but this was not the
case in practice, where the accuracy degraded to the level of meters affected by the

accuracy of navigation sensors, especially in the urban area.

Further developments on MMS based on GPSVan-including GIM ™ and
GPSVision, all used same navigation sensors (Puente et al., 2011). Nearly all MMS
depends on GPS as the absolute positioning system. Therefore, the accuracy of GPS
plays an important role in the absolute geo-referencing accuracy for a MMS system.
Based on that, positioning using dual frequencies carrier phase differential GPS,
which can give better positioning accuracy, has been used instead of code
positioning. In addition more accurate IMUs, high resolution cameras and more
sophisticated processing techniques have been used more and more in MMS.
Examples of such systems, include VISAT ™ system, designed by the University of
Calgary together with GEOFIT Inc., for mobile highway mapping (Schwarz et al.,
1993.), and KiSS ™ (Hock et al., 1995) designed by the institute of Geodesy at the

Federal Armed forces University in Munich.

The historical developments of Terrestrial MMS technology in the last two decades
are described in Ellum and El-Sheimy (2002). These days, laser scanning
technology, often referred to as LiDAR (Light Detection and Ranging), has been
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used more and more as a mapping sensor with and without the digital cameras.
LiDAR has been operational for surface and object reconstruction since the mid-
1990s. It is continuously evolving in the development sensors, as well as in aspects
of data processing. High resolution of measurement, wider range spectrum, and
extracting the properties of the target or object beyond the range are some of the
developments in sensors (Pfeifer and Briese, 2007a).

Terrestrial MMS technology is based on laser range-finding measurements of the
range between the sensor and targeted object and provides a considerable increase in
data points of exceptional accuracy over conventional data capture methods (Puente
et al., 2011). The development of laser technology, along with the improvement in
the performance of GPS/IMU for direct geo-referencing, has expanded the range of
applications of these MMS, which tend to be called mobile laser scanning systems
(MLS). The difference between MLS and MMS is in the use of a laser scanner in the
first, instead of cameras, as used in the second; however, in some systems, the laser
scanner is used along with cameras. The term, MLS, will be used throughout the

thesis.

The term, “Mobile LiDAR”, is commonly used for a laser scanner mounted on any
mobile platform. In general, the operation principles are similar to that of airborne
and terrestrial mobile LiDAR systems, and the data processing workflows are the
same or nearly identical in both cases, and the main advantages and disadvantages of

MLS data over ALS data handling can be seen in section 2.5.

The majority of TLS and ALS systems use only the pulse time of flight (TOF)
measurement principle for ranging (Riegl., 2011; Optech., 2011; Leica., 2011;
TopEye., 2011; TopoSys., 2011; Fli-Map., 2011). The latter technologies have been
extensively used for creating digital elevation model (DEMs) or dense surface model
(DSM) and the estimation of forest inventories. They are quickly being adopted in
operational forest management. The ALS technology has been extensively studied by
many researchers, such us Habib and Van Rens (2007); Kersting et al. (2008.); etc.,
and also combined with the photogrammetric technique for realistic 3D city
modelling and other application demands.

Locating the scanner on the ground gives some noticeable advantages for capturing

isolated objects from multiple angles. TLS systems could be mounted on the tripod

Farsat Heeto Abdulrahman 13



CHAPTER2: BACKGROUND

or mobile scanning instruments and as point-scanning devices with a partial or
complete curved field of view or frame-scanning devices. TLS are more convenient

for capturing small irregular objects, such as buildings, earthworks, etc.

2.2 Calibration of MLS

All sensors GPS, IMU and laser scanner are synchronised using a pulse per second
(PPS) which comes from the GPS receiver. The laser scanner has an internal clock
and can accurately interpolate the timestamp. If the GPS signal is lost (no satellite
visibility) the scanner can use its internal clock to keep the synchronisation. This

procedure was carried out by 3DLM Litd.

Transforming the point cloud in to usable data for system calibration typically
requires several processing steps (TerraSolid., 2010). The first step in the process is
the creation of a new project. It involves setting up the laser segment of data and
beginning processing. The occurrence of any noise and error while establishing the
different set up parameters will result in significant time spent on identifying the
incorrect parameters or even repeating the entire work. Therefore, this step must be
performed with greater responsibility to ensure smooth processing through the
project workflow. This step involves defining project properties, such as the
trajectories and raw point files, that will be processed and the coordinate system
used. It also involves adding all the raw laser data that will be processed in the

project.

For the purpose of this research, the following settings have been used in both
software packages TerraScan and TerraMatch:

e Reference system: OSGB36.

e Map projection: Transverse Mercator (TM).

e Datum: Newlyn.

e Rotation system: Heading, Roll and Pitch.

e Scanner direction: X (forward), Y (right) and Z (down).

e Average range: vary depend on the objects from the scanner.

e Average height: approximately 3 m from the ground surface.
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In order to perform a calibration, a suitable site drive with buildings should be made,
ensuring good visibility to walls, smooth vertical walls, right driving pattern, search
tie lines (section line) on the building walls automatically, and then HRP
misalignment angles will be solved (Soininen, 2010). Figure 2.1 shows two examples
of the calibration plan. First: Six driving passes see the same large building from
different directions (Figure 2.1 left). Second: intersection with at least two buildings
(Figure 2.1, right). Thus, the result of calibration, which is based on the line search,

can be seen in Figure 2.2.

Large building with open Building?
Building1 :

|/ — 1

7 5 .

area

Building3

Figure 2-1: Calibration patterns: pattern1 (left); large buildings with open area: pattrn2 (right);

Intersection with at least two buildings (Soininen, 2010).

. g

.| =

(right) matched after correction (pulls lines together) (Soininen,
2010) /

Figure 2-2: Mismatches of tie lines: (left), mismatch before correction;

The main procedure using TerraMatch software is data preparation, matching strips
and applying corrections, and output of matching report (Burman, 2002). Data
preparation includes managing trajectories and filtering laser data. The data needed
for matching is:
e Trajectory data with time stamps, i.e. (Time, X, Y, Z, roll, pitch, and heading)
for each profile line of the laser scanner..
e Laser data with time stamps (Time, X, Y, Z, I (intensity), profile line
number).

¢ Ground control points (X, Y, Z) (optional).
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Trajectory data is needed so that the laser data can be oriented, which is done by
comparing time stamps. Trajectories are numbered and equivalent numbering is used
for the laser data. As the matching procedure depends on continuous surfaces, laser
data has to be filtered so that continuous surfaces belong to one class (Burman,

2002). (See Chapter 4, Table 4.4).

In the matching procedure, there are a number of settings to be made (Burman,

2002):

1. A priori standard deviation of unknowns (shifts and drifts parameters).

2. Convergence criteria.

3. Choosing point class to be matched.

4. Choosing unknowns to be solved.

Choosing how dense observations (measured elevation difference) should be made,
from every laser point along the area of interest. The unknowns can be: shift and /or

drift in easting, northing, height, roll, pitch and heading.

There is also an option to make the same correction for the entire data set or make
the correction for individual strips. When calibrating misalignment between laser
scanner and IMU, corrections for the entire data set are normally used (Burman,

2002; Soininen, 2010).

The output report has information about the number of laser points, number of
observations, and standard error of unit weight and elapsed time in the matching
procedure (Soininen, 2010). A sample of the calibration report of MLS carried out by
the 3DLM Ltd. for the purpose of this project can be seen in Appendix B.

2.2.1 System calibration

In order to determine high quality and reliability for the data collected by MLS, the
integrated sensors (GPS, IMU and laser scanner) forming the system should be
calibrated (see Figure 2.3). During this step, the parameters which describe each
sensor characteristics and those describing the relationship between the different

sensors should be determined. This issue consists of:
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e The internal calibrations of the laser scanner, which must be performed in
advance. During this step, the parameters of the internal orientation of the
scanner, which describes the scan geometry of the laser scanner, should be

determined. These tend to be provided by the manufacturer.

e The misalignment between the IMU and the laser scanner, which can be
determined by match and tie line principles (Rosell Polo et al., 2009). The first
principle is surface to surface matching, and the second one is feature to feature
matching of the two or more laser point clouds from the two or more separate
drive passes in opposite directions (TerraSolid., 2009; Rieger et al., 2008) or
between two strips or more in airborne laser scanning (Habib and Van Rens,

2007; Glennie, 2007; Burman, 2002).

MLS calibration can be performed using laboratory static calibration (Graefe,
2007b), stationary outdoor (Talaya et al., 2004), or via (Rieger et al., 2010b;
TerraSolid, 2009), dynamic calibration.

The former methods need transformation parameters to measure the IMU and laser
scanner position on the vehicle, which is based on target field indoors in the
laboratory or outdoors. The best result from existing calibration static mode has been

identified based on external reference surfaces such as targets (Graefe, 2007b).

Talaya et al. (2004), used control point (targets) observations between overlapping of
several scenes captured while the van was stationary and GPS/IMU sensors were
collecting data, and then run through a least squares adjustment to determine the best
fit bore-sight angles. For improving the determination of the parameters, and
separating their correlation, they used four scenes taken with different azimuth
angles and used in the adjustment. The result of the calibration method for linear
offset and misalignment matrix revealed formal accuracy of 6 mm and 12-34 arc-

second respectively.

All MLS laser scanners need to be calibrated in terms of the laser scanner itself,
GPS, lever arm and misalignment between laser scanner and IMU. But this is not

sufficient for MLS to provide accurate results, where the error in Navigation Solution
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(NS) cannot be eliminated in calibration processing. The calibration parameters of

the system should be checked for each scanning project (TerraSolid., 2009).

In the literature, many papers discuss the bore-sight calibration of MLS, which is the
one of the most recent methods in the automatic work flow for calibration procedure
using TerraMatch software developed by TerraSolid (2009) and a variation of
Riegl’s RiProcess (Rieger et al., 2008). The idea is to scan a flat wall from different
directions and distances. The software (either Riegl’s RiProcess, or TerraSolid’s
TerraMatch) will then carry out the proper calibration finding the necessary

parameters.

In TerraMatch software, the system calibration is based on natural feature, such as tie
lines. The software searches for the tie line from the collected point cloud
automatically. In the second phase, it calculates correction values for all ENH and
Heading Roll and Pitch (HRP) or only for HRP angles, and finally will find out the
misalignment between the laser scanner and the IMU. The outputs are correction

values for HRP, which are applied for the entire data set (TerraSolid., 2004 ).

Rieger et al. (2008) determined the angular alignment between IMU/laser scanners
while the vehicle is moving in an urban area. Their proposed method of data
acquisition is based on scanning an object, e.g. a building with at least several planar
surfaces oriented at different angles related to each other, obtained while driving the
MLS system in the opposite direction. The distance of two corresponding surfaces
was approximately proportional to twice the unknown angular deviation between the

scanner and IMU with respect to the roll axis (Rieger et al., 2008).

The algorithm detects the corresponding planar surfaces of known flatness inside the
point cloud. These surfaces are defined by the location of their centre of gravity, their
normal vector and the size of the two correspondence surfaces areas. One in point
cloud 1, and the other in point cloud 2, the author tested a total of 471 observations
of corresponding planar surfaces for calculating bore-sight angles. The results for
HRP obtained were (-0.032°, 0.209° and -0.868°), respectively. The remaining error

in standard deviation was around 14mm.
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The drawback of this method is the ability to work, just in specific areas due to the

difficulty of finding suitable planar surfaces from a high density point cloud.

There is a variety of approaches to bore-sight angle determination, but in general, all
of these methods are reduced to two basic ways of solution for the unknown angles.
Both approaches take advantage of overlapping LiDAR strips, usually flown in
different direction and sometimes with different flying height (Glennie, 2007) (see
Table 2.1). The two approaches are (Glennie, 2007):

1.  Manual adjustment. The 3 misalignment angles are manually adjusted, and the
data are processed until opposing runs visually match. Normally the edges of
buildings were used to visually line up the data. The process can be fairly time
consuming and is highly dependent upon the skill and visual bias of the

operator performing the adjustment.

2. Least squares adjustment. Tie point and/or control point observation between
overlapping LIDAR strips are collected, and then run through a least squares
adjustment to determine the best fit bore-sight angles. This approach is detailed

in Toth (2002), Morin (2002) and Talaya et al. (2004).

Roll and pitch (deg.) Heading (deg.)
Manual Bore-sight 0.005 0.008
Least squares Bore-sight 0.001 0.004

Table 2-1: Typical bore-sight angle determination errors (source (Glennie, 2007)).

Graefe (2007b) explained the calibration of a road mobile mapping system in the
laboratory using a reference target consisting of at least 3 flat surfaces combined by a
special target to measure the position of IMU system and laser scanner related to the
vehicle coordinate system. He assessed the quality of calibration under practical
survey conditions. The results of his approach show that: the laser scanner data
accuracy reaches 3-4 mm for height of the scanned points even when using different
scanners. Stereo-photogrammetric measurements fit to the laser scanner data within

their measurement accuracy of less than 0.05 m (Graefe, 2007b).
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The disadvantages of this approach are that: the calibration process in the laboratory
does not reflect the actual field environment, although it is carried out in standard
homogenous condition. The advantage of calibration in the laboratory gives initial
values to start with in a self-calibration in the field. The actual parameters can be

obtained during capturing data in dynamic environments.

2.2.2 Laser scanner calibration and performance investigation

High accuracy is required for various application, such as change detection and
deformation monitoring using rigorous calibration procedure of the laser scanner

(Tsakiri et al., 2006).

Boehler et al. (2003) at the Institute for Spatial Information and Survey Technology
(13mainz) in Germany was the first group to set up annual calibration tests allowing
comparison between instruments from different manufacturers for the first time.

Gottwald (2008) proposed simplified and full calibration tests for laser scanners that
could be adopted in an ISO standard. The simplified test was designed to be easily
carried out by independent companies in less than an hour. The test quickly evaluates
the angular and range accuracy of the laser scanner. The complete calibration test
gives an estimation of accuracy and systematic deviations based on statistical

methods.

In Kaasalainen et al. (2008), a new generation of practical calibration procedure for
laser scanner intensity was developed with a TLS in the laboratory and field
conditions using brightness targets and a calibrated reference panel. The result was
compared with those obtained from ALS data, which used the same set of brightness
targets. It revealed that the relative intensity calibration laser scanner is possible
using a calibrated gray-scale, but requires background information of the targets and

conditions in which the measurements are carried out.

The most recent research in the range and incidence angle effect on the intensity
measurement for different TLS devices and targets were conducted by Kaasalainen et
al. (2011a). The result showed that the distance effect is strongly dominated by

instrument factors, whilst the incidence angle effect is mainly caused by the target
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surface properties. This research test was essentially used to establish a correction
scheme for range and incidence angle effects, e.g. in stationary TLS from multiple

directions or a mobile application, which are constantly increased.

Schneider (2009) used two different calibration fields scanned with a terrestrial laser
scanner, Riegl LMS-Z420i, from different positions. Signalised targets are used in
the calibration fields, to be measured within the point cloud automatically. The
measured spherical coordinates (distance, horizontal angle and vertical position)
were used as observations in a multi-station adjustment, corresponding to a
photogrammetric bundle adjustment. A number of additional parameters were used,
determined within a self-calibration procedure. These additional parameters are
partly derived from recognized error sources of geodetic instruments, such as errors
of axes or eccentricities of axes and to some extent taken from the literature, where
the calibration of other laser scanners is already explained, some of them can be

found in Reshetyuk (2009).

The results of calibration (parameter values, standard deviations, significance),
computed from the observations of both calibration fields are analysed and
compared. The combination of adjustment procedure with variance in component
estimation allows for the independent assessment of the precision of the different
kinds of observations (distance, horizontal angle, vertical angle). Thus, the
improvement of the precision of the adjusted observations as a result of a strip-wise
addition of calibration parameters was studied. As object point coordinates were
dealt with as unknowns within the adjustment, their standard deviations were

computed and analysed (Schneider, 2009).

It could be revealed that the use of additional calibration parameters have the
potential to enhance the object point precision. The drawback of this approach is that
it is difficult to calculate reliable and comparable calibration values. Another reason
is that the parameters are not only affected by the instruments, but also depend on the
external measurement conditions, such as measurement range, target design, angle

between laser beam and object surface and the chosen angular resolution.
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Hiremagalur and colleagues created tests to determine range accuracy and noise. Flat
surfaces with varying reflectivity were scanned at different known ranges up to 50 m;
the scanned surfaces were modelled, and the point deviations from this were used to
determine precision and range accuracies. The results showed that the error in range
increased as the distance increased, the standard deviation was found to be between

Imm and Smm over the 50 m range (Hiremagalur et al., 2007).

Boehler et al. (2003) also found a systematic range error when scanning targets with
low reflectivity of the order of a few cm. For angular accuracy determination, they
used two spherical targets and compared the angular distance separately as found by
laser scanning with conventional methods to find the angular error. Boehler et al.
(2003) also created a field test to find the scanner resolution by creating wheel
spokes of changing thickness, a scanner with high resolution would be able to detect

the thinnest section of the wheel spokes.

Kerstin and colleagues published a comprehensive comparison of seven laser
scanners in a series of trials. The group tested the laser scanner 3D positional
accuracy, range accuracy, target acquisition accuracy and the effects of incidence
angle. The group evaluated the range accuracy of the seven laser scanners by
comparing their ranges against ranges on a calibration baseline (Kersten et al., 2008).
The accuracy of different target types were also tested over the same ranges and it
was found that over shorter distances (up to 80 m) HDS blue and white targets were
the most accurate. Over longer distance (over 120 m), spherical targets were the most
accurate. The HDS black and white targets only work in the 200 m range, whereas,
the HDS blue and white targets and the spherical targets can work in the 300 m
range. When a Leica Scan Station2 was used, the incidence angle and surface type
affected the accuracy of a point cloud; this was investigated by Kremen et al. (2006)
at the University of Prague, and also by Clark and Robson (2004) from University
College London.

A test of 3D positional accuracy was done by manually placing 30 spherical targets
around a large hall and getting their accurate location by using a total station. Each
scanner was then set up in different locations, and the positions of the targets from

the laser scanning were compared to the total station coordinates. The tests found
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that the Leica HDS 3000 used in this project had a positional error of around + 6
mm while the Leica HDS 6000 had an error of + 6.5 mm and Faro focus®® 120 had

an error = 4mm (Kersten et al., 2008).

Kersten et al. (2008) found that phase based scanners have a large error (4mm)
compared with time of flight scanner (1mm) when comparing them to a reference
plane for an angles of incidence 45°. Kremen et al. (2006) scanned many different
types of surface at a variety of different angle of incidence. They found that at an
incidence angle over 50°, material with specular reflection and high absorbability,
such as gloss black materials, recorded no return signal. Clark and Robson (2004)
worked on scanned colour charts at a different angle to the laser scanner. They found
that at an angle of 40°, the point data was less noisy with less deviation away from

the flat plane.

2.3 Accuracy assessment & performance

In this section, three related topics will be briefly addressed by Vosselman and Mass
(2010).
e Testing and calibration as a requirement for the use of a mobile mapping
system.
e Theoretical error and accuracy analysis.

e Experiential assessment of precision and accuracy.

The testing and calibration procedures generally include all system components.
Particular emphasis has to be laid on the laser scanner regarding the reference point
and axes, and the positioning and navigation sensors regarding offset and drift. In

addition, temperature effects have to be studied. For more details, see Hesse (2008).

A theoretical error and accuracy analysis can be based on evaluation of the system
configuration, the errors of the relevant components and the mathematical processing
sequence during analysis of the captured data. Lichti et al. (2005) discusses error
models and error propagation in directly geo-referencing terrestrial laser scanning
networks. Glennie presents a rigorous first order error analysis of the TLS geo-

referencing equations for mobile mapping systems. IMU attitude errors, laser scanner
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error, lever-arm offset errors and positioning errors have been considered in the
analysis. He, also, discusses different scenarios such as ground- based and kinematic
terrestrial LIDAR. The derived horizontal and vertical errors are distance dependent
and generally below 10 cm. The laser scanner errors are identified as the major effect

quantity (Glennie, 2007).

A combination of a theoretical error analysis and empirical test in particular for the
StreetMapper mobile mapping system is presented by Barber et al. (2008). They
derived reference data from RTK GPS and short-term static differential GPS
observation. Corner points of white road markings have been used as reference
points, which could be easily identified in the scan data. Statistical analysis revealed
that a precision of a few centimetres was less than the values of the theoretical

analysis.

The quality and reliability of MLS data have not yet been fully addressed in urban
areas. This issue has been studied to some extent by various researchers ((Barber et
al., 2008; Haala et al., 2008; Graefe, 2007c; Hunter et al., 2006; Alamus et al., 2004),
and many companies such as Infoterra, StreetMapper system, Geomatic, TeleAtlas,
etc. All these studies on MLS concentrated on the vertical and horizontal geometric
accuracy of the system.

In Barber et al. (2008), vertical and horizontal geometric accuracy of the
SteetMapper MLS platform are analysed. Corresponding points are selected on target
areas clearly identifiable by their intensity values. The planimetric accuracy ranged

from 9 - 26 cm.

Haala et al. (2008) investigated the accuracies of MLS measurements from
StreetMapper for architectural heritage collection and 3D city modelling. They
compared estimated planes fitted on a selected number of building facade with walls
from a 3D city model. They found constant errors between 12.6 up to 25.7 cm. Post-
processing could reduce the errors to 7.4 - 9.0 cm. The remaining deviations are

explained by the inaccuracies of the facade used as a reference.

In this thesis, the planimetric and vertical accuracy of the same MLS system has been

measured from different areas within the Jubilee campus using 3D surface analysis
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via Geomagic software v.10, and gave the result between 2 to 5 cm. In addition, the
intersection of planes method has been used to evaluate the quality of the point cloud
in the edge of building fagades, and to accurately measure the points on the edge of

walls, as illustrated in chapter 4, section 4.3.1.2.

In the work of Hunter et al. (2006), results from their first study showed that analysis
should be based on continuous sections of scan data. The software, used for the
manipulation of the data, was TerraScan (version 6) from TerraSolid. This allowed
the data to be split into flight lines, i.e. continuous sections of point cloud data that
begin and end where a change in vehicle direction approaches 180°. The same
software but a new version (10.013) was used for checking the calibrated data from
MLS blocks in two areas, blocks 67 and 55, and is presented in chapter 4, section
4.3.2.

Alamus et al. (2004) reported similar validation work to that performed by Barber et
al. (2008), for the GEOMBLE system in two study areas: a small zone and a large
zone, using five check points. In the small zone, the RMSE was 22 c¢cm, 16 cm, and
26 cm in easting, northing, and height, respectively, based on image stereo pairs. In
the second zone, the results obtained were 50 cm, 39cm in position and 48 cm in

height.

In this thesis, the quality results of MLS data were assessed using different methods
namely, ground survey point, multiple scans and additional source of data. The
comparisons have been between laser points to a known control point in different

areas with different GPS coverage, and is presented in chapter 4, section 4.3.1.1.

Soudarissanane et al. (2009) investigated the effect of incidence angle on the quality
of TLS point. The quality of a scan point is influenced by four major factors, namely
instrument calibration, atmospheric condition, object properties and scan geometry.
They investigated the last factor focusing on the influence of incidence angle. They
considered the impact of the angle on the signal-to-noise ratio, and modelled the
increase in measurement noise with increasing incidence angle. Two experiments
were performed; in the first, a reference panel was scanned at a fixed distance, but
under different scan angles. The results of the first test showed that at angles above

60 degrees, the incident angle dominates the scan point precision. In their second
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test, for a regular point cloud of a room, they found that 20% of the measurement
noise was due to incident angle.

The importance of using targets for getting precise measurements can be found in
Smith and Taha (2009). They used high resolution pictures acquired via SLR
cameras, Canon EOS 5D MKII, where it was possible to measure the precise 3D
coordinates for well-defined targets using close-range photogrammetric techniques.

However, getting such precision is still challenging.

2.4 TImportance of MLS over ALS

Precise road or rail corridor survey methods require sensors with complementary
measurement characteristics. For example, Graefe (2007a) explained that the
standard deviation of 4mm for height of the scanned points achieved on application
for road infrastructure and road surface are the basis for planning and road design.
This level of accuracy opens new potential in assisting engineering survey

application using MLS.

On the other hand, Csanyi (2007) investigated the possibility of using LiDAR
specific ground target to improve the LIDAR data accuracy for the application of the
transportation corridor mapping to help engineering design and change detection of
the road network requiring high spatial resolution and considerable, engineering
scale mapping accuracy. Csanyi (2007) used two test flights, the Optech ALTM
30/70 LiDAR system operated by the Ohio Department of Transportation. The test
shows that, the LiDAR-specific targets could make improvements to cm-level
accuracy for the application of the transportation corridor mapping. The target circle
centres were GPS surveyed with a horizontal accuracy of about 1-2 c¢cm, and a

vertical accuracy of 2-3 cm.

2.5 MLS applications

MLS has shown great potential to recreate 3D object geometric descriptions of the
building facade and road surface models. Recently, the MLS system has been applied

in erosion change mapping of the river Tenojoki (Tana) in Finland (Vaaja et al.,
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2011) as well as in an application to assess snow cover roughness (Kaasalainen et al.,
2011b).

Some surveys must take account of roof line not being the building footprint, such as
ALS and Aerial photo; whereas MLS captures the wall and not roof line, and so
directly provide a building footprint (see Figure 2.4). For example Shan and Toth
(2008) identified problems as far as integrating ALS data into the cadastre map is
concerned; for example, in photogrammetric research the position of the building
wall cannot be correctly estimated with roof overhang. The extracted wall and the
building footprints on the cadastral map have different representation (Vosselman
and Mass, 2010b; Rutzinger et al., 2009; Oude El-Berink, 2008). The mobile or
terrestrial laser scanning, which shows the advantage of providing details of building
facade as required for the creation of realistic 3D city modeling, is also developed
and widely applied in the use of field survey (Shan and Toth, 2008; Becker, 2009;
Rutzinger et al., 2009; Oude El-Berink, 2010; Pu, 2010). The work of MLS mapping
and accuracy assessment could be found in Barber et al. (2008) and Brenner (2009),
where it is stated that 10 to 15 cm possible accuracy were reached respectively for

the urban area mapping.

The needs for MLS data in urban areas are expanding and growing rapidly in a
variety of applications in recent years, including mapping of urban areas, road
surface models, forestry management, flood and risk assessment, transportation and
pipeline corridor mapping, etc., All require high accuracy data. Therefore, the

improvement of MLS accuracy is important.

The biggest advantage of MLS data in urban areas is its mobility and its realistic
impact on users for future decision making processes. It has the potential to be used
everywhere as scientists, engineers and planners require more detailed information
about our environment. Also the requirement for accurate three-dimensional
mapping of terrain and artificial structures is expected to increase significantly in the

following years (Barber et al., 2008).

MLS data have some advantages over TLS and ALS data handling (Haala et al.,
2008).
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As a result of its very large dense point clouds in urban areas, high resolution
data for 3D city modelling can be obtained; building facade and road models
can be supplemented and reconstructed from different environments by

means of importing and exporting tools.

MLS offer a new possibility to survey details, such as walls, road signs and
other objects, which cannot be detected in ALS. In addition, modelling plants
like trees from point cloud for visualisation purpose in 3D city models is an
advantage as the tree trunks can be seen clearly in most cases, which is an
important parameter for tree detection and modelling (Rutzinger et al., 2010).
Urban models are already available for a large number of cities from aerial
data like stereo images or airborne LiDAR. Ground based MLS is especially
useful for accurate 3D mapping of other features and structures like road
details, urban furniture or plants.

Providing details of building facade as demanded for the production of
realistic 3D city modeling. (See Figure 2.5, left).

The common advantages and disadvantages of MLS data over ALS data handling is

summarised as follows.

Airborne laser scanning (ALS) Mobile Laser scanning (MLS)
Advant | + High performance to survey large | + Fast operation and cost effective
ages area capturing of 3D data from larger
+Enough valuable information is street sections.
available to determine the system’s | + Similarities in data processing
bore-sight alignment parameters +Common technology with
+ High satellite visibility airborne.
+ Fairly uniform positional accuracy | + Survey platform (car) is easier to
be available
Disadv | - In general, do not survey vertical - Satellite visibility in urban areas
antages targets - Positional accuracy

- Higher mobilization and operation
costs.

- Permission to fly, not always
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StreetMapper 360

Figure 2-3: StreetMapper360 with Riegl VQ-250 (left) and the system inside the vehicle with fixed
frame (right) (source (Streetmapper360, 2009).

Figure 2-4: A detail of the test site acquired by airborne laser scanning (left) and mobile laser scanning
(right) (source (Rutzinger et al., 2009)).

Three-dimensional data for MLS seem to be useful for other different applications
such as:
» Most 3D format processing software such as AutoCAD could be used for
handling and further analysis of the 3D point data, e.g. road design (see
Figure 2.5, right).

» The geo-referenced point clouds data can be imported into different

commercial software for the interested object detection and visualisation.

> TForensic uses to create 3D recreations of crime scenes.
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» Cultural heritage documentation.

» Applications for road network survey, such as determination of geometric
road parameters. The latter, especially, the roadway edges, lane structure and
lane width were used by Graefe (2007b) to define the processing area of the

digital surface model.

Figure 2-5: A typical point cloud of an urban area on the left, and perspective view of final 3D model

created from StreetMapper highway data (right) (source (Hunter et al., 2006)).

Although the wide range of applications contributes to the common demand for
three-dimension information, their spatial requirement differs significantly with
regards to precision, and high quality and reliability of data capture by a MLS system
in urban areas. There are many significant challenges that need to be overcome in

urban laser scanning, which can be summarised as follows:

(1) Trajectory error of the laser scanner (IMU drift due to limited availability of
GPS signal).

(2) Difficulty in accurately measuring natural detail points in the point cloud.

The above cases alter quality control and calibration of MLS data particularly, in

urban areas.
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As stated in the previous paragraphs, urban data has expanded into many application
fields. It has been common for modelling urban areas including buildings, roads,
road structures such as traffic signals and traffic signs, and vegetation. An example
on the recent application of MLS is designing and planning of the Queen’s Diamond
Jubilee Concert. A RIEGL laser scanner was used to capture millions of individual
measurements. The Bentley Pointools point-cloud software was then used for
processing the collected dataset to create a 3D model of the area outside Buckingham

Palace, London, UK, as shown in Figure (2.6, left) (GIM, 2012).

These days, low cost hand-held MLS, see Figure (2.6, right) has been used indoors
and outdoors, even if GPS signals are not available. An example of this system was
designed by Australian’s national science agency, CSIRO- from the UK-based start-
up GeoSLAM (GIM, 2013).

Figure 2-6: 3D Model for Queen’s Jubilee Concert planning (left) (source (GIM, 2012)); New MLS
hand-held system (right) (source (GIM,2013)).

2.6 Type of laser scanners

Currently, range measurements for MLS systems are divided mainly into two
methods: time-of-flight and phase shift (see chapter 3). A time-of-flight (TOF)
scanner uses the pulse emitted to the target, and the time it takes to return correlates
to the range. Examples of laser scanners using this principle, include: Leica. (2011),

Sick. (2011), Optech. (2011), Trimble. (2011), and Riegl. (2012).
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Phase based laser scanners, e.g. (Faro 3DLS, 2011; Zoller+Frohlich., 2011; Leica.,
2011), (Figure 2.8, left) deduce the range by measuring the phase difference between
the signal transmitted, and the signal received back through an amplitude modulated
continuous wave (AMCW). Although the measurement range is lower than TOF,
phase based laser scanners have better accuracy. Ground coordinates of each laser
pulse can be calculated highly accurately by combining the laser range, scan angle

(mirror angles), laser position from GPS and orientation of the laser platform from

IMU (Barber et al., 2008; Haala et al., 2008; Graefe, 2007c; Alamus et al., 2004).

The laser pulse repetition rate (PRR) in combination with the scanning mirror
deflecting pattern determines the LiDAR data collection rate. (Puente et al., 2011). In
the most advanced commercially available LiDAR systems, the rate of measuring
data is normally 50 kHz — 550 kHz such as Riegl VQ-450 (see Figure 2.7, right),
which allows the client to collect data in the required ground point density. This
device (Riegl VQ-450) has been mounted on the StreetMapper system with a
GPS/IMU operated by 3DLM Ltd. is used in this project for testing the quality of
coordinating targets specifically made for MLS. The procedure and results are given

in chapter 8.

Figure 2-7: FARO Focus Photon 120 mounted on the ROAD-SCANNER system (left), (source (Puente
et al., 2011)). Riegl VQ-450 latest version mounted on StreetMapper system with
GPS/IMU (right).
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Table 2.2 illustrates the most common laser scanning systems

and their main

specifications.
MLS Road scanner IP-S2 StreetMapp | VMX- Dynascan | Lynx
System Compact er 360 or 228 GOl Mobile
Portable Mapper
Scanner Faro Photon 120 | Sick LM | VQ-250 and VQ-450 MDL Lynix
291 Scanner | LS
Maximum | 120m (p90%) 80m (p10%) | 500m (p80%) and 800 | Up to | 200m
range m (p80%) 500m (p80%)
Range Imm@ 25m, | 10mm@20m | Smm@1-50m, (10) - 8mm,
precision (p90%) lo
Range +2mm@?25m +35mm 10 mm @1.5 to 50m, | £5cm +10mm
accuracy (1o) (1o)
08 mm @1.5 to 50m,
(lo)
PRR 122-976 kHz 40 kHz Up to 600 kHz|36kHz 1000
(2x300kHz) kHz
Up to 1100 kHz (2x500
(2x550kHz) kHz)
Scan speed | 48 Hz 75 Hz 200 Hz (2x100 Hz) Up to 30 | 200 Hz
400 Hz (2x200 Hz) Hz (2x100
Hz)
Scanner H 360°/V 320° 180°" /90°® | 360° without gabs 360° 360°
FOV. without
gabs
Angular H 1°0/0.5°® | 0.001° 0.01° 0.001°
resolution | 0.00076°/V0.009°
Weight 14.5kg 22.7kg Approximate 11kg 11 kg 78 kg

(1) Sick LMS 291-S05 used in IP-S2 Compact system.
(2) Sick LMS 291-S14 used in IP-S2 Compact system.

Table 2-2; Laser scanner specifications of MLS systems.
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2.7 Conclusion and Summary

Within this chapter, a general review of land-based mobile laser scanning (MLS) was
discussed taking into account the development of both hardware and software, and
the main applications of the system. Is it true that MLS systems have demonstrated
their power in wide application areas and are gaining widespread acceptance. With
the continuous advancement of mobile mapping technology, as well as the reduced

costs of the system development, mobile mapping potential will be explored further.

3D data acquisition for road planning and 3D city modeling, and other applications
such as change in detection cultural heritages can be acquired using a variety of
terrestrial and non-terrestrial measurement techniques. Also, TLS and official
cadastral information have been widely applied. ALS and aerial photogrammetry are

currently the most used techniques in 3D data acquisition.

Road planning and 3D city modeling have been an active research area of MLS for
more than a decade, and a number of methods and systems have been developed for
improving 3D city models from digital images and other auxiliary data automatically
or semi-automatically. Two key issues are involved for generating high quality data,

which are: high performance of navigation sensors and advanced mapping sensors.

In order to improve the quality and reliability of the data in urban areas where the
high dependence in navigation solution tends to be degraded, 3D targets have shown
to have some potential but have not been fully explored. This is the focus of this

research project.

Efforts to increase the level of accuracy have become essential in order to meet the
increasing demand for accurate geo-referenced data in urban areas. However, the
efforts to thoroughly automate the process from capturing data to providing outputs

with high accuracy are still considered to be challenging.
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LASER SCANNING

3.1 Introduction

The basic aim of a laser scanner is to create a cloud of 3D coordinated points that
geometrically represent the object of interest. A laser beam is projected onto a
rotating mirror, of which the horizontal and vertical angles are accurately measured.
The laser beam is reflected on the object, and the returning signal (echo) is detected
at the scanner, and the distance to the object is determined (Pfeifer and Briese,
2007b), see Figure 3.1. The range, horizontal and vertical angle are used to create an
X, Y, Z coordinate of the point of reflection. Due to the rotating mirrors, the laser
scanner is able to collect thousands of 3D points per/sec, making a dense and

accurate ‘point cloud’ that can be visualised and analysed.

There are different types of beam deflection units used in TLS, such as “monogon”
(flat) rotating mirrors, oscillating mirror and polygonal (Reshetyuk, 2009). These
different types of beam deflection or scanning mechanisms, which are used in
airborne and TLS, can be seen in Figure 3.2 (Vosselman and Mass, 2010). Scans can
be geo-referenced to place the ‘point cloud’ into a local or global coordinate system
this may be necessary for quality assessment of the derived point cloud and for some

deformation projects where absolute movement is required.
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Figure 3-1: A schematic diagram of the basic internal working of a laser scanners of different mirrors:
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gy b

[Left: flat rotating mirror, middle: oscillating mirror, right multi-faceted (polygonal) mirror]
(source (Pfeifer and Briese, 2007D)).

Laser scanners have been commercially available for the last two decades; from that

time, significant advances have been made in this area. Enhancements in accuracy,
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precision, ease and speed of use, size and weight of the equipment, as well as
developments in software, have made laser scanning a valuable device in the
surveying world. It is used for several applications in a variety of fields and as a tool
for the highly accurate field of change detection, cultural heritage and structural

deformation monitoring.

\ Rotating polygon
o

Figure 3-2: Scanner mechanisms and ground samples (Vosselman and Mass, 2010).

3.2 Classification

Most of the usual classification types, like precision, accuracy, range and speed of
the data collection are primarily dependent on the object distance measurement used.
There are three types of measuring systems, that are mainly applied to detect the
distance between the target and the scanner; pulse round trip (TOF), and phase- and

triangulation-based measurement, where each has different attributes.

TOF and phase based measurement can be categorized as “light transit time and

estimation” which is based on the concept of the light wave and its propagation
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velocity. The measurement of both can achieve mm level precision (Pfeifer and
Briese, 2007b). With the character of continuous wave modulation, the phase based
systems tend to have high data rate (pts/sec), but the range is shorter than TOF
measurement. For example, the phase based Leica HDS 4500 has the scanning
speed of 500 000 pts/sec, a range of 50 m and on accuracy of 5 mm / 50 m. Whereas
the scanning speed is only 1800 per second for the pulse based (TOF) HDS 3000
(Leica., 2011).

The TOF measurement can be used for medium to long ranges 150 m- 2500 m; at
medium ranges, these scanners can provide accuracy of around 6 mm at 100 m, but
the accuracy decreases with increased range (less than 20 mm at 1000 m) (Leica.,
2011). The main disadvantage of the TOF system is the relatively slow acquisition of
points (up to 50,000 pts/second in the Leica ScanStation2) while the latest model of
TOF (Riegl VQ-250 and VQ- 450) 2D laser scanner provides up to 300 000 and 550
000 pts/s respectively (Riegl., 2012).

The phase based measurement system can be used with short and medium ranges, up
to 80 m. The accuracy is equivalent to the TOF system over close distances (6 mm at
80 m); nevertheless, the data tends to be nosier (Dimsdal, 2005). However, the
capability of faro focus®”120 laser scanner used in this project is 0.6m-120m indoor
and outdoor with low surrounding light and normal incidence angle to a 90%
reflective surface (Faro 3DLS, 2011). The major advantage of phase based scanners

is the rapid point collection, which is ten times faster than TOF.

Another method of description that can help is the triangulation-based measurement
following the cosine law, where the range is determined by angle measurement. This
method normally has highly 3D precision which can achieve 1mm or less, but the
range should be within a few meters (less than 5Sm) (Pfeifer and Briese, 2007b). For
that reason, the triangular measurements is specified for the small products or

artworks scanning (Pu, 2010).

The TLSs, used in the field trials of this project, are the Leica HDS 3000 a TOF
scanner and the Faro focus®>120, a phase-based scanner. Since both scanners have

their advantages and disadvantages, the aim is to obtain the positive aspects of each,
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in order to determine which scanner is suitable for a certain application. The next
section contains further details on the operation of the two systems. This research
will not use a laser scanner using optical triangulation for testing custom made 3D
targets because they are not suited for long range measurement, and so will not be

discussed further.

3.2.1 Time of flight measurement (TOF)

TOF laser scanners are based on pulse round trip measurements; each point is
measured using a pulse of laser energy. The period of this pulse tends to have some
nanoseconds (ns), most often specified for the full width half maximum (FWHM) of
the pulse (see Figure 3.3, right), For example, a pulse duration of 5 ns corresponds
to a length of about 1.5 m, as the speed of light is approximately 3*#10° m/s. Often
the pulse is assumed to be Gaussian in shape, which is more factual than a
rectangular pulse shape (Pfeifer and Briese, 2007a) (see Figure 3.4). The transmitted
laser beam travels through the atmosphere and hits objects in its path. The spreading
of the return pulse that travels back along the same path from the object to the
scanner is taken by the scanner photo-detector. From emission of the laser beam, the
timer is running, and it is stopped, once the return signal is received (see Figure 3.3,
left). From this round trip time (At), the distance between the scanner and detected
surface can be calculated by half of the time travel (At/2) and the average group
velocity of light along the path from the sensor to the object is (C) as shown in the
equation as follow (Pfeifer and Briese, 2007b).

F= G AL ] 2 (3.2.1.1)

Where r is the range, C is the speed of light and At (t,-t.); t; is the time of the return
signal and t. is the time of the departing pulse.

The accuracy of this system depends on the accuracy of the time measurement, the
accuracy of the shape of return signal, the wavelength of return signal and the
accuracy of measuring angles. The reason that the TOF scanners have slow point
collection is that the higher the pulse rate the lower the energy emitted, which limits
the range, so a balance is made between maximum range and speed of point

achievement (Pfeifer and Briese, 2007b).
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Figure 3-3: Principle of the pulsed time of flight measurement system (left) (updated from
(Pfeifer and Briese, 2007b)). Right: Shape of a pulse emitted by a Riegl LMS-Q560 laser

scanner, (source: (Wagner et al., 2006)).

3.2.2 Phase shift measurement

Unlike continually emitted laser pulses, mentioned in TOF, the phase based
measurement applies two wavelengths, a continuous wave (CW) laser as the carrier
wavelength and the modulation wavelength which is superimposed on to the carrier
signal, similar to that of an EDM. The carrier signal is very short, a few um, in order
that the phase difference can be measured precisely. The carrier signal also governs
the range, the shorter the wavelength the longer the range, while the modulation
wave is longer by 10’s of meters, and governs the precision of the scanner and is
used to make the distance measurement (Uren and Price, 2006). The phase difference
is measured by comparing the emitted laser beam and the return echo signal (see
Figure 3.4). The distance is proportional to the phase difference and the wavelength
of the amplitude modulated signal. The relationship between the phase difference A

given in radians, and the one-way range (R) is given as: (Pfeifer and Briese, 2007b).
R=AQ/(2M) e M2+ N2 e D, (3.2.2.1)

Where A is the wavelength in meters of the modulation wave and n is the number of
unknown full wavelengths between the scanners sensor and reflecting objects surface

(Pfeifer and Briese, 2007b).
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The accuracy of this system is dependent on how accurately the shift in phase is
measured. Unlike the TOF approach, the accuracy depends on the horizontal and

vertical angles measured.
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Figure 3-4: Principle of Phase based and time of flight laser scanner (updated from (Hiremagalur et
al., 2007)).
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The technical specifications for the both Faro focus®>120 and Leica HDS3000 device that
were used in this study are given (source: Manufacturer’s literature and online; (Faro 3DLS,

2011; Leica., 2011).

Faro focus 120 3D Leica HDS3000

Accuracy (referred to | Uncertainty +2 mm at 25 m | Uncertainty 8 mm at 100 m

1o sigma): range error | distance. distance.

Resolution: Up to 70 megapixel colour 64 megapixel

Effective range: 0.6 to 120m Im-100m To 10% target
reflectivity targets

Beam type: Infrared (wavelength = 905nm). Green (wavelength 532 nm)

Data capture speed: | up to 976000 pps Up to 1800 points/second

Measurement speed

Field of view: 360° horizontal by 305° vertical 360° x 270° field-of-view

Beam diameter: 3.8mm at the output

Maximum Sample | 1.2 mm 1.2 mm

Density

Spot size 3.8 mm From 0-50 m: 4mm (FwHH-
based): 6mm [Gaussian- based]

Table 3-1: Specification of the Faro focus® 120 and Leica HDS3000 laser scanner (source (Faro
3DLS, 2011; Leica., 2011)).
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3.3 Software Available

The post processing of the laser scanning data takes a long time, which might be
about 10 times greater than the data capture duration. The time depends on the

requirements of the result requested by the client (Sternberg et al., 2004).

In order to process the laser scanning data, a variety of commercial software are
available. For example, each company that produces a laser scanning instruments
usually has its own software packages. Leica Geosystem provides Cyclone, which is
suitable for processing data from any laser scanner. RIEGL scanner provides a
package of RISCAN and Faro provides Faro SCENE. Furthermore, scanner Imager
5003 from Zoller + Frohlich (Z+F) (Germany) and Optich both provide LFM and
Polyworks software, respectively. Several other software are available, for instance,
Leica Cloudwork can be installed in order to make Autocad compatible with large
point cloud. TerraScan/TerraMatch, coming under the TerraSolid software Packages,
are specifically designed for calibration of MLS and ALS data. The data provided for
this project was calibrated by 3DLM Company Ltd. using TerraScan / TerraMatch.

The latest RIEGL's RiIACQUIRE software deals with the acquisition of precisely
time-stamped images by the RIEGL VMX-450 with CS6 camera system. The
RIEGL VMX-450 mobile scanning system consists of two RIEGL VQ-450 scanners
on a mounted platform accompanied by GPS/IMU and up to 6 digital cameras or
video equipment. In addition, the software controls the parameters of the camera that

enables image monitoring during acquisition in real time.

Topcon. (2011) recently introduced ScanMaster v.2.0, which includes higher
performance (visualisation and reproduction) billions of points with no lag,
automatic edge extraction, volume computation, automatic noise filtering and

automatic scan registration.

The problem of processing a huge amount of data remains largely unsolved and
compounded by continual developments in the increased speed of data capture and

size of the datasets, in order to reduce field time.
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Unfortunately, available software is unable to detect and compute the centre/apex of
the custom made target automatically from a laser point cloud. Therefore, an
algorithm has been developed by the author using Matlab functions to detect and
compute the optimal 3D target designed automatically. The procedure workflow is

discussed in chapter 6.

3.4 Registration and geo-referencing in TLS

The first step in data processing from TLS is registration of multiple scans and geo-
referencing. The latter procedure means conversion of the point clouds from the
scanner coordinate system to absolute coordinate system, local or national. Geo-
referencing is important for the integration of the TLS data and the products derived
from it; for example, 3D models, with other geospatial data. The well-known method
for geo-referencing in TLS in the recent years has been indirect geo-referencing.
Therefore, the scans taken from multiple locations were first combined (registered)
into one point cloud of the whole object or site. Afterwards, the “registered” point
cloud was transformed to the external coordinate system using the coordinates of
minimum 3 well-distributed control points, realised by means of special targets
placed on or in the area of the object scanned (Barber, 2003; Harvey, 2004;
Reshetyuk, 2009).

Objects being surveyed with a laser scanner are often quite large for example, high
rise buildings and complex in shape such as a historical building. Therefore, several
scans should be made from different setups of the instrument in order to capture the

object completely (Heritage., 2007) see Figure 3.5.

Figure 3-5: Registration (Heritage., 2007).
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Point clouds obtained from each setup are referenced to the instrument-fixed, i.e.
internal coordinate system of the scanner (see Figure 3.6). This coordinate system
can be defined as follows (Balis et al., 2004):

e Origin — in the scanner electro-optical centre;

e z-axis — along the instrument vertical (rotation) axis;

e x-axis — following the instrument optical axis.

e y-axis — orthogonal to the two previous axes, completing a right-hand system.

The slope distance (s), horizontal angle (6) and vertical angle () are measured. The

instrument laser Cartesian coordinate X, Y and Z computed from the following

equations.
//":"\\ d=S*COSA. ..o (3.2.1)
T ) X=d*COSO oo (3.2.2)
' N Y=dF SN0 (3.2.3)
i Z=S* SN @i, (3.2.4)
s vl

Where s is a slope distance, d horizontal

0 e _.-~" distance, XYZ instrument laser Cartesian
e coordinate computed from polar coordinates
X measurements of the laser scanner.

Figure 3-6: Laser scanner coordinates system.

The above equations (3.2.1 to 3.2.4) can be illustrated in a matrix form as,

X; s;cosa;cos0;
Y| = sicosaisinGi] ................................................................ (3.2.5)
Zi s;sina;

In the specifications of the manufacturer, there is usually insufficient amount of
information about the type of mirror used in the scanner. Reshetyuk gives a
comprehensive treatment of the design and performance of different scanning
systems (Reshetyuk, 2009). The angle measurement system consists of angular

encoders (normally binary rather than incremental) by which the horizontal and
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vertical directions of the laser beam are measured [(Schulz, 2007) in (Reshetyuk,
2009)]. Hence, the deflections of the laser beam provide angular measurements; it is
clear from Figure 3.6 that laser scanners operate in a similar way to reflector-less
total stations: the range measurements are identical to those carried out by the total

station.

Most scanners also record the intensity of the reflected laser signal at each point,

which is thus the fourth observable (see Figure 3.7).

Measured Pomnts ({YZ+ Intensity)

Laser scanner
coordinate system

Figure 3-7: The principle of TLS and laser scanner observables (source: (Reshetyuk, 2009)).

The number of points achieved when scanning can be controlled by changing the
distance between points in both the horizontal and vertical directions. For example,
Leica HDS 2500 has maximum resolution of 0.25 mm at 50 m in. Other scanners
have a range of pre-defined vertical and horizontal angular increments (steps) such as
Faro focus®120 and Callidus CP 3200. The step size (vertical / horizontal) for Faro
focus” used in this project is 0.009° (40.960 3D pixels on 360°) / 0.009° (40.960 3D
pixels on 360°).

Registration can be achieved based on a minimum of three common coordinated
points between the instrument and final coordinates system. The more common
points, the more reliable registration can be achieved. It is important to add that the
common points have to be well-distributed, normally at the extremities of the survey

area, in order to achieve robust registration. Bae and Lichti (2008), state that “once
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the common points were selected, the software rotates and translates the coordinate
system of one of the point cloud to match the common points of the two or more point
clouds together”. Statistics are also produced regarding how well the point clouds fit
together. The common points between the point clouds can be individual natural
detail points in both point clouds, or in order to be more reliable, targets can be
placed in the area of scanned object and used for registering the point clouds. This
can be seen in section 3.5. There are several types of registration methods, which can
be identified as follows:

° Cloud to cloud registration

The iterative closest point (ICP) algorithm is used to match two point clouds (scans),
which are known as cloud to cloud registration. The ICP is based on the search of
pairs of nearest points in the two sets, and estimating the rigid transformation, which
aligns them. Then, the rigid transformation is applied to the points of one set, and the
procedure is iterated until convergence is achieved (Besl and McKay, 1992). Barber
(2003) stated that overlapping areas not only improve the resolution of the point
cloud, but also, allows for a more accurate selection of common points between the
scans.

° Point to point registration

This technique needs a careful selection and confirmation of a number of common
target points between the two scans in the overlapping area. The suggested made
targets can be used for this purpose but also, very clearly identifiable natural detail
points can be selected. According to Wolf and Dewitt (2000), “4 3D conformal
transformation can be used to translate scans into a common reference system”. Also
Barber (2003) stated that, if registration is made based on the targets used, the
distinct point on the overlap can be used to improve the stability of the registration.
The automatic registration is regarded as one of the advanced techniques in the laser
scanning processing software, which is based on target recognition and geometry
recognition in the overlap of the point cloud.

Faro SCENE software can achieve such an accurate automatic registration via sphere
targets. Also, Leica Cyclone can perform such registration, especially in the latest

version 7.1.
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Automatic registration of scanned points is one of the most significant advances in
laser scanning history where, the data set can be completed and the registration can
be performed in a few minutes.

The problem of this approach (automatic registration) is that the software only deals
with a predefined target inside the software, and is unable to detect the custom made

targets.

3.4.1 Registration of multiple scans

Normally, scans are considered in pairs, where a point cloud overlaps with the point
cloud taken from the next scanner setup Figure 3.8. It is also possible to register
more than two scans if they are overlapped. In order to transform the Scan 2 into the
coordinate system of the Scan 1, similarity transformation (3 translations AX, AY,

AZ; 3 rotations, m, ¢, k.) is often performed.

Overlap
!
"-.__Scanl 2 Scan2
rx |
b L F
— Ax e T ™
— BV g
e Y )
— ) 7\ f_}.""‘ X2
. _1;}\\ -
Scan coordinate '\"
systeml (SCS1) Scan coordinate
system2 (SCS2)

Figure 3-8: Registration of the two point cloud.

These parameters are also called the rigid-body transformation parameters (i.e. no
scale factor) or “six degrees of freedom” and sometimes “a 3D Helmert
transformation without a scale factor”. The methods require the use of common

points in both systems similar to the geo-referencing described in section 3.4.
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3.4.2 Target based registration

This method is considered one of the most common registration approaches. To
determine the 6 transformation parameters between any two scans, at least 6
coordinates must be found. This could be done via well distributed 3 points (not on
the same line), in both scans. More than this number tends to be used, for more
robust and reliable registration using least squares adjustment and enabling statistical

quality analysis to be undertaken, see Figure 3.9.

The general equation of a 6 transformation parameters between any two scans as

shown in Harvey (1998) is based on:

Xl X2 Tx
Vil = RV | 4 Ty, (3.4.2)
Zl Zz TZ

Where, (Xi, Y; and Z,) are the scanner coordinates system1 (SCS1), and (X,, Y, and
Z,) are the scanner coordinates system 2 (SCS2). The six parameters are the 3
translations and the 3 rotation angles between SCS1 and SCS2. Tx, Ty and Tz are the
coordinates of the translation parameters between SCS1 and SCS2.

R is a 3x3 orthogonal rotation matrix that includes the 3 rotation angles (w, o,
about the (X3, Y, and Z,) coordinate axes of the SCS 2. Each rotation matrix can be
computed by Smith and Moore (2010)

Harvey (2004) said that “determining scale factors between scanning distances and
survey measurements is likely to be only required in research and testing situations

and not usually in regular operational scanning survey”.

Scanl |T1 12 Tl Scan2
° ° T2| Scan
o o
\
3@ T3 @< N\
Overlap Tie points
Scanl T.l T2| Scan2
o
T3 @

Scanl and Scan?2 registered

Figure 3-9: Registration using targets.
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The targets used in the registration are commonly called tie-points. Different types of

targets can be used (Balzani et al., 2001; Gordon and Lichti, 2004):

1. Flat targets. This is the most popular type of the targets. The problem of this
target is that it may be impossible to correctly identify the centre of the target
automatically with inclined scans, e.g. with incidence angles larger than 45°, or

at large distances from the scanner (Balzani et al., 2001).

2. 3D shaped targets. Spherical targets can be used and the centre of the sphere
determined as the actual target point. Unlike flat targets, they can be easily
identified from any scanning angle, and are suitable for use inside buildings

(Balzani et al., 2001).

When using targets, the most important step is to determine their centres correctly to
the required accuracy. The coordinates of the centres should be estimated from a
number of laser returns covering the surface of the target. This estimation process is
called “target centroiding” (Gordon, 2005), and called target reduction error (Gordon
and Lichti, 2004), since the laser beam cannot be pointed exactly to the centre of the
target (Figure 3.10). This error is proportional inversely at the point density on the
surface of the target. For this reasons high point density is necessary (Jacobs, 2005a),
which may be significantly higher than the point density of the main scan. This might

not be useful with MLS, so new 3D shape targets must be considered.

Laser returns

Figure 3-10: Target reduction errors.

Target centre

3.4.3 Registration using natural point features

Natural point features can be used instead for registration, e.g. the edges of the steel,
corners of buildings and windows, etc. as tie-points (Balzani et al., 2001; Jacobs,
2005a). The registration can be performed similarly to the case of using targets.

Natural point features should be identified manually in the point clouds by the
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operator. Like targets, these features should be scanned separately at high resolution,
in order to secure their correct identification (Jacobs, 2005a). The results achieved
via these methods are less accurate than those obtained using targets, which could be

attributed to:

e No laser measurement accurately on the natural detail target point.
e Recognition of natural features is rather subjective, especially for scanning at

large incident angles (Balzani et al., 2001).

English Heritage advises to avoid using natural point features for point cloud
registration (Mills and Barber, 2003). The precision of the registration using targets
or natural features depends mainly on the target geometry. When determining the
positions of the tie-points for the registration, the following is recommended (Gordon

and Lichti, 2004; Harvey, 2004) and (Jacobs, 2005a).

1. Regarding the overlap, the tie-points should be well distributed, and good variation
in 3D (Tait et al., 2004).

2. An increase in the number of targets tends to improve the registration accuracy,
although after adding the fourth target, the increase is not considerable (Gordon
and Lichti, 2004). However, extra targets protect against gross errors and can also
be used as an independent quality control of the registration as checkpoints (ibid.).

In practical work, (Jacobs, 2005b) recommends using at least 4 targets.

In the tests performed by Bornaz et al. (2003) for the overlaps in the range between
10% and 90%, the minimal value of 30% has been found assuring that the

registration accuracy is similar to the instrumental ranging precision.

3.4.4 Surface matching

The method of least squares 3D surface matching has been developed in the Swiss
Federal Institute of Technology, Institute of Geodesy and Photogrammetry (e.g.
(Akca and Gruen, 2005.)). Surface matching algorithms tend to be based on the
Iterative Closest Point (ICP) method (Besl and McKay, 1992). Following this

method, the reference point cloud is modelled with a surface and then registration is
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implemented by minimizing the sum of the distances between the points of the other
point cloud and the surface (Pfeifer and Lichti, 2004). The principle of registration

with surface matching is shown in Figure 3.11.

Sean 1 Scan 2

Overlap Scan 1 and Scan 2
registered

Scan 2

Figure 3-11: Surface matching (source (Reshetyuk, 2009)).

When matching a surface, it is necessary to have good 3D geometry in the overlap,
that is, features oriented in different directions — along x, y and z-axes. Good
examples are industrial facilities and buildings, and poor examples are flat roadways
and walls (Jacobs, 2005a). Another factor that affects the registration accuracy is the
area of overlap. Similar to the registration using targets or natural features, at least
30% overlap tends to be recommended. In order to be able to start the iterative
registration process, the initial values for the transformation parameters have to be
determined. For example, this can be done through the identification of at least 3
well-defined points (features) in the overlap, e.g. shown by dots in Figure 3.11

(Reshetyuk, 2009).

These points should be chosen to follow the same principles as for the registration
using targets or natural point features. These points should be well distributed in the
overlap with a good variation in depth and not on the same line. Based on these
points, an initial alignment between the point clouds is computed, and refined during
the iterations until an optimal alignment is achieved (Reshetyuk, 2009).

The same approach (ICP) has been used for MLS data, to determine the value of 3D
deviation (tilt errors) between two or more surfaces obtained from different and
opposite driving directions. The data were processed in Geomagic software. For

more detail, the procedure is described in chapter 4, section 4.3.1.2.
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3.4.5 Registration using common geometrical objects

Finally, it is also possible to carry out registration via geometrical objects, e.g.
planes, cylinders etc., visible in both point clouds. These objects should be modelled
firstly in the point clouds. This means that a plane should be fitted to the point cloud
defining the object. The principle of registration using this method is shown in

Figure 3.12.

Figure 3-12: Registration using common geometrical object (source (Reshetyuk, 2009)).

During the registration process, is based on the best alignment between the point
clouds based on the best fit of the common geometrical objects. The registration
accuracy depends on the geometry of the overlap and the area of overlap. A clear
example are three planes intersecting in a corner, e.g. a corner of the room or at an

industrial facility with a set of pipes organised in different directions (Jacobs, 2005a).

3.5 Target

In laser scanning surveys, targets can be any distinct point that has been acquired by

a laser scanner (TLS, MLS or ALS).

Targets can be known points with absolute coordinates, but they can also be put
anywhere within the scanned area to be used as a tie point. This will ensure that
corresponding points exist within the area of each scan. After the point clouds
(scans) are registered, the scanned area can be registered with the coordinates of
every available target. This will convert the registered point cloud to a required

coordinate system (Gerber et al., 2010).
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As stated in section 3.4, each laser scanner device is provided with specific targets.
For example Leica scanners, tend to be use circular plane targets with a highly
reflective area in the middle, while Faro scanner uses sphere targets. The sphere
centre can be determined even if just a small part from the sphere is measured. This
automatic detection is effective with the range of nearly 18 m (User manual, 2011). It
is important to provide the sphere target with thread adaptor and magnetic mount
(Figure 3.13); the offset value has to be considered. The prism is used for measuring

the centre of sphere using total station.

s I3

1 2 3 4

Figure 3-13: Prism kit including thread adaptor and magnetic mount (source (Faro 3DLS, 2011).

3.6 Error sources

There are two main sources, namely of errors geometric configuration and physical
characteristics. Geometric configuration errors are internal errors inside the laser
scanner; as discussed in section 3.2.1 and 3.2.2, the accuracy is dependent on the
measuring system of angle and distance. In addition, the scanner accuracy is limited
by the systematic instrumental errors, which means that it has to be properly
calibrated. These errors are attributable to the scanner design and includes the
scanner mechanism precision, mirror centre offset, rotation mechanism aberration,
the beam width divergence and angular resolution and the detection process of the

reflected signal (Soudarissanane et al., 2009).

The physical characteristic includes the measured surface and the environment
(Kremen et al., 2006). There are several kinds of physical characteristics that could
lead to positional errors; the main characteristics are discussed in the following sub-

section.
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3.6.1 Atmospheric condition

Uren and Price (2006) explained that, the atmosphere can change the speed of the
laser light and can alter the power of the laser signal when passing through the
atmosphere. This is caused by the temperature, pressure and relative humidity
variations, defined by a change in refraction index (n).

T C/Vattteetee ettt e e e e et e et e e et e e e e e e e atae e e taeeaate e e e bt e easbeeeaaate e nbeeesaeeetaeeennaeeenres (3.6.2.1)

Where, c is the speed of light and v is the velocity of light in that medium
(atmosphere). The error is negligible over short distances, but over longer distances it
needs to be taken into account. The accuracy is affected by the quality of these

correction measurements.

Other factors affecting the laser beam propagating through the air are refraction and
atmospheric disorder. As the beam propagates via the air at various temperatures, it
bends (Price and Uren, 1989). The effect of this factor can be large in e.g. industrial
environments. The atmospheric disorder, such as “Beam wander” has an effect on
the TLS measurements, for the ranges of up to 1 km (Weichel, 1990). Figure 3.14,
left shows displacement from the initial propagation direction, and is deflected in a
random way. But the laser spot diameter remains the same without change. A test
was carried out by Reshetyuk (2009) on the error introduced by the“beam wander”
at strong turbulence for the scanner Leica HDS3000 over the range 10 to 100 m (see
Figure 3.14, right). The result shows that the standard error (0 ;.wander) 1S 1.5 mm at

100 m range. This effect is neglected in the analysis of designed target.
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Figure 3-14: Beam wander( left) and (right), error introduced by the beam wander at strong turbulence
for the scanner Leica HDS 3000 over the range R of 10 — 100 m. (source (Reshetyuk,
2009)).
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3.6.2 Object properties

The main source of these errors is the reflectance of the object surface. Since TLS is
a reflector-less surveying technique, the outcome of the range measurements are
highly dependent on the reflectance from the surface, which affects the signal to
noise ratio (SNR) (Thiel and Wehr, 2004). SNR can be defined as the power ratio
between a signal (meaningful information) and the background noise (unwanted

signal).

Reflectance can be defined as the relationship between reflected and incident laser
power (Ingensand et al., 2003). It is a function of the following factors (Reshetyuk,
2009).

e Material properties of the object: such as electric permittivity, magnetic and
etc.

e Permeability and conductivity.

e Surface colour.

e Wavelength of the laser.

e Laser beam incidence angle.

e Surface roughness, which, in turn, depends on the wavelength and the
incidence angle (Kaasalainen et al., 2011a; Nayar et al., 1989).

e Temperature of the surface. When scanning a hot target, e.g. in an industrial
environment, the background radiation introduced by the hot surface reduces
the SNR and thus the precision of the range measurements (M4&itti et al.,
1993).

e  Moisture of the surface.

The relationship between the transmitted signal power (Pt) and received (pr) of a
laser power is describe by the radar range equation. It is important to analyse this
relationship, since the amount of the received power influences the signal-to-noise

ratio (SNR), (Soudarissanane et al., 2009).
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3.6.3 Scanning geometry

The scanning geometry has a large effect on the error budget. Tests implemented by
Schaer et al. (2007) shows the distribution of error modelled by error propagation
without considering the scanning geometry. The errors were varying proportionally
with the variation of the range on a steep slope from 500 to 1500m. In general, the
accuracy progress tends to follow a very homogenous pattern with no unexpected
changes. The situation changes significantly when considering the impact of
incidence angle on target accuracy. The test shows with high incidence angles on a
slope with rock faces, which causes strong deterioration in the accuracy, mainly in

the vertical component (ibid).

Generally, the position of the TLS in a scene has an effect on the local 1A, the local
range and the local point densities of the scan points (Soudarissanane et al., 2009)

This thesis explores the effects of this factor on the point cloud quality, focusing on
the incidence angle of the laser beam with respect to different types of target
surfaces, namely cone, pyramid and flat target, as described in chapter 5 section

5.5.5.

3.6.4 Surface Reflectance

The return laser beams power can be affected by the physical characteristic and the
angle of incidence of the surface it interacts with. The footprint (spot size) of the
beam will increase, if a laser beam hits a surface at a high incidence angle. This will
lead to decreasing the positional accuracy and the energy will be scattered over a

larger area, so less energy is reflected back to the scanner.

Surface material has different physical characteristics in terms of reflectivity,
absorbability and permeability. The amount of reflected energy returned to the
scanner needs to be evaluated, not only affected by the surface absorbability and
permeability, but also the direction of reflectance. There are three main kinds of
reflectance (Kremen et al., 2006): diffusion, specular and chequered as shown in

Figure 3.15.

Farsat Heeto Abdulrahman 55



CHAPTER 3: PRINCIPLES AND ERROR SOURCES OF LASER SCANNING

» Diffusion, reflects the radiation proportionally in all directions; examples
include chalk and plaster (Kremen et al., 20006).

» Specular, this follows the law of reflection that the angle of incidence is equal
to the angle of reflection; examples are very shiny surfaces, such as polished
silver (ibid).

» Chequered, this reflects most of the incoming radiation back in the direction
it came from (ibid). Foil surfaces have this effect of reflection under special

circumstance.

8 =p B
NG

a) b) c)

Figure 3-15: The main types of reflectance. Left (a): Diffusion. Middle (b): Specular. Right (c):
Chquered ( adapted from (Kremen et al., 2006)).

Most surfaces are a combination of these three types of reflectance. The most
suitable surface for laser scanning is one that has diffusion with high reflectivity,
where sufficient radiation will be reflected back to the scanner even with high
incidence angles. The worst surfaces are those with high absorption such as black
colours, with specular reflections (shiny surfaces), and with high permeability, such

as glass (Boehler et al., 2003; Kremen et al., 2006).

The amount of backscatter may be recorded by the scanner software. This provides
an intensity value, which is given as a digital number between 0 and 1. Values close
to 1 indicate high reflectivity and O indicates that the energy is absorbed by the
materials. The intensity can help to differentiate between objects when looking at a

scan.

3.6.5 Beam Divergence

The diffraction of light is the reason behind expanding the diameter of beam when

leaving the scanner. The increase in beam width is proportional to the travel distance
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of the beam. This can affect the resolution of the “point cloud” giving positional
uncertainties of point because of the large spot size of the beam at longer range. The
foot print of the laser beam at normal and inclined incidence angle with the reflected

laser light can be seen in Figure3.16 (Soudarissanane et al., 2009).

TLS

|(- )

L
FAY

e Signal J

<> | Footprint

L

(a) (b)

Figure 3-16: The reflection geometry. (a) Incidence angle of the transmitted laser beam with respect to

a surface. (b) Perpendicular and incident laser (source (Soudarissanane et al., 2009)).

The divergence of the laser beam gives rise to doubt in the location of the target
point of the measurement. This is the uncertainty in the angular position of the range
measurement within the laser footprint on the object surface. The scanner records the
apparent location of the point along the centerline of the emitted beam, but the actual
location can be expected to lie anywhere within the projected beam footprint (Lichti
and Gordon, 2004). The standard deviation for the position uncertainties due to the

beam width as shown in Lichti and Gordon (2004) is % of the beam diameter (i.e.

Opeam = i% , Where y is the beam divergence).

The amplitude and the expectation centre of the signal power distribution are further
modulated by the incidence angle, i.e. the relative alignment between the direction of
the beam and the normal reflecting surfaces investigated by Glennie (2007), as

shown in Figure 3.17.
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Figure 3-17: Influence of the incidence angle on relative power distribution: Left: An Optech ALTM
LiIDAR System [source (Glennie, 2007)]. Right (1): incidence angle = 0°. Right (2):

incidence angle = 60° (Vosselman and Mass, 2010).

Laser beam incidence angle causes a systematic error in the pulsed ranging, which
(Lichti et al., 2005) call the “range bias” (see Figure 3.18), and can be computed as

follows:
AR =2 tanB oo (3.5.6.1)

Where R is the range, y is the beam divergence angle and S is the incidence angle.

Figure 3.18 illustrated the above equation.

Figure 3-18: Range error AR due to the beam incidence angle.
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The same error is present in ALS when scanning inclined surfaces, and referred to as
“time walk” (Baltsavias, 1999b; Deems and Painter, 2006). The reason behind that is
the spreading of the return pulse, leading to increase in the rise time of the received
pulse to reach the threshold at which the timing is carried out. The recorded range
will, therefore, be too long (Deems and Painter, 2006). This error depends also on the
thresholding approach implemented in the laser rangefinder (Deems and Painter,

2006).

3.6.6 Materials

Highly reflective surfaces scanned at large incidence angles might cause “multipath”
errors, when the laser beam is reflected from one surface to another before being
reflected back to the scanner. The result is the wrong range measurement (up to
several metres) in the correct direction (Gordon, 2005), because the measurement of

angles is on the transmitted pulse.

Besides reflection, an incident laser beam may also penetrate some materials (e.g.
normal wood, marble, Styrofoam) and be refracted more and more in the material
itself, which introduces another addition constant to the range measurements
(Ingensand et al., 2003) (see Figure 3.19). In Schulz (2007), the range errors of
almost 15 mm and 5 mm were revealed for Styrofoam and wood, respectively,
because of such effect. Therefore, such materials should be avoided in making

targets.

Incident laser beam

Reflected laser beam

/y \

Refracted laser beam 2nd reflection
Figure 3-19: Penetration of the laser beam into some materials causing refraction and reflection in the

material itself (from (Ingensand et al., 2003)).
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3.7 Error sources specifically related to MLS

The sensors error (GPS, IMU and laser scanner) in MLS can be divided into the

following groups:

3. Initialisation

4. Calibration

5. Manufacture calibration

6. Synchronisation between sensors.

Initialisation error: This error is attributed to the GPS position and IMU orientation.

Calibration error. This error is attributed to the position of the laser scanner in the

IMU coordinates system and orientation of the laser scanner and the position of the
GPS in the IMU coordinate system.

Manufacture calibration error. This error is attributed to the laser scanner distance

and angular measurements.

Synchronisation error. This error attributes to the timestamp between sensors. All

sensors GPS, IMU and laser scanner are synchronised using a pulse per second (PPS)
which comes from the GPS receiver. The laser scanner has an internal clock and can
accurately interpolate the timestamp so that each laser pulse has an accurate
timestamps. If the GPS signal is lost (no satellite visibility) the scanner can use its
internal clock to keep the synchronisation (3DLM Ltd.). These errors are discussed

in an overview of basic relationship and error formula concerning MLS.

As stated in chapter 2, the measurement system, used by MLS includes GPS, IMU

and laser scanner on a mobile platform.

The three main sensors, namely: GPS, IMU and laser scanner are highly integrated
and mounted on the vehicle roof, fixed to a rigid frame. The StreetMapper360 system
has been used for collecting data for this project. Figure (3.20) gives an example of
the data collected for this study. Figure 3.21 shows the changing of velocity with
time around the area of study “Jubilee campus”. It is clear from the Figure (3.21) that
the vehicle speed and orientation changed in accordance with the road network in the
campus, giving different point density. In an open area the vehicle moved quickly,

and in a narrow street, the vehicle moved slowly.
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Jubilee Campus, Street Mapper360

N ottingham University

Figure 3-20: StreetMapper360, data collected in test area (Jubilee campus) overlain vehicle trajectory.
Point shade represents the strength of the returned laser pulse. Right corner: MLS
contains (Riegl VQ-250, IMU and GPS antenna).
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Figure 3-21: Shows time Vs. velocity m / second around the entire area.

Errors in laser scanning data can result from navigation sensors, individual sensor
calibration, measurement errors, and the bore-sight alignment between the different
sensors. Figure (3.22), Barbara et al (2008) and Graefe (2007) present an overview of

basic relationship and error formula concerning MLS.
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Figure 3-22: The configuration of muti-senor system on the van (adapted from (Graefe, 2008).

The following formulas are used for the geo-referencing procedure (Barber et al.,

2008).

=1y + ROWy ArsRMY + MUY ) (3.7.1.1)
Where:
r(O)y = 1O — ROy L) (3.7.12)
Thus:,
it =r(t)Ps + Ry (d3RMY + [IMU — [IMUY (3.7.1.3)
Where:

rp* : The position vector of the object point in the mapping coordinates system (m)

r(t)gos : The position vector of the GPS antenna in the mapping coordinates
system at time t

R(t)[yy : The rotation matrix between the IMU coordinates system and the

mapping coordinates system at time t.
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A

dp

IMU
RS

IMU
LGPS

IMU
LS

: The scale factor between the laser space and the object space.

: The location of the point of interest represented in the laser coordinate
system.

: The rotation matrix between the sensor frame and the IMU frame.

: The lever arm offset between the IMU and GPS.

: The lever arm offset between the IMU and the laser scanner.

The above equation (3.7.1.3), can be expressed in a matrix form

X l lx IMU

Y| +R®py ¢ (RS ([dow do dk).dp® 1) - |1y

Zlgps lz1
......................................................................................................... (3.7.1.4)

The above formula shows that the mapping coordinate calculated for the laser return

is dependent upon 14 observed parameters, namely:

Coordinates (X, Y and Z) of GPS sensor.

Orientations (w ¢ k) measured by the IMU.

Bore-sight angles(dw d¢ dk), aligning the scanner frame with the IMU
body frame.

(8,r), are the scan angle and range measured and returned by the laser
scanner assembly denoted by A.

(Lx, Ly, Lz) are the lever arm offsets from the navigation origin to the

measurement origin of the laser scan group.

The equation (3.7.1.4) is non-linear. The most common method of examining the

effects of errors in parameters is to linearise the formula by expressing a Taylor

series expansion after the first term. As a result, the effect of small differential errors

in the measured parameters can be observed on the output mapping coordinates by

the solution of a set of linear equations (Glennie, 2007). Differentiating equation

(3.7.1.4) w.r.t. the 14 unknowns above leads to the overall error formula (ibid):
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The matrices, J, K, B, and C are the Jacobians of transformation, and are defined as:
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The impact of the observed parameters on the determined ground coordinates was
defined. The level of expected errors in each of the observations must be determined.
Therefore, the typical error sizes for each group of observations were studied and
discussed by (Glennie, 2007). Unless otherwise specified, all error values quoted are
assumed to be one sigma values (Glennie, 2007). The typical sizes of each group can

be summarised as follows:

e IMU attitude error

The typical accuracy of the IMU can be investigated by the manufacturer’s technical

specifications.

e Bore-sight error

According to Glennie (2007), the accuracy of the manual adjustment for bore-sight
angles cannot be better; so normally, it is inappropriate that the IMU is used to
measure attitude. He used the least squares approach, and statistics on the bore-sight
angle accuracy were determined from the least squares adjustment. The accuracy on
the level of 0.001° degree in roll and pitch, and 0.004° degree in yaw were normally
observed. This level of accuracy seems to agree comparatively well with that shown

in Morin (2002).
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e Lever arm offset error AX

The system assembly errors are related to uncertainties in the position or the
alignment between sensors (GPS, IMU and laser scanner). Since the magnitude of
the lever-arm between IMU and laser scanner is small (at the dm level) and
determined by the system manufacture, it tends not to be necessarily considered. On
the other hand, the lever-arm between the body frame and GPS antenna varies per
installation. Therefore, the accuracy of GPS/INS lever arm determination has the

main effect on QML (Vosselman and Mass, 2010).

On the other hand, Barbara et al (2008) used a calibration procedure based on
repeated scanning passes to determine the three-dimensional offsets of the various
sensors (known as a lever arm offsets). They investigated whether any errors in
determining the orientation of these mountings will be propagated over the
measurement range of the MLS system. “By combining the range and scan angle
from the laser profilers with GPS/IMU determined trajectory, a three-dimensional
coordinate for the location at which the laser pulse was reflected can be calculated.
By repeated measurement and calculation, a three-dimensional cloud of points can
be generated and used to provide detailed positions and dimensions of the area over

which the vehicle has driven”.

The error analysis of their study shows that planimetric position of the laser point
varies from approximately Scm at Sm to 7cm at 25m range. While for elevation
position, it is demonstrated that the predicted error were above Scm at Sm, and vary

with scan angle. This is explained by:

e Errors in the GPS positioning form the greatest single component of this
error;

e Errors associated with determining the lever arm offsets between the GPS,
laser profiler and the orientation of the profiler constitute a relatively small
component of the error budget (less than 3 mm in plane) (Barber et al., 2008);

e Errors in the measurements taken by the profiler (range and scan angle)
constitute the second largest error component after the GPS/IMU determined
position while errors due to time synchronisation between sensors are

relatively low (Barber et al., 2008).
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Errors in the synchronisation of the laser profilers to the 1 pulse per second (pps)
GPS signal dictate the extent to which the speed of the vehicle impacts upon the
accuracy of the data collected (Barber et al., 2008). Given the relatively low estimate
for time synchronisation error, the impact of vehicle speed is not significant in terms
of geometric accuracy, although it is significant in the resolution of the data being
collected, where higher speed leads to sparser point densities, which may impact on

the accuracy of final products based upon them (Barber et al., 2008).

Rieger et al. (2008) stated that a necessary condition is to understand the internal
calibration of the instrument, for example, precise information on how the actual
measured range and mirror angles convert into coordinates within the coordinates of
the laser scanner system. The internal calibration of the laser scanner is regularly

achieved via a precisely surveyed test using targets.

Misalignment between the laser scanner and the IMU is widely recognized from the
ALS system. While the principles of the algorithms used to calculate the
misalignment, are the same in aligning ALS and MLS data, the process of data
collection is certainly different (Rieger et al., 2010b). ALS survey scanned an area
of interest from flight paths of different directions, from which the system’s bore-
sight alignment parameters can be computed (Habib and Van Rens, 2007).

In general, the misalignment errors are caused through orientation and position of the
scanner in the IMU coordinates system. These errors can be reduced using the

following points (Rieger et al., 2008).

e Installation on a rigid platform
o On —site calibration.
o Planar surfaces should be available on clean wall.
o Need sufficient point density. For example choosing appropriate
values of PRR, scan rate, and driving speed are necessary in order to

ensure sufficient point density on the surface of the scanned objects.

e Urban and residential area, with a sufficient amount of useful information
such as flat facade sections and buildings roofs along the road. This useful

data is used as a basis for computing the misalignment parameters.
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e At least two run passes.

¢ Opening the space (see Figure 3.23).

Figure (3.23, right) shows that the distance between the two surfaces is almost twice
the angular deviation between the scanner and IMU. Rieger et al. (2008), stated that
the procedure is: a semi-automated process, and to locate surfaces by location and
normal vector, rotated in three axes, where best fit “(ICP) algorithm” indicates the

optimum roll, pitch, and yaw.

The outcome of the adjustments of the scan data are three alignment angles
according to the vehicle’s roll, pitch and yaw axes (See Figure 3.23, left), and this is

to be applied when combining scan data with position and orientation data.

For the purpose of this thesis, assessing the quality of the bore-sight calibration
parameters determined by the StreetMapper 360 was undertaken with observations
from two different types of environments; open landscape and typically urban
canyon, according to the GPS positioning quality. The TerraScan / TerraMatch in
TerraSolid software was used for checking the misalignment parameters (HRP). The
iterative closet point (ICP) in Geomagic software was used to identify the 3D
deviation (tilt error) between two surfaces based on the building fagade and road

surfaces. The workflows of these two procedures are given in chapter 4.

Distance between 4_4_L.
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Figure 3-23: Appearance of bore-sight angles, e.g. the roll axis, in the three dimensional point clouds
(Rieger et al., 2008).
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3.8 Target accuracy error budget

The summation of the individual component errors and their projection by the
geometry, the atmospheric effect and the target quality all affect the final accuracy of
the target. The theoretical target accuracy can be expected by variance propagation.
This analysis is presented in Glennie (2007) for various system and mission
scenarios. When considering the relatively small performance gap between present
airborne lasers scanners (see Table 3.2), the target error is largely controlled by
angular uncertainty, which is in turn amplified by the flying height above the terrain.
This amplification is nearly linear within the considered ranges and the upper limit of

the error budget was extracted from (Table 3.2) (Glennie, 2007).

Glennie (2007), presented the analysis result of the relative distribution of the
individual error elements for a fixed wing aircraft and a helicopter and a kinematic
terrestrial laser scanning system. The result showed that the horizontal error for
fixed-wing laser scanner are dominated by attitude error, the combined IMU and
misalignment error make up from 60% to 75% of the overall horizontal error,
depending on flight elevation. The vertical errors also show significant contribution

by these two factors.

The attitude errors contribute 25% to over 50% of the error as a function of altitude.
However, the error breakdown of a helicopter system is significantly different from
that of a fixed-wing system. The dominant error for the helicopter system is clearly
the scanner angle error, which is principally a result of the large beam divergence of
the laser. Glennie (2007) also showed that the error budget for a helicopter is more

uniform when a laser beam of lower divergence is used (0.5 mrad vs 2.7 mrad).

Finally, the situation changes again for a terrestrial based mobile scanning system,
where range errors and scanning angle are the major error contribution (see Figure
3.23). For the purpose of this thesis, the range and incidence angle of the laser beam
have been extensively addressed for the proposed designed targets specifically made

for MLS.
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Vertical error per altitude (m)  Horizontal error per altitude

(m)
Attitude (m) 500 3000 500 3000
Tactical IMU 0.07 0.20 0.30 1.25
Navigation IMU 0.06 0.15 0.20 0.60

Table 3-2: Target accuracy in airborne laser scanning for a fixed-wing aircraft (source . (Vosselman
and Mass, 2010).
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Figure 3-24: Subsystem error contribution by percentage (without GPS) to target error for a terrestrial
vehicle system (LMS-Q240) (Vosselman and Mass, 2010).

3.9 Summary

In general, in this chapter, general concepts about laser scanning have been
illustrated, including types of scanners, calibration and methods of registration. Also,
error sources related to laser scanning were discussed in detail to partly fulfill
objectives 1 and 2. In the following chapter, test planning and an understanding of
the quality issues and calibration of MLS data in urban areas are studied to further

understand quality issues related to objectives 1 and 2 of this work.
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UNDERSTANDING OF THE QUALITY ISSUES

4.1 Introduction

A theoretical study of errors was undertaken in chapter 3. This chapter looks at some
practical trials to further understand quality issues. This will help fulfil objectives 1
and 2.

Any mobile laser scanning (MLS) project will involve two main stages: gathering
and analysing data. Gathering data involves mission planning to produce the required
3D data acquisition (point cloud). The second stage involves preparing and
processing the point cloud and associated data (GPS/IMU) to generate the required
product (see section 2.4).

In general, the most important aspect of the quality of the data is the positional
precision and accuracy of the collected data set, and the consistency of the data
related to the time and position of data capture (i.e. time synchronisation between

Sensors).

4.2 Test planning

This section describes the test sites used in this research, the Jubilee Campus of the
University of Nottingham and the several indoor trials performed in Nottingham
Geospatial Building (NGB). In addition, this section presents an overview of the data
provided for the purpose of this thesis, which has been collected using MLS and TLS
described in the previous chapter. This will include describing the data collection
stages, such as laser point data acquisition and ground control point along the study
area. This section will also look at some details of the mission planning of MLS.

The accuracy requirements, set by the MLS user are the most critical factor in the
planning stage and hence on the cost. The aim of the planning is to produce the
architecture design for the sensors (GPS, IMU and laser scanner), which shows
where the laser scanner unit is for each pulse, for the GPS/IMU and the method of
data collection and other requirements, such as identifying the location of the GPS
base station for kinematic DGPS, and alignment of the IMU by driving for a
minimum of 10 minutes in excellent GPS conditions before capturing data. The plan

includes optimal driving pattern (with contingency for periods of poor GPS
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visibility) and determination of the driving speed for the required point density, and
system calibration procedures for mounting parameters (bore-sight angles and offset)
between sensors before capturing data. It will also require determination of the
number of laser profiles per second, the number of scans and the direction of the
vehicle. Rieger et al. (2010a) stated that, for MLS the achievable point density on
the target’s surface depends on:

e The measurement rate of the laser scanner profile.

e The speed of the scan, or line scan rate.

e The range from the surface of the object to the scanner.

e The vehicle driving speed.

According to Figure 4.1, the point spacing between two consecutive measurements

2nrLPS
PRR

on a flat surface at distance () from the instrument is , where LPS (line per

second) is the scan rate and PRR is the laser pulse repetition rate. The spacing
between two scan lines is v/LPS , where v is the vehicle driving speed. The average
point density D, given in points per square meter, results from the reciprocal of the
area of a parallelogram determined by these two distances and independent of the

scan rate (Rieger et al., 2010a).

D= % 21:;pr5': ;:::7 Example: D = ;:r}f/

D = point density (points per m?) PRR 300000 1/s

r = range to target (m) r 10 m

v = speed of the vehicle (m/s) \4 50km/h

PRR= pulse repetition rate (1/sec) D 345 point per m

The actual point spacing within a single scan line is d = $ N2 + 4m2r2LPS?. The

point spacing within a scan line is calculated using Pythagoras law, where one side of

the triangle is v/PRR (the along-track distance of consecutive laser shots) and the

2nrLPS
PRR

other side is (the cross-track distance of consecutive laser shots (see Figure

4.1). The point density of each target can be obtained using the same equation. For
example, using these parameters, about 73 points per target can be obtained using the
designed targets such as a cone and square-based pyramid, which have surface areas

of about 0.212 and 0.216 m” respectively.
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2ra LPS

PRR
Figure 4-1: Representation of scan pattern on a flat surface (left), and with point space along the scan

line and along driving direction (right ), adapted from (Rieger et al., 2010a).

Often, a regular point pattern is needed at a given measurement distance. This means
that the point spacing in each scan line is central to the spacing of a successive scan
line (i.e., d = v / LPS). Rieger and his colleagues tested point densities over
measurement distance, achieved by the Riegl VMX-250, at different driving speeds
(Rieger et al., 2010a). Both scanners are operated at a PRR of 300 kHz as shown in

Figure 4.2.
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Figure 4-2: Point density vs measurement distance in dependence of the driving speed (source (Rieger
etal., 2010a)).

As mentioned above, the point density changes considerably with the measurement
range. This means that the MLS will deliver very high point densities on road
surfaces, which are the closest objects in most surveys, resulting in a huge amount of

data.
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4.2.1 Test site

The StreetMapper mobile laser scanning system was used to provide a data set of the
Jubilee Campus at the University of Nottingham. The system comprises a GPS, IMU
and Riegl VQ-250 laser scanner. GCPs were established regularly every 10 m along
the road of the study area for quality assessment and to check the calibration

parameters of the data collected by 3DLM Ltd.

The Jubilee Campus at the University of Nottingham (Figure 4.3) is located about 2.5
km east of the main campus, with a total area of about 91,000 square meters. This
study area consists of a mixture of buildings, with different heights, and street
widths. The topography of the area is characterised by dense vegetation in front of

buildings and tree clusters in many locations.

NE1

i

So-

e
Jubflee campus,
= & : : S Nottingham, UK |

W 7:°30; W/ 2-30- Prime Meridian E

)
|

Dublin i< P oftingham

United Kingdom SRR

London‘::i'
NS

& 4 4
\: \\/ ~

“1
N 7 > '
Jubilee cathpus,< &

Figure 4-3: A block image of the first study area; Nottingham University, Jubilee Campus, upper,
bottom and right images adapted from Google Earth.

The same area and the same MLS system were used for a number of trials. This test
presented one of the most challenging environments, where improving the quality of

MLS data using optimal targets will be investigated.
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The optimal targets provide an excellent opportunity to improve the quality and

reliability of the data collected by the system. Table 4.1 provides an overview of the

test site data collected and the dates of the test.

MLS data and TLS
Point cloud GCPs/
Test site Point density Date
collected targets
) 5 November 277
Nottingham MLS 1400 pts / m
o 2009 GCPs
University : : :
_ Testing with the November 28, diff.
Jubilee Campus | MLS
optimal target design 2012 targets
_ Faro Focus™” Sphere
Jubilee Campus (6x6) mm July 2011
TLS targets

TLS data for testing designed targets

Point cloud

Test site Point density Date Target used
collected
NGI- Cardboard targets
) HDS3000 TLS _ ) ) _ _
Experiments Diff. pts., density February 2011 | in 10 different sizes
inside Lab. and shapes
. Diff., resolutions
Faro Focus . .
between Min.to April 2011 Targets, 20
TLS
Max
HDS3000 TLS
Different targets,
and Faro (10x10) mm August 2011
. 2D and 3D
Focus™ TLS
Return intensity-
September
HDS3000 TLS | (10x10) mm analysis using
NGI- 2011
) colour
Experiments i
Optimal targets,
outdoors HDS3000 and

Faro F s | (5%5;t0 25x25) mm | October 2011
aro Focus

designed by the

UoN manufacture

Table 4-1: Overview of the test sites and data captured from MLS and Two TLS (HDS 3000 and Faro

Focus®® 120).
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%0 GPS points

% Assistant points for TS

Zone 1 from Al to A2

Zone 2 from A2 to A3

Zone 3 From A2 to TP5
Zone 4 from TP5 to NGB11

Figure 4-4: Survey work showing the four areas where the TS survey was performed overlain with the

laser point and vehicle trajectory.

Figure 4.4 shows the four areas (zones) chosen with different GPS quality to test the
MLS data and assess the accuracy of 3D points achieved from the system in such
areas. The GPS quality of the entire area of the Jubilee Campus has been provided by
3DLM Ltd. in the form of E, N, H accuracy of the vehicle trajectory.

4.2.2 Ground Control Points (GCPs)

For quality assessment of MLS data, it is desirable to use ground control points. In
general, there are two types of ground control points in common use. First is natural
detail, which are normally plan and/or height coordinated points selected after taking
the scan. A plan control is a sharp, definite piece of detail, such as a building corner,

manhole cover corner or corner of white road markings. A height control is a flat
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horizontal area near the other detail used for locating a position such as a road
junction or a gateway. Second are pre-marks; these are targets that are put in position
before the MLS takes place and they are normally three-dimensional coordinated
points, with size, shape and colours selected depending on the range and signal
response of the laser scanner. Targets are used in areas that lack natural objects or to
improve the quality for registration and geo-referencing. Sometimes a combination

of natural details and targets is used.

The density of control points and their optimum location depend on the purpose of
the scanning regions. In general, to convert from one 3D system to another, three or
more full GCPs are needed. Redundant control is recommended to enable quality
assessment and is usually used also to increase the accuracy of the system (Smith,

2010).

According to Hunter et al. (2006), ground control points are to be collected within
the project area using an appropriate survey method in a consistent manner on

features visible in the laser point data, such as the corner of a white road marking.
The coordinates of the GCPs were provided by the use of GPS for some key
reference points and then levelling and traversing was done to fix more points in the

testing area.

Static GPS - Collection of GCPs as a reference

After careful study of the laser point cloud of the test area, the initial control points
were selected, and the locations of the control points were chosen. The laser points
selected were the corner of white road markings, a manhole and a building facade
detail. To ensure that the chosen locations of the control points were valid, and did
not occur in shadowed or confined areas, a reconnaissance survey was conducted,

and all the locations were found to be accessible and visible.

After the reconnaissance survey, a field survey was carried out using static GPS with
a cut-off angle of 10°. A static carrier phase of several hours was used with Leica

Geo Office software to fix some GCPs in the testing area. Table 4.2 gives the
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coordinates of points that were used as reference stations for digital levelling and the
total station (TS), observations at selected points on flat ground and building facades
along the road, as shown in Figures 4.4 and 4.5. A total of 277 (see Table 4.3)
coordinated ground points were observed for the study area. These points were used
for quality assessment of MLS data in different areas of interest. Some of these
points were fixed as check points for the next test, and assessing the outputs of the

test is discussed in section 4.3.1.3.

The NGB2 reference station at NGI, in addition to five other Ordnance Survey (OS)
data stations, namely KEYW, LICF, LEE, BUXT and LINO, were used for the
processing of GPS observations (see Appendix C). As the baseline length between
the chosen GCPs and the active reference stations is a few kilometres, it can be seen
from Figure 4.6 that 5 cm accuracy can be achieved when observing for a period of

about 20 minutes (Ordnance Survey, 2012).

Troposphere and ionosphere corrections were performed. Regarding troposphere
correction, the GPS signal is delayed by the troposphere. The amount of the delay
varies with the temperature, humidity, pressure, the height of the station above sea
level, and the GPS satellite elevation above the horizon (Leica, 2010). A correction
can be made to the code and phase measurements using a tropo model to account for
this delay (Leica, 2010). Two kinds of tropo model were applied to the observation,
namely Hopfield and a computed model. Table 4.2 shows the results of processing
data, and a graphical representation of the processing of the GPS observations of the

selected point can be seen in Appendix C.
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Points A1, A2 and A3 processed with NGB2-tropospheric type using

Hopfield model.

Station Easting (m) Northing (m) Height (m)
NGB2 454920.9609 339703.9122 42.6826
Al 454806.5101 339624.4634 29.6673
A2 454749.3071 339810.2548 29.6562
A3 454541.2632 340012.4063 30.2502

The average of points of five nearby OS stations combined with Al,

A2 and A3 troposphere type using Hopfield model.

Al 454806.5138 339624.4641 29.6474
A2 454749.3113 339810.2570 29.6371
A3 454541.2692 340012.4098 30.2304

The average of points of five nearby OS stations combined with Al,

A2 and A3 troposphere type using computed model.

Al 454806.5135 339624.4638 29.6571
A2 454749.3108 339810.2567 29.6448
A3 454541.2688 340012.4101 30.2311

Using reference NGB2 with no-troposphere.

Al 454806.5097 339624.4628 29.6794
A2 454749.3065 339810.2545 29.6665
A3 454541.2625 340012.4063 30.2616

The average of points, A1, A2, A3 of all methods excluding the no-

troposphere model

Al 454806.5125 339624.4638 29.6572
A2 454749.3097 339810.2561 29.6460
A3 454541.2671 340012.4087 30.2373

Table 4-2: The average horizontal and height coordinates of processing points A1, A2 and A3 from
static GPS observation using Leica Geo Office software.

In the above table, the processed no-troposphere data were rejected where the results
were very different from the other troposphere models. The results were quite similar

to the Hopfield model when using only one base station (NGB2).

The digital level Topcon DL-101 was used for measuring the height of many of the
selected points, and to check the height component of the GPS position. These points
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are considered as benchmarks (BMs), to compare with the laser point data for
assessing the quality of the point cloud from a different area within the AOL. A
closed-loop levelling procedure was adopted. The measurement was repeated three
times, and the average value was taken and stored automatically by the digital level
device. The elevation errors obtained from the levelling process are within the
allowable accuracy. Since the permissible closure for a level circuit (loop) is based
upon the lengths of lines or the number of setups, it is logical to adjust the elevation
on this basis. Appendix D shows a table including the accuracy, and a paragraph on

the analysis request.

Traverse field work procedure around the study area

A traverse network was established around the area of interest on Jubilee Campus,
starting from reference ground control point NGB11 and ending at the same point, as
shown in Figure 4.7. In order to obtain a high-precision measurement, rounds of
angles were measured using a Trimble robotic total station (TRTS). All natural
points were observed as angle and distance along the study area. The reflector-less
mode in TS was used to measure points on the building facades. Data processing and
adjustment was performed using the Trimble Geomatic office application (TGO).
Figure 4.5 shows the positions of the GCPs measured by a Total Station along the

study area.

The process of determining and applying corrections to observations for the purpose
of reducing error in a network adjustment is designed to achieve closure in a survey
network by minimising the sum of the weighted squares of the observation. The
adjustment technique employed by the TGO software is sometimes called variation
of coordinates or the method of indirect observation (Geomatic, 2007). The
adjustment processor performs the maximum number of iterations defined by the

user.

After performing adjustment of the network using TGO software, the adjustment
results for GCPs of the survey network around the study area show that the Chi-
square test was passed with 95% confidence, with a maximum error ellipse of 3 mm

for the adjusted coordinates. The standard deviation was found to be equal to 2.0
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mm, 2.0 mm and 5.0 mm for the errors in northing, easting and height, respectively,

and the accuracy was found to be equal to 5.0 mm, 5.0 mm and 13 mm for the errors

in northing, easting and height, respectively (see Appendix E). It is worth mentioning

that all the coordinates used in the adjustments are in the national Grid OSGB36

coordinate system.

Vehicle trajectory of the Jubilee Campus overlay GCPs
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Figure 4-5: Vehicle trajectory of the Jubilee Campus. Left: GPS/IMU data overlain on TS data. Right:

position of GCPs observed by TS data along the study area.

Zone

Point station

No. of points observed

in each zone

From Al to A2

From A2 to A3

From A2 TP5

From TP5 to NGB11

34 on the road surface

31 on a building facade
50 on the road surface
54 on a building facade
50 on the road surface
30 on a building facade
15 on the road surface

13 on a building facade

Table 4-3: Number of control points in each zone.
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Figure 4-6: Typical GPS observation time as a function of distance to the active reference stations.
Adapted from the Ordnance Survey website (Website, 2011).

Ground Control point observed by Static GPS

(%) Fixed points derived from GPS points using
Total station

° Measured points from GPS and fixed point
using Total station and digital level

Figure 4-7: Traverse survey network around the study area.

4.2.3 MLS Data collection

The 3DLM data was acquired (Streetmapper360, 2009) in November 2009 on
Jubilee Campus, University of Nottingham, starting from the south-west of the
campus and ending in the north-west in the main Wollaton Road, as shown in Figure

4.3. The scanner was operating at 100 lines per second at a pulse repetition rate

Farsat Heeto Abdulrahman 81



CHAPTER 4. TEST PLANNING AND AN UNDERSTANDING OF THE QUALITY ISSUES

(PRR) of 300 kHz in 37 minutes. The survey collected a total of approximately 111
million points in the test site at an average speed of no more than 20 km/h, given the
urban location. This gives a very detailed laser survey, collecting data with a spot
spacing of about 1 cm especially close to the driving path, and a density of over 1400
pts / m%. This point density depends on the range of the laser beam and speed of the
vehicle. The above information was provided by the 3DLM Ltd. In addition, the
Riegl VQ-250 laser scanner used in this system was mounted 135 degrees from
forward, and at -40 degrees pitch from the horizontal to provide a better ability to

collect corner points.

A calibration report for the MLS system was also provided, as it was carried out
some days before the data was collected at Jubilee. Appendix B contains the

calibration report of the MLS system for the two test periods (2009, 2012).

In addition to the above, the processed GPS/IMU position and orientation data of the
vehicle trajectory along the study area were provided as a text file in the format of
easting, northing, elevation, heading, roll and pitch. The ‘heading angle is the first
rotation about the ‘Z’ axis, the ‘roll” angle is the second rotation about the ‘X’ axis
along the driving direction, and the ‘pitch’ angle is the third rotation about the ‘Y’

axis (see Figure 4.8).

Heading

. oction
g Aire’
D‘-‘V\I\‘é

Y

Figure 4-8: Rotation angles between actual and theoretical axes.

The 3D geometric objects extracted from the point cloud will be used as target
points/ test surface objects and for the purpose of comparing the results of the TLS
system. An example of the quality and point density of the MLS scenes is indicated
in Figure 4.9.
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Figure 4-9: Left: image. Right: subset of point cloud captured by MLS in Jubilee Campus, Nottingham

University test site (the International Office and Amenities buildings).

4.2.4 Data processing

In the process of data acquisition, three sub-systems record data as follows (Puente et

al., 2011):

1. The GPS-IMU system calculates the vehicle trajectory and records each pulse

of the laser scanner.

2. Line scanner data is transformed into three dimensions in the geo-referencing
phase, where each laser point is assigned an appropriate time stamp, and then
combined with the trajectory information of the location and altitude of the

scanner to produce point data.

GPS data of MLS are processed by a kinematic differential GPS approach (3D Laser
Mapping Ltd., 2011). This requires a reference station that should be located at a
known position. StreetMapper360 used the base station at Nottingham (KEYW) for
collecting data for this project. For the second survey operation in 2012, the
permanent NGB2 reference station which is located on the Nottingham Geospatial
Building (NGB) was used for differential correction. The second survey operated
was used for testing the designed targets specifically made for MLS, as will be

discussed in chapter 8.
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Point classification is intended to determine the object for each laser point. This task
is frequently the step that takes the most user time. Although automatic routines will
carry out more than 90 % of the work, millions of points will still be left, for which
the human operator has to make classification decisions. The survey whether in flight
or on land, will frequently create data that may not be needed in the final product.
The user will want to classify these points out of the active data set. Points might be

excluded if they are (TerraSolid., 2004 ):

e Away from the project area.

e From the overlap area where points from another flight or vehicle pass will
be kept.

e Of lower positional quality because of weather conditions or some other

reason.

The level of classification detail varies significantly from one project to another. For
example, in many airborne laser scanning projects, the only delivery product is a
ground model and possibly contour drawings generated from the model. In those

cases, 5-8 classes are all that is required (see Table 4.4).

Low, medium or high vegetation classes will not necessarily mean that the object is
vegetation. Points in these classes will include hits on other surface objects too: cars,
trains, lamp-posts, wires, etc. Some engineering projects may have more than 50
classes into which points need to be classified. The more detailed the classification
point clouds, the greater the time required. Typically, classification is based on first
running automatic routines and then performing interactive editing of the results

(TerraSolid., 2004 ).

The density of mobile data decreases depending on the range. Additionally, the
errors in misalignment angles reduce the x-y accuracy of points with increasing
range. TerraScan software in option macros can filter out those points by repeating
scanning several times and providing maximum distance. Furthermore, in places
where the car stops and turns the point density tends to be higher than desired and

such points also can be filtered and removed by TerraScan macros.
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No. Class Description
1 Default Not classified yet
2 Ground Ground
3 Low vegetation Objects < 0.3 m above ground
4 Medium vegetation Objects 0.3 — 2.0 m above ground
5 High vegetation Objects > 2.0 m above ground
6 Building Building walls
7 Low point Bad points
8 Model key point Key points for ground model
9 Overlap Points excluded from processing
10 Vector building Building vector

Table 4-4: Classification of point cloud.

4.2.5 TLS dataset

The second set of data was captured using the Faro Focus®> 120 TLS in July 2011.
The system specification was discussed in section 3.2. The Faro Focus’> 120 data
was acquired with a “high” resolution setting, proving a point spacing of (6x6) mm
on a target at 10 m distance from the scanner. The scanner was used to collect data
from two areas of the University of Nottingham’s Jubilee Campus. In each area, the
scanner was positioned at a known point: the first area was under the open sky,
where the GPS coverage is good, while the second was in a relatively urban canyon,
in which the quality of GPS tends to be degraded. The data collected in the two
selected areas were transformed to the UK national grid system and the precision of

the referenced point clouds was better than 1cm.

The overall quality of the data captured by TLS is influenced by four major factors:
instrument calibration, atmospheric condition, target properties and scan geometry,
as described in section 3.6. These datasets present an excellent opportunity to
evaluate the use of TLS data compared with other datasets such as MLS, as discussed

in section 4.3.1.3.
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4.3 Assessment of data quality

One of the primary objectives (see section 1.2) of this research is to evaluate the
quality and reliability of MLS data in an urban area. Figure 4.10 shows the workflow
of the methods used for undertaking the analysis. As stated in the literature review,
the factors that affect the quality of MLS in urban areas are the GPS position, whose
quality fluctuates from open areas to urban canyons, and IMU outputs, which drift
over time. Obstruction of GPS signals by high buildings or tree shading reduces the
positioning accuracy significantly. Therefore, the good areas and bad areas will need
to be evaluated with respect to the quality and reliability of MLS data. The
benchmark (GCPs) used to assess the accuracy of the mobile laser data was within a
cm level of accuracy. This was a result of the network adjustment procedure, as can

be seen in Appendix E.

This section will introduce the different methods used for assessing the quality, such
as nearest points, iterative closest point (ICP) and additional sources of data. The
TerraScan / TerraMatch approach is used for checking the system calibration results
and for analysis of these results. Finally, the advantages and limitations of each

method will be presented.

Method for quality assessments and checking calibration

Method for checking |« Methods for quality
data calibration assessment

A 4

Survey Control Point:
TerraMatch / Terrascan Comparison- using Nearest
point

Surface to surface
comparison using
ICP approach

A

Additional source of
data Faro TLS <

,I Results and analysis |4

Figure 4-10: Flow diagram of the quality assessment and system calibration.
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4.3.1 Methods for quality assessments

4.3.1.1 Using ground control points (GCPs)

In this section a large number of GCPs are used to assess the quality of data provided

by 3DLM Ltd. for this research to achieve objectives 1 and 2 (section 1.2).

4.3.1.1.1 Assessing MLS point cloud of multiple scan using nearest point

Comparison of the MLS data and GCPs in coordinate measurement using the nearest

point method will be the procedure adopted in this section.

The number of control points observed using the total station (TS) is 277 (see Table
4.3), and these were used for comparison between the MLS points and the known

coordinates of the same points on the road surfaces and building facades.

In this trial, the area of interest (AOI) was divided into four different zones (see
Figure 4.4). The trial is discussed, the accuracy of the MLS point cloud obtained
from multiple scans will be assessed using GCPs, and the point coordinates achieved
from MLS are compared with those of the TS along the study area. Figure 4.11
shows an example of ground points on the corner of a white road marking and a
building used for comparison. The coordinates of these points are compared with the
MLS coordinates from different zones, as mentioned above, in order to check the

external quality of the data provided by 3DLM Ltd. for this project.

In other words, the planimetric and elevation accuracy will be evaluated by
measuring reference targets within the MLS point cloud along the study area and
then differences in the easting, northing and elevation will be computed. The
reference targets observed were typically the corner of a white road marking, a

building corner, a manhole cover corner and a kerb corner.
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Figure 4-11: Measuring points manually on the road and building fagades using Pointool software.

Result of comparisons of MLS coordinates from multiple scan with GCPs.

The aim of this comparison is to assess the quality of the data provided by 3DLM
Ltd. on the road surfaces and building facades. Tables 4.5 and 4.6 show the RMS
errors of vertical and horizontal positions between the points estimated from multiple
passes of scans and the ground control points on the ground surfaces and building
facades along the study area; the accuracy of the GPS position for every second in
the entire area of Jubilee Campus was provided by 3DLM Ltd. The accuracy of the
GPS position in each zone (see Appendix A) along the area of study is also presented

in the table.
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In order to assess the absolute accuracy of the entire area of study from all zones
selected, the RMS errors of the data in each test area were combined, as shown in

Table 4.7 and Figure 4.12.

. RMS GPS quality position
Zone no. Points RMS (H)m (EN) m Remarks (ENH) m (3DLM Ltd.)
Zonel 34 0.0395 0.0286 From Al to A2 0.0400 to over 0.1000
Zone2 50 0.0346 0.0284 From A2 to A3 0.0800 to 0.0300
Zone3 50 0.0484 0.0412 From A2to TP 6 0.0400 to 0.0700
From TP 6 to
Zone4 16 0.0425 0.0415 NGBI1 0.0800 to 0.0400

Table 4-5: RMS error of vertical and horizontal position on ground surfaces.

Pts. RMSE GPS quality position
Zone no. RMS (EN) m Remarks
No. (H)m (ENH) m (3DLM Ltd.)
Zonel 34 0.0560  0.0420 From A1 to A2 0.0400 to over 0.1000
Zone2 54 0.0600  0.0574 From A2 to A3 0.0800 to 0.0300
Zone3 32 0.0692  0.0560 From A2 to TP 6 0.0400 to 0.0700
From TP 6 to
Zone4 13 0.0213  0.0335 0.0800 to 0.0400
NGB11

Table 4-6: RMS error of vertical and horizontal position on building facades.

The result of combining the RMS errors obtained from the points on the road surface
and the building corners in a horizontal and vertical position of the same area are

shown in Table 4.7 and Figure 4.12.

Zoneno. AE(m) AN(m) AH(m) RMSE (AE, AN, AH) m

Zonel 0.0243 0.0252 0.0477 0.0592
Zone2 0.0286 0.0317 0.0473 0.0637
Zone3 0.0353 0.0322 0.0588 0.0758
Zone4 0.0277 0.0249 0.0319 0.0490

Table 4-7: The combined RMS error of each zone from points on the ground surface and building
facades.
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Figure 4-12: Combined RMS error of the ground surface and building facade in each zone.

Results analysis

Tables 4.5 and 4.6, show that the vertical position on the ground surfaces can be
obtained with an accuracy of 3 to 5 cm. However, the accuracy of the vertical
position on the building facades is within 2 to 7 cm. Meanwhile, the accuracy of the
horizontal components on the ground surfaces and building facades is within 3 to 4
and 3 to 6 cm, respectively. The accuracy of each zone was comparable with or
better than the GPS accuracy position, except for zone 3, where the ground surfaces
and building facades positions showed less accuracy than was obtained using GPS.
This is due to the misidentification of the estimated coordinates of points in MLS

data compared to the Total Station (TS) measurements of those points.

Table 4.7 and Figure 4.12 show that combining the deviation errors of the horizontal
and vertical components of the ground surfaces and building facades in each zone
produces better results than when these are taken separately. Although the GPS
quality seems to be very similar in zones 2, 3 and 4, the results fluctuated. For
example, the best accuracy can be found in zone 4, 1, 2 and 3, in that order. This is
because the GPS quality increases in zone 4 and is degraded in the other zones. The
reason for obtaining the least accuracy in zones 2 and 3, which have the same GPS
quality as zone 4, is the distribution of points in those zones. The number of selected

points in zone 2 and 3 was greater than in the high GPS quality area.
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In general, the method used for assessing the quality of the MLS data is the
comparison of MLS data with ground control points. This approach is not accurate
enough to be used for horizontal accuracy, unless specifically-designed targets are
utilised (Habib and Van Rens, 2007). Because of that, the absolute accuracy of the
MLS point cloud depends on the accuracy of the navigation solution. If the accuracy
of the navigation solution is degraded in an urban area, the accuracy of the point

cloud will likewise be degraded, due to degradation of the trajectory.

4.3.1.1.2 GCPs with separate scan using nearest points

In this test, the AOI was divided into five small zones. These small zones were
represented by MLS blocks according to the GPS quality position, as obtained from
3DLM Ltd. (see Figure 4.13 and Table 4.8). The figure shows the vehicle trajectory
plotted according to the GPS position quality (see Appendix A) and the five test
areas. Table 4.8 shows the number of blocks used for this comparison. These point
clouds of MLS blocks were collected from independent passes in opposite directions.
Each pass was used for comparison with the TS (E, N) value along with the height

value, in order to evaluate the accuracy of MLS in different GPS coverage.

e

T\
al

Test are
Test area 2
Test area 3

Test area 4

Test area 5

Figure 4-13: Trajectory of vehicle overlain with blocks boundary of the MLS point data.
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Test Block no. GCPs used GPS position quality (ENH) m  No. of runs
1 (67,69,74 and 76) 18 0.03 2 (LR)

2 45 10 0.04 to 0.07 3 (LR)

3 55 9 Over 0.1 7 (3L, 4R)
4 36 6 0.03 2LR

5 51 15 0.08 8 (4L. 4R)

Table 4-8: Block numbers and the number of GCPs used for comparison with the MLS data.

Result of comparisons of single scan points with GCPs

The results for the horizontal and vertical position of the selected points on the
ground surface and building fagades obtained from two scans in opposite directions

are as follows.

1. The RMS differences and standard deviation of the horizontal position for
each scan separately compared with the known GCPs are shown in Table 4.9.
2. The RMS differences and standard deviation of the vertical position for each

scan separately compared with the known GCPs are shown in Table 4.10.

Block RMS RMS RMS Std Dev Std Dev Std Dev GPS Position
no. (AE) (m) (AN) (m) (AE,AN) (AE)(m) (AN)(m) (AE,AN) quality (m)
Pass Scan point from left pass

(67,69) 0.0222 0.0162 0.0274  0.0159 0.0167 0.0226 0.0300

45 0.0256 0.0276 0.0376  0.0180 0.0174 0.0250 0.040 to 0.070
55 0.0294 0.0196 0.0353 0.0221 0.0224 0.0315 Over 0.1000
36 0.0143 0.0186 0.0235 0.0141 0.0132 0.0193 0.0300

51 0.0291 0.0345 0.0452  0.0256 0.0227 0.0342 0.0800

Pass scan point from right pass

(67,69) 0.0184 0.0197 0.0269  0.0147 0.0199 0.0247 0.0300

45 0.0281 0.0219 0.0356  0.0210 0.0219 0.0303 0.040 to 0.070
55 0.0267 0.0348 0.0439  0.0253 0.0271 0.0371 Over 0.1000
36 0.0263 0.0209 0.0336  0.0286 0.0181 0.0338 0.0300

51 0.0407 0.0225 0.0465 0.0267 0.0225 0.0349 0.0800

Table 4-9: RMS errors and standard deviation of horizontal position for each block of the point cloud

compared with the known control points.
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Scan points of the left pass
GPS position quality (m)

Blockno.  RMSE (H) (m) Std Dev (H)

(3DLM Ltd.)
(m)

d((67,69) 0.0359 0.0067 0.0300
45 0.192/0.0358 0.0070 0.040 to 0.070
55 0.0541 0.0019 Over 0.100
36 0.0332 0.0010 0.0300
51%* X X 0.0800
Block no. Scan points of the right pass GPS position quality (m)
(67,69) 0.0392 0.0079 0.0300
45 0.184/0.0342 0.0128 0.040 to 0.070
55 0.0618 0.0116 Over 0.100
36 0.0309 0.0085 0.0300
S51%* X X 0.0800

Table 4-10 RMS errors and standard deviation of vertical position on the road surfaces for each block
of the point cloud compared with known GCPs. Top: left passes. Bottom: right passes.

*The block 51 measurement was taken on the building facade; therefore, the height value acquired via
the digital level is not available for comparing the height in the building facade.

Table 4.9 shows that the absolute accuracy that can be achieved from MLS data in
the horizontal position is within 2-4 cm in each pass, and the standard deviation of
the data is within 1-3 cm. The quality of the MLS point of the first pass was slightly
better than the second one. This is because of the difficulty in accurately measuring
natural point features in the point cloud. In addition, the geometry of satellites and
the topology of the road also influence the horizontal position. Habib and Van Rens
(2007) stated that this method is not accurate enough for verification of horizontal
accuracy without the use of specifically-designed targets. Therefore, the absolute
accuracy of the vertical position as shown in Table 4.10 fluctuated in both passes,
and a large error on block 45 of 0.192 and 0.184 m in each scan respectively can be
detected. After removing some unreliable points from the points of block 45, the
resulting data was better; the RMSE was 0.036 m and 0.034 m for the first and
second scan respectively and this is comparable with the accuracy of the other blocks

in that area, except for block 55, which dominated due to the GPS position quality.
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This method is unreliable for assessing the quality of the point cloud in any

environments.

The planimetric and height RMSE between two scans for each block can also be
estimated from the above tables. The results show that there are discrepancies
between the two passes, as shown in Table 4.11, which vary according to the GPS

position quality.

Blocks  RMSE (AE,AN)  RMSE (H) (m)

(67,69) 0.0052 0.0033
45 0.0062 0.0016
55 0.0154 0.0077
36 0.0122 0.0023
51 0.0170 e

Table 4-11: RMSE of planimetric and height between two passes for each block.

4.3.1.1.3 General discussion

In order to provide a number of known points along the study area, TS and digital
level reference data was collected for corresponding points in the laser scanning data.
Data for other control points was tested in five small MLS blocks in the study area.

Although the white line road markings can be clearly seen in the scan data due to
their highly reflective design, these control points still had to be manually determined
with three points distributed across the width of the marking. This should include an
assessment of the beam width uncertainty value, which at 10 m, is based on a beam

diameter of around 7 mm (Lichti et al., 2005).

Logistical limitations did not allow testing to take place. Barber et al. (2008)
suggested that routine implementation of such systems in the future will need an
appropriate automated quality control method to ensure that the captured data meets
the requirements for the work. This will be achieved by introducing a new target
design located in the test area. The designed targets are discussed in Chapter 5.

The delivered point cloud data has been provided as a commercial product, which

requires a general group of software tools for processing and verification. The main
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commercial software package used in this test is Pointools for measuring points in
MLS data, while TerraScan is used for classifying point cloud data and splitting

scans into individual driving passes.

As mentioned, some areas (zones) or blocks were better than others in terms of
accuracy. For example, the scan data in zone 2 through the urban canyons had a
higher RMS error, while in the open areas it had many fewer RMS errors on the
control point. While an analysis of the MLS blocks from repeated passes in the test
area of the five blocks was highlighted in Figure 4.13, a lower standard deviation
was found in the comparison of horizontal and vertical positions with other blocks
(see Tables 4.9 and 4.10), and the RMS errors determined for the vertical position for
those blocks were between 0.002 m and 0.007 m. However, the same blocks of point
cloud data for a known control point in the vertical position used in block 45 in Table
4.10 had relatively high RMS errors, between 0.192 m for the first pass and 0.184 m

for the second pass.

The GPS quality in that area was 0.08 m, after removing some unreliable points from
the data for that block. The resulting data was better; the RMSE was 0.036 m and
0.034 m for the first and second pass respectively, which is comparable with the
accuracy of the other blocks in that area, except for block 55, where the error were

significant, due to the GPS position quality (see Table 4.10).

4.3.1.2  Surface to surface comparison using TIN approach

The analysis of the 3D data of an object (3D surface-to-surface comparison) depends
on multiple scans, or at least the same object appearing in two scans. For the 3D data
comparison analysis, the software package Geomagic studio version 10.0 was used,
which allowed the processing of the 3D point cloud, the generation of a triangulated
surface (polygonal model), and plane representation of the object surface. To create
the surface, several steps are needed, through the clean-up of a point object and its

conversion to a polygon object.

The first step is to remove any point clusters that are disconnected (far away) from
the main body of the point cloud. The next step is to remove outliers that are not part

of the main cloud, usually caused by reflections (Geomagic, 2007). A lower value
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limits selection to the farthest points, while a higher value includes a wider range of
outliers. Then, the final step “wraps the model": surface wrapping is done for both
parts of the two scans separately with a medium level noise reduction option. The
process of comparing the surfaces of the road and building facade are explained in

the following trials.

A. 3D surface comparison method using road surfaces

After a surface is created from each of the two scans acquired during continuous runs
in opposite driving directions (see Figures 4.14 and 4.15), analysis of the 3D
comparison will produce a 3D colour-coded mapping of the differences between the
objects (Figure 4.16). If a portion of the test object has insufficient data for a valid
comparison with the reference object, that portion of the results object will be grey
(Geomagic, 2007). The 3D comparison of the different elevation models was also
done with Geomagic Studio. This software has the ability to perform a 3D
comparison between points-to-surface or surface-to-surface models using the TIN

approach, as discussed below in the following tests.

The same five small areas used in section 4.2.1.1.2 (blocks 67, 45, 55, 36, 51) were
also chosen for this test. The block numbers, point cloud for each scan, and triangle

meshes for each surface are shown in Table 4.12.

Test scans Object’s Triangle meshes GPS quality
area. Point cloud creating surface (ENH) m
Block  Pass 1 (scan. 4) 476 531 435 464 0.03
67 Pass 2 (scan. 5) 463219 409 886 .
Block  Pass 1 (scan. 4) 620 689 450 569

0.04 to 0.07
45 Pass 2 (scan. 12) 376559 405 581
Block Pass 1 (scan. 11) 770 130 646 786

Over 0.10
55 Pass 2 (scan. 12) 771 794 635729
Block  Pass 1 (scan. 4) 705 347 474 418 0.03
36 Pass 2 (scan. 12) 392 156 424069 .
Block  Pass 1 (scan. 4) 133172 205 853

0.07 to 0.09
51 Pass 2 (scan. 12) 227 812 328 182

Table 4-12: Information on the selected blocks from the AOI.
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CHAPTER 4.

Result and discussion
Block 67: A part of the road surface was taken from two drives passes in opposite

direction from the point cloud, denoted as pass 1 and pass 2.

-
1

Point to polveon

[

it

g
o T

i
i ! =
Low-reflectance object due

to wet surface

[

N

(®)

(a)
Figure 4-14: (a) Point cloud 1 of a part of the road surface (pass 1); (b) TIN created of a selected

surface in pass 1 using Geomagic Studio software v.10 — Block 67.

Point to polvgon

Low-reflectance object
due to wet surface
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Figure 4-15: ((c) Point cloud 2 of the same part of the road surface (pass 2- Block 67); (d) TIN created
of a selected surface in pass 2 using Geomagic Studio software v.10-Block 67.
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Figure 4-16: Result of deploying “3D surface compare” between two surfaces: object in Pass1 as a

reference and pass 2 as a test surface.

The same procedure was performed on the road surfaces of blocks 55, 45, and 36, as
depicted in Appendix GI1. The statistical result of the 3D comparison for all the
selected blocks is indicated in Table 4.13.

Block Max. Max. Average distance
no. deviation deviations Positive ; negative STDEV.
(m) (m)- accepted Deviation deviations (m) (m)

67 +0.3288 +0.0164 -0.0010 +0.002; -0.002 0.0030
45 +0.1730 +0.0086 -0.0010 +0.003; -0.002 0.0050
55 +0.1110 +0.0556 -0.0000 +0.003; -0.003 0.0040
36 +0.1240 +0.0062 -0.0010 +0.003; -0.002 0.0040
51 +0.4460 +0.0760 -0.0130 +0.013; -0.029 0.0310

Table 4-13; Statistical results of the 3D deviation of the two surfaces: one surface as a reference and
the other as a test surface for all selected blocks.

Figure 4.16 shows the result of the deviation spectrum of “3D surface compare” in

Geomagic software. A deviation spectrum is the distribution of colours to ranges of
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surface deviation. The following parameters affect this form of spectrum on a one-

time basis:

» Colour Segments specifies the number of deviation distances reported by
this spectrum, each represented by a different colour.

» Max. and Min. Critical specifies the highest and lowest positive and
negative differences reported by this spectrum, which in this test was + 0.353
m.

» Max. and Min. Nominal specifies the highest and lowest positive and
negative differences that are considered acceptable, or the region shown in

green, which is £ 0.018 m.

In Geomagic Studio, the green colour appears when the comparison is performed.
Blue indicates that the surface is directed towards the observer while yellow appears
when in the wrong direction. This wrong direction can be resolved by using the flip

option available in the “polygon” command.

The results in Table 4.13 present the following parameters:

» Maximum Distance set indicates the greatest differences (positive and
negative) that are found anywhere in the comparison between the test and ref-
erence surfaces respectively (Geomagic, 2007).

= Average Distance set indicates the average difference (positive and negative)
that is found anywhere in the comparison between two surfaces.

= Standard deviation (std Dev.): The std Dev of all differences see Table 4.13,

column 6.

In Figures 4.14 and 4.15 (right) there were some gaps in the data due to wet surfaces
and the low reflectance of objects. Figure 4.14 b was compared with Figure 4.15 d.
For quality assessment of the surface model, a reference surface is often interpolated
in the test surface to be checked (Akca, 2010). Evaluation is performed based on the
height differences. This method is sub-optimal since in Figure 4.14 b surface
discontinuities and surface modelling errors may lead to large height differences
although the measurements are correct (Poli et al., 2004). For example, in Figure
4.16, if the frames of reference of the two surfaces differ, then again great differences

occur, especially at discontinuities, although the height may be acceptable. In
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Geomagic Studio (version 10.0), 3D analysis comparison between two surfaces was
used based on ICP (Besl and McKay, 1992) to determine the 3D deviation of the

two scans obtained from different runs of the same area.

Table 4.13 shows the statistical results of the “3D surface compare”, where the
nominal maximum deviation, average height and standard deviation of the spatial
distance between the reference and test surfaces, after performing the 3D analysis,
were computed as a range between £0.017 m, -0.001 m and 0.009 m, respectively for
block 67 (see Figure 4.16). The nominal deviation, as depicted in the result of the 3D
surface analysis, degraded along the kerb by up to £0.074 m (see the histogram at the
top of Figure 4.16). The lowest deviation can be seen in blocks 36 and 45, where the
nominal max deviations are 0.0062 m, 0.0086 m, respectively. The greatest deviation
can be found in block 55, where the nominal max. deviation is 0.056 m. This could
be because of the effect of the different satellite geometry on the first and second
runs, creating different multipath environments. Calibration errors and measurement

errors may also be behind this effect.

The nominal maximum deviation for the E, N, and H components in block 67, for
example, was found to be 0.0083 / 0.0088 / 0.013 m, respectively. These are the
maximum differences of the height deviation between the two surfaces after
removing planimetric components. In planimetric form, this bias is because of the
different orientation of the two driving passes, and it is only significant in the N

direction.

In height, bias is possible, for the same reason as mentioned above. The differences
are higher at surface discontinuities in kerbs up to £0.074 m as depicted in yellow
and blue spots along the kerb in Figure 4.16. This is possibly due to modelling errors
(see also Appendix G, Figure G1). The surface comparison data shows a rise in the
hump. The possible explanation is the change of fitting from the use of
inappropriately calibrated data. The achieved maximum deviation of height
differences was 0.056 m, and this discrepancy increases usually at the edge of the
object (see Figure 4.16). It should be noted that this data needs to be improved. This
will enable a new calibration procedure to be considered, in order to significantly

reduce the maximum deviation to less than 0.01m anywhere in the MLS data.

Farsat Heeto Abdulrahman 100



CHAPTER 4. TEST PLANNING AND AN UNDERSTANDING OF THE QUALITY ISSUES

B. For the building facade

In the same way, the test was applied on part of the building facade in block 51 (see
Table 4.12). As shown in Figure 4.17, the highlighted point cloud of the facade was
tested.

M U

Figure 4-17: Point cloud of part of the facade of the building acquired from two passes.

After applying the same technique of TIN in Geomagic software on the two surfaces,
the result obtained was inaccurate. This could be because there was insufficient data
for a valid comparison with the reference object. This portion of the result object was

indicated in grey. The result of the comparison is shown in Figure 4.18.
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Figure 4-18: The result of 3D deviation between two TIN surfaces: pass 1 as a reference and pass 2

as a test surface-Block 51.
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Figure 4.18 shows that only 49% of the points were far away from the model used in
the computation. This means that 51% of the points were accepted; alternatively, the
geometric plane features for the building facade was used instead of TIN, as

explained in the next section.

Results of comparing planes on the building facade

In the previous test, the analysis of the “3D surface compare” method on the road
surfaces was performed at four different places along the laser scanner trajectory
with the aim of determining the value of tilt error between the surfaces. The road
surfaces were represented by a TIN (Triangles Irregular Network), which is perfect
for representing matching smooth surfaces. The TIN approach was also applied to
the building facade, but poor results were obtained from the 3D surface analysis (see
Figure 4.18). Therefore, the building facade is represented by geometric planes.
There are two methods for fitting geometric planes, namely a best-fit algorithm and a
mathematical model (parameters). The first method allows the software to fit a new
3D feature to the existing structure, while the latter requires a mathematical
description. This involves a group containing the relevant parameters for user input.

The first method was used for this work on the road surfaces and building facades.

In this test, the same part of the building facade as shown in Figure 4.17 was tested.
A geometric plane for each fagade was created (see Figure 4.19) and then an analysis
was performed on the planes following the same approach as when using “3D
surface compare”. The same approach was applied on the other three blocks (46, 49
and 57), as depicted in blue (see Figure 4.13). The statistical results are shown in
Table 4.14 and the graphical representations of blocks 46, 49 and 57 are shown in
Appendix G-G2.
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Point to plane

=

Figure 4-19: Point cloud data from two driving passes -Block 51 (a and c): point cloud 1 and 2 of pass

1and pass 2 respectively; (b and d): creating a plane for pass 1and pass 2 respectively.

Block Max. Max. distance : Average Positive; Std. (o) of

o, deviation- positive; négative distance negative all deviation
accepted  déviations (m) deviations (m)  deviations (m) points (m)

51 +0.0529 +0.0320; - 0.1060 -0.0120 +0.0050; -0.0150 0.0110

46 +0.0760 +0.3820; - 0.2300 +0.0760 +0.1510; -0.0790 0.1340

49 +0.0050 +0.0970 ; - 0.0990 +0.0270 +0.0120; -0.0320 0.0240

57 +0.0022 +0.0370 ; - 0.0440 -0.0400 +0.0800; -0.0120 0.0120

Table 4-14: Statistical results of the 3D deviation of the two planes: one plane as a reference and the

other as a test plane of the entire selected block on the building fagade.
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Figure 4-20: The result of 3D deviation between two planes of the building facade: plan1 passias a

reference and plan 2 pass 2 as a test surface of block 51.
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Figure 4.20 illustrates that the statistical results obtained from comparing the planes
of the building facade is better than previously, as the maximum deviation of all
corresponding points is 0.032 m and the maximum deviation obtained from the TIN

surfaces was 0.44 m.

On the other hand, the difference in the coloured regions of acceptance (e.g. green),
depicted on the colour bar shows that a few points were found not to be very good,
with the deviation spanning from 0.005 m (green) to 0.032 m (cyan). This is due to
calibration errors and measurement errors of the MLS system. These errors are based
on random and systematic errors in the system measurement and parameters. Habib
and Van Rens (2007) stated that the value of the random error depends on the
precision of the system measurement and parameters, which contain position and
orientation measurements from GPS/IMU, mirror angle and ranges. On the other
hand, systematic errors are usually caused by biases in the bore-sight alignment
parameters relating to the system components, and biases in the system
measurements (e.g. mirror angle, ranges and drift in the position and orientation

information).

In Table 4.14, the highest 3D deviation can be seen in block 46, where the nominal
3D maximum deviation value is 0.076 m. Also, this block has the highest standard
deviation (0.134 m), because a few points were found not to be very good with the
deviation ranging from 0.076 m (green) to 0.382 m in the deviation spectrum. The
other two blocks (57 and 49) have the lowest standard deviation (0.012 m, 0.024 m)
and slightly different nominal 3D deviation values (0.002 and 0.005 m, respectively).
The possible reason for this is the effect of improper calibration parameters, and the
fluctuating GPS position quality, as previously mentioned (see also Figure G2 in

Appendix G).

The benefit from the geometric plane for the building facade was also used to solve
the problem of the difficulty in measuring the exact point on the building corner.
This is performed through the intersection of the fitted plane sides, as explained in

the fitting geometric tests below.

C. Fitting tests for determining systematic errors:
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1. Fitting the geometric plane on the building facade

In order to quantify the tilt error in the road surfaces and building facade, the planes
are created for both parts of the building, and the correct corner is measured as a
result of the intersection of the two planes, and then compared with the intersection
planes of the other point cloud of the same area. Thus, the horizontal and vertical
component error values between the two intersections are determined. Figure 4.21
describes the construction of planes from the point cloud of the building fagcade, and
then the conversion of these planes into CAD for the intersecting process and

measuring the exact points on the corners of the building.

The results of the measuring point for measuring the corner of the intersection of
both passes can be seen in Table 4.15. A graphical representation of the other blocks
(46 and 57) is shown in Appendix G, Figure G3.

Side plane

~

Front plane

zzzzz

Figure 4-21: Point cloud data from two driving passes of block 51: Upper left and right: two plane
surfaces (front and side) of point cloud 1 and point cloud 2 of the building fagade from
pass 1and pass 2 respectively; Lower left and right: the result of intersection of planes

using AutoCAD software.
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Blockno. AEm ANm A EN AHm GPS quality (ENH) m

51 0.0537 0.0509  0.0740  0.0056 0.070
46 0.0487 0.0341 0.0594  0.0109 0.050 to 0.030
57 0.0395 0.0544  0.0672  0.0295 0.070

Table 4-15: Planimetric and height errors in the measuring point on the building corner.

Table 4.15 shows that the planimetric and height effects are still significant after
solving the problem of misidentifying the point on the building corner. In addition,
the effect of horizontal position is greater than the vertical effect on the measured
points on the building corner. A possible explanation is the change in coordinating
measurements from the use of improperly calibrated data. Soininen (2010) illustrated
in field trials that the effect of heading is greater than roll and pitch on the building
facades and road surfaces. The effects of these parameters (HRP) are presented

graphically in section 4.4.

2. Experimental results of fitting plane on the road surfaces

Four trials were undertaken to demonstrate the capabilities of the process of
determining the planimetric error on road surfaces, and to identify the effect of tilt
error between two fitted surfaces. Each trial was carried out in different positions
from the AOI for blocks 55, 45, 36 and 67. Figure 4.22 shows the point clouds on the
road surface from two separate drives taken in opposite directions. The plane for
each surface was created, and the ICP approach was applied to fit the planes

together.

In order to detect the value of the tilt errors, the two fitted planes were converted into
AutoCAD, to identify and measure the effect. The absolute accuracy of the
horizontal and vertical components was measured from four well-defined points in
the overlap of the two scans, e.g. shown by dots in the specified area of Figure 4.22.
These points were compared after fitting the two planes with their actual values
obtained from TS. The result of the 3D deviation of the two planes and the accuracy
of the model after fitting of the horizontal and height components, along with the
value of the tilt error on the road surfaces, are illustrated in Table 4.16. This tilt error

value is clearly shown between two rubber speed humps in Figure 4.23.
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Block 55 planimetric impacts on the road surfaces.

The planimetric and height deviation between two planes of MLS block 55 of part of
the road from two passes was tested as shown in Figure 4.22. In addition, four well-
defined points were measured at the edge of each plane and the humps to assess the
quality of data and to determine good initial parameters for applying the ICP

approach.

0.45m

6.0m

A
0.45m )

Then fit the two planes and convert to

Creatéplaties for specified AutoCAD to identify and measure the

and humps effect

Figure 4-22: The planimetric and height deviation between two planes of block 55: (a) point
cloud 1 of part of the road; (b) point cloud 2 of the same part; the top right figure
indicates four well defined points measured at the edge of the plane and

humps; (c) the planimetric and height deviation of the two planes obtained.

LA
Q Rubber speed Hump of Point cloud1

Rubber speed Hump of Point cloud2

Tilt error

Deviation

Figure 4-23: Profile visualising the effect of tilt between two surfaces on the road (not to scale).
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In the same way, the planimetric and height effects were measured in blocks 45, 36

and 67 on the road surfaces, and the results are shown in Table 4.16.

Block Average Average (Average Average Tilterror GPS position

no (AE)m) (AN)(m) AEN)m) AH(m) (m) quality (ENH) m
36 0.0216 0.0217 0.0306 0.0063 1.50° 0.0300

67 0.0648 0.0215 0.0683 0.0256 0.65° 0.0400 to 0.0700 m
55 0.1252 0.1090 0.166 0.1340 2.00° Over 0.1000 m

45 0.0679 0.0215 0.07122  0.0070 0.95° 0.0800 cm

Table 4-16: The effect of planimetric and height deviations on the road surfaces compared with TS

data, as well as tilt error between the two surfaces.

Table 4.16 shows that a clear systematic error existed between the two surfaces of
the selected blocks. These errors arise from improper calibration of data,
measurement errors and navigation error. The planimetric and height deviation
between the two scans of the same area and the impact of the tilt error between two
surfaces were measured in AutoCAD for each block. This effect varied depending on
the slope distance of the road surface, and also calibration between the laser scanner
and IMU; when the vehicle moves from the first run and turns back 180° to collect
data for the second run, the three axes (HRP) will then change and affect the results.
This effect is presented graphically in Figure 4.28. Further evaluation of the quality
of data was performed with an additional source of data using TLS. This assessment

is introduced in the next section.

4.3.1.3 Additional source of data using TLS

In this section, another source of data was provided for assessing the quality of MLS
data in urban areas. The MLS data were collected in 2009. The operating range of the
MLS varied between 20 and 70 m depending on visibility. The system parameters
used in the data collection from the Jubilee Campus are summarised in Table 4.17

(3DLM Ltd.).

MLS usually measures objects from a vehicle moving at a steady speed, providing a
3D point cloud with point spacing depending on the range between the point and the

scanner. In this survey, the speed and orientation of the vehicle changed according to
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the road network in the Jubilee Campus, giving different point densities. As an
example, in narrow streets the vehicle moved slowly, leading to increased point
density; when turning fast, the density decreased considerably, as shown in Figure

3.20 (chapter 3).

MLS StreetMapper Specification
Scanner 2009: Riegl VQ-250
Effect. point measurement rate 50 to 300 kHz
Max. measuring range 500 m @ p>= 80% and 50 kHz:

75 m @ p>=10% and 300 kHz
Scanning frequency 100 line/sec
Sensor position from 135° from forward and -40° pitch from horizontal
horizontal level level
Navigation system Novatel oem v3 IGI imu iid 256hz
TLS
Scanner Faro Focus™” 120
Point measurement rate Max. to 976000 pts/second; typical
Point density 1/4 equivalentto (6 x 6) mm @ 10 m

Table 4-17: The Specification of MLS (source: 3DLM Ltd,) and TLS.

Faro Focus®> 120 TLS provides reference data for verification of the MLS. This data
was acquired with a high resolution setting of (6.0x6.0) sq. mm at 10.0 m range. The

scanner was positioned at known points, as described in section 4.2.5.

Data processing and results

The workflow of data processing for accuracy assessment of the MLS data is shown
in Figure 4.24. The profile laser data is transformed into three dimensions during the
geo-referencing phase procedure of the mobile laser points with the appropriate time
stamp. This is merged with the trajectory information on the scanner’s position and
attitude. This procedure was performed by 3DLM Ltd. The point cloud was geo-
referenced using targets (see the section on registration and geo-referencing in

chapter 3) with geo-referencing in three dimensions, in the UK national grid system.
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MLS
First run
N Geo-referenced by
Second run 3DLM Ltd. ] Ground point
i — classification
Filtering i
TLS data 1 Elevation models Accuracy
Geo-referencing TIN approach —»| assessment

Figure 4-24: Workflow for point cloud data.

The point cloud data was filtered using Faro SCENE software. This is because with
the phase-based TLS system technique the number of false points is higher than the
pulse-based MLS system. The filtering was performed by removing points which had
intensity values less than a defined threshold. This removed points from the air
(normally dark) as well as some real hits from the target far from the scanner or with

low reflectivity.

The ground point classification was performed in TerraScan (Soininen, 2010). The
digital elevation model was formed from the classified ground points using both
triangular irregular network (TIN) (Axelsson, 2000) and regular grid approaches
(Vaaja et al., 2011). On the road surface, the ground point density was much higher
than the building facade, where the dense low vegetation reduced the number of hits.
Therefore, only the ground surface was investigated in this test, and with only the

TIN approach.

The accuracy of the MLS was assessed by comparing the DEMs created from the
laser point cloud of MLS data from two blocks (67, 55) with the reference points
collected with stationary TLS measurements of the same blocks (see Table 4.18).
These two blocks were chosen so as to investigate the accuracy under varying GPS
qualities.

To validate the data, the selected reference areas were supported with several GCPs.
The areas were close so as to provide a range of approximately 6-10 m between the

vehicle trajectory and objects. The control points were used as a reference for
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checking the quality of the surface model. The streets were selected to check how

well the road surface could be mapped in urban areas.

The selected areas are shown in Figure 4.25. The quality parameter was calculated
using elevations computed from MLS (H ys) and reference (H 11s). TLS data served
as the reference data.

RMSEjy = [(Sum (Hurs — HTLS) /1 1% oo (4.2.13.1)

Also, the systematic errors include the average deviation (bias) between the MLS and
DEM of the reference in two selected areas, as shown in Table 4.18.

Results and analysis

Table 4.18 summarises the accuracy of the DEMs of the TLS as a reference
compared with digital elevation models of MLS data. In point cloud 1 the best
accuracies were obtained from areas 1, 2, 3 and 4, with RMSE ranging from 3.4 to

6.2 cm.

Target Points Points Size MLS Point cloud 1/ MLS point cloud 2/

Pass1 Pass2 (m) Pass 1 Pass 2

RMSE Bias RMSE Bias
Block67 476 531 463 219 0.0680  -0.0350 0.0366 -0.0470
Areal 50056 50386 6x5 0.0345 -0.0309 0.0490 -0.0480
Area2 33736 34551 6x5 0.0444  0.0431 0.0391 0.0382
Area3 18991 19114 3.5x7 0.0622 0.0593 0.0520 0.0346
Aeread 83401 86926 3.5x6  0.0512 0.0485 0.0486 0.0476
Block55 770130 771 794 0.1686  -0.0831 0.1486 0.0820
Areal 25639 22364 6x3 0.0882 0.0751 0.1068 0.1028
Area2 23615 21456 6x3 0.1243 0.1223 0.0911 0.0884
Area3 24854 26266 2.5x6  0.0586  -0.0489 0.0864  -0.076

Table 4-18: DEM model accuracy obtained from laser data.

In MLS point cloud 2, block 67, the best accuracy was obtained for areas having an
RMSE between 3.9 and 5.2 cm and a deviation (bias) of -4.8 to 4.8 cm. With point
cloud 1, the corresponding errors for the areas were 3.4 to 6.2 cm and -3.1 to 5.9 cm.
In block 67, the RMSE obtained was 6.8, 3.7 cm with a deviation of -3.5, 4.7 cm in

point cloud 1 and point cloud 2 respectively.
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The situation is different in block 55, with point cloud 1; the corresponding errors for
the areas were 5.8 to 12.4 cm and -4.8 to 12.2 cm. However, in the second pass
(point cloud 2), the accuracy obtained was between 8.6 and 10.7 cm and a deviation
of -7.6 to 10.3 cm. For block 55, the RMSE obtained was 16.9 and 14.7 cm with a

deviation of -8.3 and 8.2 cm in point cloud 1 and point cloud 2 respectively.

The above results show that the trajectory of the laser points in pass 1 was less
accurate than pass 2, from comparison of each pass with the TLS data. The findings
also showed that a clear systematic error existed in the MLS dataset. The error was
derived from the computation of the GPS/IMU data of those blocks (67 and 55).
After correcting the systematic error for each area separately (see equation
4.2.1.1.3.2), the RMSE was about 1 cm for the areas selected in block 67 and about 1
to 4 cm for block 55 in the first run. The corresponding figures for the pass 2 data
were mostly below lem in block 67 and about 2 to 4 ¢cm in block 55. Table 4.19

represents the surface model accuracies obtained after correction.

Correction = VRMSE? — BiaS2......cocooooveeeeeeeeeeeeeeeeereeeseee s (4.2.1.13.2)

Targets First pass / (RMSE) m Second pass / (RMSE) m

Block 67 0.0583 0.0315
Area 1 0.0153 0.0098
Area 2 0.0109 0.0084
Area 3 0.0187 0.0388
Area 4 0.0163 0.0096
Block 55 0.14.76 0.1239
Area 1 0.0461 0.0300
Area 2 0.0190 0.0220
Area 3 0.0322 0.0411

Table 4-19: MLS DEMs accuracy for areas selected (of block 67 and 55) after correction of the
systematic error.

To validate the data used from small areas (A1.A2, A3 and A4) of block 67 and (A1,

A2, A3) block 55, the Cyclone software was used for fitting points of each area to

the plane. The standard deviation results of each fitted surface area are shown in

Table 4.20. Also, the “3D surface compare” approach based on TIN through

Geomagic software was used between two point clouds of each selected area. The

overall standard deviation between surfaces that resulted from “3D surface compare”
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analysis is shown in Table 4.20, columns 4 and 8 for the two blocks respectively. A

graphical representation of the 3D surface analysis of each area can be seen in

Appendix F.
Block Std Dev  ¢P2 cP1, P2 Block Std Dev  oP2 cP1, P2
67 oP1(m) (m) (m) 55 oP1(m) (m) (m)

Areal 0.0032 0.0034 0.0040 Areal  0.0046 0.0044  0.0050
Area2 0.0029 0.0029 0.0010 Area2 0.0043 0.0041  0.0020
Area3 0.0020 0.0034 0.0090 Area3 0.0034 0.0044  0.0100
Area4 0.0031 0.0033 0.0240

Table 4-20: Standard deviation of each area using Cyclone software, and overall standard deviation

resulting from “3D surface compare” analysis.

Block 67 " Block 55
':HT{._ T-"' T

Figure 4-25: Point cloud of blocks 67 and 55. The marked area was selected for assessing the

accuracy of the data on the road.

MLS data- Block 55

Figure 4-26: TLS obtained (left) with the marked areas indicated with red dots and MLS obtained (right)

with trajectories overlain.
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4.4 Evaluating calibration parameters

4.4.1 Methods for data calibration

After combining the position and orientation data, the resulting dataset is a collection
of point clouds from different runs, covering the object surface several times. When
analysing MLS data, misalignments between the IMU and the laser scanner will be

shown.

In this section, Terrascan / TerraMatch was used to check the MLS calibration data.
This method determines the misalignment angles (A®, A¢, Ak). Then, these

parameters will be used for correcting the laser points.

The parameters provided by 3DLM Ltd. were used as initial values for determining
the corrections to apply for the laser data of the selected areas, and the procedure
continued until the convergence was achieved. Figure 4.27 shows the two workflows
of the calibration procedure: match and tie line principles used with the TerraMatch

algorithm (Rosell Polo et al., 2009).

For each iteration Blockl For each iteration

Block1 l

’ Read laser data H Create observation ‘ > ’ Observation Tie line ‘

’ Read laser data H Create observation ‘

Block2 1

No converged

Result iterations
Result iterations

Converged
’ Read laser data H Create observation ‘ g
Final Result Final Result

Block2 l

’ Read laser data H Create observation ‘

’ Read laser data ’—’( Create observation ‘

Block n

Block n

Y.

’ Read laser data H Create observation ‘

Figure 4-27: Find match and tie line principles (source: (Rosell Polo et al., 2009)).

The differences between match and tie line can be summarised as follows (Rosell

Polo et al., 2009):

Find match Find tie lines
1- Surface-to-surface matching Feature-to-feature matching
2- Only one type of observation Several types of observation

Farsat Heeto Abdulrahman 114



CHAPTER 4. TEST PLANNING AND AN UNDERSTANDING OF THE QUALITY ISSUES

3- More time-consuming adjustments Less time-consuming adjustment
4- New (better) observations for each iteration ~ Old observation for each iteration

5- No manual observation Manual observation possible

Alternative calibration, developed by Rieger et al. (2010b), relies on matching planar
surfaces located in the three-dimensional point clouds. The process of identifying
corresponding surfaces in overlapping scans and calculation of the misalignment
values of the MLS system is similar to the procedures already known as “bore sight
alignment” and “scan data adjustment” from airborne laser scanning (Skaloud and
Lichti, 2006); (Morin, 2002), and MLS in the static position (Talaya et al., 2004),
and in the laboratory (Graefe, 2007b), as described in section 2.2.1.

Rieger et al. (2010b) used determination of the relationship between corresponding
planar surfaces using RiPROCES Riegl software to solve the problem of

misalignment parameters.

di = (py—pi)ni; db=(ps—pi)ns :0

n ditdh,
Lo (52
- - e (43.1.1)

o : mean square residual distance of all corresponding planar surfaces.
dl1, d2 : residual distance of corresponding planar surfaces.
nl, n2 : normal vectors.

pl, p2: location of plane and its centre of gravity.

4.4.2 Benefits of performing calibration

As mentioned previously, the quality of the point cloud derived from an MLS system
is based on random and systematic errors in the system measurement and parameters.
Systematic errors are usually caused by sensor misalignment parameters relating to
the system components and the method of measurement (Habib and Van Rens,
2007). The determination of these parameters can then enable them to be used in
calculating ground laser point coordinates (Barber et al., 2008; Habib and Van Rens,
2007; Talaya et al., 2004). These parameters must be checked in any project
involving MLS.
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In general, the effects of the three angles of heading, roll and pitch (HRP) are visible
at longer distances from the mobile scanner, as shown in Figure 4.28. The heading
error was also visible in point features (e.g. columns and building corners) along the
road (see Figure 4.28 (1)). The effects of roll and pitch errors are visible as elevation
differences on the ground and as leaning building walls. These effects are shown in
Figure 4.28 (2 and 3). The roll effect is visible on the wall along the road (Figure
4.29 (3)). The pitch effect is visible on the wall across the road (Figure 4.29 (4))
(TerraSolid., 2009).

Building ﬁ : ﬁ Tilt error
Heading effect H
wall /I cading effec I I HRPeffect /]
A I A
E— ; — 1
ﬂ h Section view
Top view
a |
_ ﬁ Bulding Pitch effect _
Building i .
R wall P
wall Roll effect 3| : ‘ E

I X Section view % | !
I Section view f

m —

Figure 4-28 Mobile laser scanning of building facade and road surface from different driving and
scanning directions. Top left (1): the heading angle effect along the building. Top right (2):
effect of three angles (HRP) visible as elevation on the ground. Lower left (3): roll angle effect
along the building. Lower right (4): effect of pitch angle across the building (TerraSolid.,
2009).

4.4.3 Terra Match features
The main processing steps for the calibration dataset using TerraMatch features, as

described in section 2.2, are data preparation, matching of profile laser lines,

applying corrections and output of matching report.
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4.4.3.1 Practical Tests

Checking calibration is important to remedy the misalignment between the laser
scanner and IMU. Part of the laser results for block 55 was used to check the
delivered data from 3DLM Ltd. The rest of the selected areas were used for

correcting the effect of misalignment angles on the laser point data.

The calibration procedure was applied in the area of block 55 (Figure 4.25). The
procedure allows common tie lines on the ground and walls to be found from the
independent scans performed. The identification of these tie lines and calibration of
the misalignment angles is performed automatically. The previous H, R and P results,
which are 0.348, 0.044 and 0.299 respectively, were used as initial values. The final
corrections for the calibration project produced by 3DLM Ltd. are presented in Table
4.21.

Correction for (HRP)  [degrees] Correction for (HRP)  [degrees]
R shift +0.044 R shift -0.002
P shift +0.299 P shift +0.013
H shift +0.348 H shift +0.011

Table 4-21: Calibration result. Left: calibration 1 some days before survey at Jubilee Campus
produced by 3DLM Ltd. Right: calibration 2 (recalibrated) in area of a block 55 after

collecting data from Jubilee Campus, which is the correction for calibration 1.

From block 55, the laser data was filtered to get ground points. These ground points
have been modeled “key points” and, then, matched using TerraMatch software to
get misalignment between laser scanner and IMU. Figure 4.29 shows a profile of the

segment before recalibration and after the recalibration.
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Before re-calibration

After-re-calibration using previous

parameters as initial value

Figure 4-29: Profile of the ground surface before and after re-calibration of block 55 data

The effect of misalignment angles on the average 3D mismatch and the horizontal
and vertical components for blocks 67 and 55, before and after the correction applied
to the data in both areas are illustrated in Table 4.22 and Figures 4.30 and 4.31.

These results were automatically provided by the software.

Building
Test area Road surfaces Remarks
facade
Average EN Average H Average
Average 3D
mismatches mismatches wall lean
mismatch
(m) (m) (m)
0.0202 0.0188 0.0074 0.0485 Before correction
Block 67
0.0077 0.0056 0.0046 0.0174 After correction
0.0421 0.0401 0.0116 0.0452 Before correction
Block 55
0.0085 0.0057 0.0064 0.0085 After correction

Table 4-22: Results of mismatches before and after misalignment.
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Block 55

Figure 4-31: Profiles of ground surfaces of blocks 67 and 55 after applying correction.
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4.4.3.2 Using the survey control point for improving misalignment

angles

The main purpose of this test was to investigate the possibilities of reducing the HRP
effect between the laser scanner and the IMU for the area of interest. The same areas
were chosen from an open area (block 67) and a relatively urban canyon (block 55).
These blocks feature different styles of building and narrow streets, and were
scanned during two and seven passes respectively for block 67 and block 55. The
area was flat (see Figure 4.32), and most of it, especially in block 55, was covered

with trees in front of the buildings.

Figure 4-32: The two test areas. Left: Block 67. Right: Block 55. Black dots represent GCPs along the

road and building facades.

The TerraMatch software was again employed to improve the misaligned HRP
angles of the data collected using natural features and survey control points. Survey
control points had previously been measured to a high level of accuracy in the study
area at 10 m intervals starting from zone 1 and ending at zone 3, as described in

section 4.2.2.

This was to assess the calibration parameters in the two tests, after which the
corrections based on this optimal case were applied for the entire point cloud of the
selected areas. The results (Table 4.23) show that when using ground control points
with natural features, the HRP effect on the quality of the point cloud was improved.
The achievable accuracy of the laser data also improved, as shown in Table 4.23 and

Figure 4.33.
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Test GCPs | No. of runs | Line Deviation (m) Test area
area
EN H
Block 67 | 0 2 112 control line | 0.0192 0.0095 Auto
on the ground
85 control line | 0.0285 0.0122 Auto
on the building
Block 55 | 0 7 280 control line | 0.0451 0.0182 Auto
on the ground
126 control line | 0.0411 0.0175 Auto
on building
Block 67 | 5 2 112 control line | 0.0187 0.0091 Auto+Manual
on the ground
85 control line | 0.0122 0.0112 Auto+Manual
on the building
Block 55 |5 7 280 control line | 0.0208 0.0177 Auto+Manual
on the ground
126 control line | 0.0199 0.0163 Auto+Manual
on building
Block 67 | 7 2 112 control line | 0.0157 0.0086 Auto+Manual
on the ground
85 control line | 0.0110 0.0108 Auto+Manual
on the building
Block 55 | 7 7 280 control line | 0.0198 0.0167 Auto+Manual
on the ground
126 control line | 0.0189 0.0133 Auto+Manual
on building
Block 67 | 20 2 Ground surface | 0.0094 0.0054 Auto+Manual
Building facade | 0.0066 0.0073 Auto+Manual
Block 55 | 20 7 Ground surface | 0.0100 0.0096 Auto+Manual
Building facade | 0.0092 0.0091 Auto+Manual

Table 4-23: GCPs with natural features increasing the accuracy of calibration parameters.
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Figure 4-33: Experimental result of calibration using control points.

Figure 4.33 shows that as the number of GCPs increases, the accuracy of the data
collected gets better. The figure also illustrates that the result of the 3D deviation of
the ground surface was better than for the building fagades in both blocks, while the
same 3D deviation value (around 0.020 m) can be detected for the building facade
and ground surface of block 67 using 5 ground control points. A 3D deviation of
better than 1cm can be achieved with more than 20 GCPs, while with no GCPs the
accuracy is degraded, especially in the urban area. In block 55, the RMSE was
around 0.050 m on the building and up to 0.046 m on the ground surface (see Figure
4.33). In block 67, the accuracy was 0.030 and 0.022 on the ground surface and
building facade, respectively. This is because of the HRP effect (see Figure 4.28).

4.5 Limitations of the method used

The problems and limitations of the method used for evaluating laser data can be

summarised as follows:

Method of quality assessment:

1.  Nearest point

e Difficulty in measuring the point exactly in the corner of the feature of

interest.
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e The data assessment procedure was based on the skill of the human operator
in estimating the coordinates of points in both the MLS system and the Total
Station data.

e The point clouds supplied were produced by 3DLM Ltd.

e The system used was calibrated by the commercial operator, and within the

scope of the project, this cannot be considered.

2. Surface-to-surface comparison (ICP) approach

The disadvantages include the fundamental assumption of complete overlap of
identical shapes and being provided with the theoretical point taken from the surface

of the known geometry rather than measured (Besl and McKay, 1992).

3. Additional source of data TLS

e TLS as a reference source needs data to be collected from multiple
viewpoints to cover a large area for MLS assessment. This is time-consuming

and costly.

From the above limitations in the use of targets, it can be seen that there is great
potential for improving MLS data to overcome the difficulties observed, by using
natural features on the objects used for assessing the quality of the MLS results in

urban environments.

4.6 General discussion

The horizontal and vertical position accuracy was tested on the road surfaces and
building facades using survey control points along the study area and comparing the
results with MLS data. The result achieved for road surfaces was within 2-4 and 3-4
cm respectively, and for building facades 2-6 and 3-5 cm respectively (see section
4.3.1.1, Table 4.7). The 3D surface analysis method was used for quality assessment
of MLS data in selected blocks. The 3D deviation value obtained from TIN for block
67 was 0.018 m and changed along the kerb at £0.074. This was explained by
changes in the matching due to the use of inappropriately calibrated data. The

situation was the same for blocks 55 and 36, where the 3D deviation value was 0.006
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m and 0.009 m, but this value broke down to -0.058 m and 0.036, respectively, where
the surface was discontinuous (e.g., along the kerb) and the largest 3D deviation is
usually evident at the edge of the object (see Figure 4.16). In the case of the building
facade, for example, the maximum deviation value was 0.032 m and decreased to -
0.106 m at the edge of the building. The same situation occurred in the other blocks
(45, 49 and 57), where the deviation value of the building facade from block 45 was
continuously decreased by 0.10 m, while in blocks 49 and 57, it was decreased by
0.06 m and 0.05m, respectively (see Table 4.14). This is attributed to error in the
measurement and system calibration. It should be noted that further system
calibration of MLS is important to reduce the maximum deviation value to below

0.01 m anywhere in the MLS data.

On the other hand, additional sources of data such as TLS were analysed for the two
blocks (67 and 55) from the AOI to assess the quality of the data captured by MLS.
The mobile laser scanner data used in this work had proved to be useful when a close

viewpoint, dense point cloud, and high ranging accuracy were needed.

The positioning accuracy of the GPS/IMU system is the most critical part in the error
budget and thus ground reference data is needed. The accuracy of the MLS-based
surface model, or DEMs, especially on the ground surface, TLS was used for
reference data. The estimated precision of the reference method is, therefore, better
than lecm. The obvious reason for the better results achieved in the second runs
compared to the first runs from the two selected blocks (67 and 55) (see Table 4.18)

is that the scanner passed closer to the targets.

The accuracy assessment presented in section 4.3.1.3 takes into account the variation
of errors by classifying the ground points. Table 4.19 shows the variations of the
vertical error for the first run on a small area of block 67. It seems that the elevation
errors have a connection with the scanning angle and range. The surface error also
includes regular laser lines which are perpendicular to the direction of vehicle
trajectory. These errors may also be linked to the computation of the navigation data,
but future studies, dealing with spatial variation of MLS-based DEMs errors, are

clearly needed in open areas such as mapping topography.
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The calibration parameters for the misalignment angles (HRP) were tested from the
two areas, blocks 67 and 55, using natural features (control line) and known points.
The accuracy of parameters was improved with a significant number of known
points, and 3D deviation below lcm level was obtained (see Table 4.23 and Figure
4.33). This value is an approximate value and will not remain the same in the entire
area due to navigation error and the difficulty of matching a natural point in the point
cloud. This problem will be solved by designing new 3D targets to overcome the

limitation cited above.

4.7 The importance of designing targets for improving the

accuracy of MLS data

As mentioned in the previous sections, matching natural detail points from different
point clouds manually or automatically is not always possible. This is because it is
hard to measure exactly the same point in two scans or multi-scanning. Also, the
dependency on the intensity value to match these points may not give good results.
Therefore, using targets has great potential for performing the matching between any
point clouds. This is because, when using targets, there is no need to measure exactly
the same points where the centre of the targets can be determined from some
surrounding points. Moreover, as clearly stated from the previous works, there is a
significant issue with point identification, and there is a need, therefore, to design

new 3D targets.

The frequently adopted nearest point method and the idea of fitting a plane on the
building facade and road surfaces still do not fit exactly the same definable point or
feature. Targets will overcome many problems, namely: misidentification of
corresponding points in two or more scans, checking the quality assessment of the
data, geo-referencing and solving the problems of navigation errors when GPS is
unavailable in urban areas and providing a clearly, definable, unique point. Issues

related to designing targets will be described in the next chapter.
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4.8 Conclusion

In this chapter, a quality assessment of MLS data in urban areas has been discussed,
which covers objective 1 and 2 of this thesis. The methods used for the quality
assessment of MLS were considered from an initial survey over the AOI on Jubilee
Campus. The complete trajectory started from an open area (good for GPS visibility)
to an urban canyon, where the street width is reduced and the presence of tall
buildings creates obstacles for sky visibility. In these environments, the positioning
system relies only on the IMU sensor, which cannot provide a good trajectory for
long distances. Therefore, the good areas and bad areas were extracted from the AOI,
to evaluate the quality of results of MLS data for building facades and road surfaces
in different environments. The previous trials assessed the accuracy of MLS data by
measuring the point cloud in different ways. We also analysed the accuracy of MLS
for elevation using TLS as a reference. The RMSE of the elevation level is better
than 5 cm accuracy, as shown in section 4.3.1.3, Table 4.19. The results obtained
indicate that MLS can provide accurate and precise information over large areas.
However, data needs to be controlled for systematic errors, which significantly affect
objects obtained from surface analysis requiring high accuracy measurement. A new
target design is needed to overcome the difficulties encountered when using natural

detail points on objects. This will be discussed in chapters 5 and 6.
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In this chapter, a new target is designed and tested in order to overcome the
limitations of the other targets such as Leica circular flat and faro sphere targets and
broaden the variation of targets available. The design of target includes choosing the
size, shape and colours. The design is then tested at different ranges, incidence
angles and resolutions in order to evaluate the performance in each case. The work

flow diagram can be seen in Figure 5.1.

This chapter also describes, in detail, trials undertaken to assess the registration of
the point clouds using the available targets compared with the new designs. This
allows evaluation of the quality of directly measured positions and orientations of the
reference objects using different scanning resolutions, and to assess their effect on
the results when multiple scans are combined. Finally, the advantages and
disadvantages of the targets used are discussed, and a summary of the results, are

given. This research aims to fulfil objective 3

Target design Fixing the shape and size

A 4

Choosing colour

Testing the target r— Diff. Ranges

_| Diff. Incidence

Optimal target ‘I | Results ) : angles

:L_»| Diff. Resolution |

v : :

Automatic 0000000000000 0000000000000000
detection

Figure 5-1: The flow diagram for the optimal designed target.
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5.1 Software available

There are many commercial software packages available, as described in chapter
three, for detecting predefined targets automatically. In the laser scanning workflow,
Cyclone is initially used to control the laser scanner during scanning with a laptop
connected to the scanner. The scan resolution and the distance to the object can be
set, as well as the area selected for scanning. Scanning data is also displayed in the
viewer in real time. Whilst, the SCENE software data is separately stored on a SD
card from the Faro scanner device and then, downloaded manually or automatically

by the software for processing and analysing data.

There are several ways for the Leica flat targets to be acquired. The first is when the
scanner is still set up in surveying position just after a scan; the target can be detected
in the “model space” either by detecting the point or by fencing each area around the
target. The point are chosen which are within 4” from the target centre (Leica., 2010)
The scanner then acquires the point cloud defining the target first by doing a coarse
scan of the area selected. Following the coarse scan, a fine scan is done, which places
a vertex in the model space at the centre of each target selected and is labelled. The

accuracy, according to the manufacturer, is about 2mm precision (Leica., 2011).

This method is mainly adopted when using the HDS3000 TLS. The Faro scanner is
different, the detected targets such as sphere, and natural reference targets, namely
plane, point, line, rectangular etc., are automatically detected by the SCENE Faro

software.

Registration, as describe in chapter 3, is the process of fitting scans together from
different positions to build up one model. This requires at least three HDS targets or
three sphere target to be scanned, using the HDS3000 or Faro scanner respectively.
The same target should be seen from both measurement positions. The software
measured the target and automatically performs a seven (7) parameters
transformation, XYZ position, three rotations and scale.

The software uses least squares for the best fit to orient the two or more scans into

the same coordinates system. This transformation can also be done without using
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targets; which called point cloud registration (see chapter 3). It uses at least three
common points in both scans point clouds to register them together. This tends to be
less accurate than using target, the difficulty of detecting the same three points on
each scan. Registration without targets can be useful in MLS, where less accuracy is
required especially for urban modelling, and visualisation and land decision making
or when scanning unstable structures, where it might be not safe to fix target in such

area for example on a historical building and also at restricted area.

The delivered point clouds should be filtered to remove noisy and unwanted sections
of the point cloud before a final product is created. The software allows the user to
extract and measure information from the raw point cloud, such as distance and
intensity values, planes or meshes, which allows further information to be extracted.
Spheres and planes can be fitted and volume can be calculated, error reports are
generated for each mesh or plane created, which shows how well the plane or mesh

has been fitted.

For all their advantages, as mentioned in section 5.1, these software packages are
unable to detect the custom made target. Therefore, for a new target design, an
appropriate algorithm to detect the target and its centre must be developed and tested.

This will be discussed in chapters six and seven

5.2 Specific Targets

Targets are used for scan registration, quality assessment and accurate geo-
referencing of scans to a known survey control point. Leica HDS targets and Faro
sphere are designed with the software to be automatically recognised; an algorithm
detects the centre point by assessing the point cloud that makes up the target. The
reflective differences between the different colours on some of the targets allow for
very accurate target registration. Leica Geosystems quotes a target accuracy of 2mm.
There are several different kinds of targets available, in the field trial, blue and white
HDS 6” inches circular and (3°x3”) square inch targets were used with HDS 3000
data (see Figure 5.2). With Faro focus 120 trials, the same targets were used along

with two kinds of sphere targets, 145 mm and 200 mm diameter, respectively. The
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small spheres were specifically designed for registration of multiple scans, while the

large one was used for assessing the accuracy of the scanner (see Figure 5.2).

Figure 5-2: The HDS and sphere targets used in the field trial. Top left: 6” circular blue and white
middle. Top middle: 3°x3” square blue and white. Top right: small sphere 145 mm dia.,
lower left: large sphere 200 mm dia., lower middle and right: mini prism for large and small

sphere respectively.

Other types of these targets are available such as adhesive and magnetic targets,
which can be attached to structures. See Figure 5.3. Some of the targets used in the
field trials were attached to a tribrach so they could be levelled and to tripods so they
could be centred over a known point. This means that they could be surveyed by a
total station to accurately obtain target coordinates. Other targets are staked on
structures via magnetic and sticky bases such as those of Leica HDS and Faro sphere,
respectively. The appearance of Leica HDS and Faro sphere targets in laser point

cloud can be seen in Figure 5.4.

Figure 5-3: Leica Adhesive target and their appearance in the point cloud (source: (Leica., 2011)).

Farsat Heeto Abdulrahman 130



CHAPTER 5: TARGETS DESIGN AND EVALUATION

Figure 5-4: The appearance of Leica HDS and sphere targets in laser point cloud. Left and middle: A
blue and white target scanned normally with the HDS3000. Right: Front view of a blue
and white target scanned with the Faro scanner, with noisy and missing data. Lower left:
sphere target scanned normally with Faro scanner. Lower right: sphere target scanned

and fitted with a report showing the quality of fit using Cyclone software.

For the Faro scanner field trials, the blue and white HDS target gave noisy and
erroneous data and could not be used in conjunction with the Faro scanner (see
Figure 5.4 top right); the reason behind this blue section is the high reflectivity of
this colour for the scanner. Large parts of the targets are missing, because the laser
reflects back stronger when it hits the blue section than the surrounding objects. This
means that when the internal sensor receives the laser pulse back, it perceives the
phase change as shorter and the blue section is considered to be closer than it is.
Therefore, this type of target failed in the trial for the range test and incidence angle
with the Faro scanner. The same situation happens with the designed targets, where

high reflectivity tape was used.

5.3 Summary

The manufacturer targets, such as Leica HDS and Faro sphere as mentioned before

have some limitation in the field trial in terms of range, incidence angle, size and
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signal response. Leica HDS target is affected by incidence angle over 45°. In
addition, the precision of the centre can be estimated up to 2 mm at range 1-50 m
(Lecia geosystem, 2011). Regarding Faro sphere target, the centre of sphere cannot
be measured precisely, and need prism to measure its centre. This will introduce
additional error beside the laser measurement errors. To overcome these limitations,
it is important to design new targets, which can help to provide more accurate results.

This will be discussed in the next section.
5.4 Design of 3D targets

5.4.1 Shape, dimensions and apex finding

Two types of 3D targets, pyramids and cones, were designed for improving the
results quality of MLS data in urban areas. Each type was investigated, as detailed in
the following sub-sections. Methods for defining the 3D target apex are defined on a
mathematical basis and potential limitations identified. @ Based on a clear

understanding of these issues, the following points should be considered:

e How to overcome the limitations in term of range, incidence angle and signal
response.

e What are the benefits and limitations of the designed target?

e The accuracy of automatic target measurement, as well as the possibility of

using these targets in calibration procedures.

All these issues were addressed, in order to identify the size and shape of a 3D target
designed that is suitable for outdoors use, and before carrying out mobile laser

scanning in different environments.

5.4.1.1 Pyramid target

Several sizes of pyramid target were designed and tested, starting with a three face
triangular base, and up to an eight face. Each target had a height of (10 cm) and a
radius of 15 cm. Each face was covered using optimal colours (black, white, dark

grey, green and highly reflected colour (HRT)), as shown in Figure 5.5.

Farsat Heeto Abdulrahman 132



CHAPTER 5: TARGETS DESIGN AND EVALUATION

Figure 5-5: The different shape of pyramid targets from 3 to 8 faces used in the field trial: Top: 1)
triangular base; 2) Square base; 3) pentagon base; 4) octagon base. Lower: Coating

pyramid’s faces by optimal colours.

The reason behind choosing the pyramid is that the apex can be easily defined by an
intersection plane algorithm. This was based on trials conducted at the beginning of
this research, which should the pyramid have significant potential, and is actually an
easier geometric shape to work with. Choosing a colour for each face was based on
tests carried out on a variety of coloured surface objects. These colour tests are
discussed in the next section. The reason for investigating the optimal colour for 3D

pyramid faces is to enable easy detection in an automatic process.

In terms of the height of these targets, several tests were carried out to determine the
most optimal value. Each target was made with different heights starting from 2 cm
up to 15 cm. In addition, a small size of a pyramid at height of 8 cm and base of 20
cm, in order to see the accuracy of the apex, when changing the base, as shown in
Figure 5.6. These targets were tested under approximately perpendicular (0°) incident
angles at a range of about 10 m. The performance of the targets with different heights
was investigated by comparing the position of the targets apex, achieved from the

laser scanner, with the position achieved by Total Station measurement.
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Figure 5-6: Pyramid triangular base. Left: sample of pyramid 3 faces; Right: position of various heights
of triangular pyramid in proportion to the height and red line represents a small size of the

pyramid.

The following methods were used to compute the apex of the various 3D pyramid
targets, after filtering the target points manually from surrounding objects using

cyclone software v.6.

e A developed algorithm and coded in Matlab

e Leica Cyclone software v.6

The first method, a script program was created, using Matlab functions, to compute

the apex of the different size of pyramid target based on a plane equation in 3D
space. The mathematical model of the program for computing the apex automatically

can be summarised in four steps as follows:

Stepl: Picking up random point, say M, from the filtered points on the surface
target.
Step2: Find two closet points N™;, N,™ using distance equation which is:

d12=d21=/(x; = x1)%2 + (Y2 = Y1)% + (Z2 = Z1)% e, (5.4.1.1.1)
Then, find two smallest values in [dm1, dm2, dm,...... dmn] for point M to N™; and

N™

Step 3: From step 1 and step 2, solve the parameters (a, b, ¢) for point M, (i.e. using
M, N", N,;™) to solve (a, b, ¢), by using plane equation in 3D space as given

below.
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X1 a+ Y1b + Z1c=1
X2a+t Y2D +Z2C=1 3 oo (5.4.1.1.2)
X3 a+ Y3b + Z3c=1
Where:
X1,Y1,Z1=M; X2,Y2,7Z2= N";; X3,Y3,Z3= N,"

Repeat step (1 and 2) for each raw data point (meaning each possible points for M):
The output is sets of (a, b, ¢). Correlation, to find the most three popular appearing
parameters (a, b, c) are applied. The sets of parameters (a, b, ¢) obtained are divided
into three groups; each group has a number of sets of (a, b, ¢). The least squares
method was applied to each group in order to determine a set of parameters (a, b, ¢).

Consequently, the most popular three sets of parameters are obtained.

Step4: Using these three popular (a, b, c) sets to solve the apex of the target, using

the equation given below.

alX+b1Y+c1Z=1
a2X+b2Y+c2Z=1 } ............................................................................... (5.4.1.1.3)
a3X+b3Y+c3Z=1

Express in matrix form from equation (5.4.1.1.1) to (5.4.1.1.3)

1- Distance matrix of the two smallest values to any point from selected target’s

points
0 di2z di3 - - - - dln T
d21 0O d23 - - - - d2n
d31 d32 0 -+ + = d3n
[ O (5.4.1.1.4)
dnl dn2 dn3 : : : : 0 (nxn)

2- Equation (5.4.1.1.2) for solving parameters (a, b, c¢) is based on least squares. It

can be written in a matrix form.
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X1 Y1 71 a 1
Let A= |x2 v2 72| , X= H JB=1] (5.4.1.1.5)
3 Y3 Z3l3,a3) i@ 1351y

So it can be compacted as AX=B. The objective is to find a normal vector (a, b, ¢)

for each small triangle. Parameters (a, b, ¢) are obtained:

The nth sets of parameter (a, b, ¢) were divided into three groups, each group has a
number of sets and their parameters are close to each other. The average of each
group represents one face of the pyramid. For example, pyramid T1= 84 pts / target,
the programme calculates 84 set of parameters. Each group should take 28 set of
parameters. Due to problem in the computation of each small triangle between three
faces, each group took more or less, (e.g. 33 sets of parameters for grouplwere
isolated, 27 pts for group2 and 24 for group 3). These changes affected the accuracy

of calculating the apex

al b1 c13 ral b1 cl 7

Set1

—* Groupl
a2 b2 ¢21—» Setz  Dividedinto az bz c2 |TTOW
a3 b3 3HH— Set3 three groups a3 b3 c3

O
an  bn crrm Setn an1 b1 mr.tl-[,_,m:gJI
ral b1 ¢l 7 ral b1l 17
az b2 ¢2 | Groupl az b2 ¢2 Group3
a3 b3 3 a3 b3 ¢3
lan2z bn2 cn2 “(n2x3) an bn cn “(n3x3)
al b1 ¢1 +—» Averageof Groupl
aZ b2 ¢2 > Averageof Group?
a3 b3 3 T33* Averageof Group3

3- Re-visit equation (5.4.1.1.3) to compute the apex of the target.
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al b1 c1 X1 1
a D2 C2 Y T L e (5.4.1.1.6)
a3 b3 c3 Z1l 11

X] [al b1 c1 ]'J1

Y|=|a2 b2 c2 (1
VA a3 b3 c3 1

The programme was applied to 10 pyramid targets with various heights (T1 to T6).

N

The result can be seen in Table 5.1, and the flow diagram of the programme script

can be seen in Figure 5.7.

TLS or MLS Data Pyramid target
acquisition points
i | Initial registration :
procedure using HDS

Using Cyclone i | target Convert
softwarev.6 [ [ ) » target data

i | Filtering points and into txt

i | extracting 3D target format

» manually

v
Using Matlab program
l Solve parameters (a, b, c¢) for point
M

_| Random point from file txt let M

Xla+Y 1b+Z1lc=1----for point M
Search two smallest values let N1m, N2m in (dml , X2a+Y 2b+Z2c=1——for point N1m
dm2,dm3 ,.....dmn); the distance vector fore.g.

; _ X3a+Y3b+Z3c=1----for point N2m
d12=d21= +/(x3 = %) + (7 —1)* + (22— 7))’

.

Repeat procedure for each point

v

Correlation, to find the three

No All points Yes | most popular appeared
complete parameters (a, b, ¢)
Apex of target
computed (XY 2) Use three (a,b,c) to solve the apex: nth (a,b,c)parameters were
within mm level of || Xal+Ybl+Zcl=1 divided into 3 groups, Least
<_
aceuracy Xa2+Yb2+Zc2=1 Square Method used.
Xa3+Yb3+Zc3=1

Figure 5-7: Automatic workflow for computing the apex of a pyramid target after manually filtered the

target’s points.
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The second method, Leica Cyclone v.6 software was used to define the pyramid

apex automatically, based on fitting planes to each side, and determining the vertex

of these fitted sides (see Figure 5.8).

Leica HDS3000 scanner was used in this trial with the two point densities (1x1) cm

and (2x2) cm. The results of each method can be seen in the Table 5.1.

Target Height Accuracy (xyz) using Accuracy (xyz) using
Matlab algorithm (m) Cyclone

(m)

Point density : (1x1) cm — scan resolution

T1 0.1000 0.0046 0.0031
T2 0.0800 0.0099 0.0037
T3 0.0600 0.0109 0.0073
T4 0.0400 0.0078 0.0077
T5 0.0200 0.0099 Fail
To* 0.0800 0.0085 0.0027

Point density : (2x2) cm — scan resolution

T1 0.1000 0.0065 0.0054
T2 0.0800 0.0092 0.0057
T3 0.0600 0.0085 0.0094
T4 0.0400 0.0073 0.0096
TS 0.0200 0.0100 Fail
To* 0.0800 0.0089 Fail

Table 5-1: Result of targets position error of different heights using Matlab algorithm and Cyclone

software with scan spacing (1x1 and 2x2) cm respectively.

*T6: small size of pyramid used in the trail, base of 20 cm and height of 8 cm.

In addition to the computational check of the positional accuracy of the pyramid
targets from different height, the Figure 5.8 shows visual check was obtained from
Cyclone software, and shows the accuracy of the pyramid target using two scan

resolutions: (1x1) cm and (2x2) cm, respectively.
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& H=10 cm

Point density 340 pis, g 7.00 cm Point density 106 pis.i@ 7.00 cm

Point density 344 pis. (@ 7.00 cm Point densityl01pts @ 7.00 cm

Figure 5-8: Apex accuracy of the pyramid targets using Cyclone software. Top left and right, scan

resolution (1x1) sq. cm. Lower left and right, scan resolution (2x2) sq. cm.

5.4.1.2 Result analysis

From Table (5.1), according to the selected dimensions for a pyramid, the height is
10 cm with the length of 30 cm. The accuracy of the apex reduces with decreasing
height (see Figure 5.9). The method used by the Cyclone software is based on fitting
planes to each side, and determining the apex of these fitted sides. The precision of
fitting plane is based on the number of point per target and height to base ratio (see
Figure 5.8). The larger the size (i.e. in term of base and height), the better precision
and accuracy can be achieved.

The Matlab program is not affected by height ratio, but it was affected by high point

density, which delays the processing, and problems in computing parameters of a
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normal vector for each small triangle, which clashes between faces affecting the

accuracy of the apex.

The limitations of both methods and the need for further development can be

summarised as follows:

1. The main limitation of Cyclone or other software is the inability to detect the
custom made target automatically from surrounding points in the laser point
cloud.

2. The use of Cyclone software is limited for no more than targets with three
faces; an example of four faces can be seen in Figure 5.10b. This means that
there is no redundancy in the computation of the apex via Cyclone, which is
an important factor for hiding errors in apex determination, where the more
faces, the better precession and accuracy of the apex can be achieved, is
discussed in section 5.5.

3. With low point density, bad positioning accuracy can be obtained even with a
proper height (see Figure 5.10a).

4. The Matlab program becomes slow with high density of points. This is beside
the problems of calculating parameters of a normal vector for each small
triangle which clashes between faces.

5. The Matlab program was written only for computing the apex of the target
automatically at the first stage, and cannot isolate pyramid faces. Therefore,

further development is needed.

These issues were solved and are discussed in the next chapter. The optimal size of
the pyramid was chosen at height and base of 10 and 30 cm respectively, and other
variations or parameters affected the targets are introduced in this chapter. These can

be summarised as follows:

1. The scanning range and the incidence angles.
2. Number of points hitting the target, including range, size, surface reflectance,
PRR, point density (resolution) and incidence angles.

3. Colour of the target (reflectance)
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Figure 5-9: Accuracy of the apex Vs height.

i

k.

a). Bad positioning accuracy of the apex b). Failed intersection plane in cyclone

Figure 5-10: Failed case in Cyclone: a): Bad positioning accuracy (left), due to a low point density, b):

Failed intersection in four sides of the pyramid target.

5.4.1.3 Validate the method used for defining the apex

Perfect data of a pyramid target were produced via AutoCAD software, to prove the
computation method used for defining the apex of the pyramid target. The work flow

for converting pyramid target to point cloud is as follows:
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Design pyramid in AutoCAD

Making a regular Grid of

point, size (1x1) cm

Converted into Point cloud

Final points XyZ

(number. of point.= 619 )

<

Figure 5-11: The process of creating perfect data.
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Figure 5-12: The statistical result of the quality of fitting one side of the perfect data without error.

The perfect data was applied to assess the method used. The Cyclone software was
used and no error was obtained from fitting the plane to a perfect data, as shown in
Figure 5.12. Regarding Matlab algorithm, the error was still around 2 to 4 mm, due
to the problems for calculating normal vectors for each small triangle, which is
overlapped between faces. With more than 500 points, the programme was slow in

processing the data, as mentioned previously.
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5.4.1.4 Cone target

Two sizes of a cone were designed and tested. The design was based on three

dimensions, as follows:

o The vertical height (or altitude), which is the perpendicular distance from the
top down to the base (h) see Figure 5.13

e The radius of the circular base (r)

o The slant height (S) which is the distance from the top, down side, to a point

on the base circumference.

The same procedure, as used to find out the best height for the pyramid was used for
the cone. Tests show that cone with dimensions of (r = 0.15 m, S=2r) does give the
best results. This can be attributed to the relationship between the geometry and the
intersection angle, where this later should be around 45 degree or more (see Figure
5.13 right)

The reason behind choosing the cone is to overcome the limitations of the pyramid
mentioned before, such as (incidence angle, multi faces, etc). The cone can be seen at

any incidence angle and has only one face.

Figure 5-13: Cone shape: Left: sample of cardboard cone. Middle: Geometric shape of the cone.
Right: different height with fixed radius.

Figure 5.13, left, represents two halves of cone, the first half covered with a black
colour from the top, the other half covered with a white colour, in order to be easily
distinguished from surrounding object in the points cloud. The reason behind
choosing these colours is based on the return intensity of the coloured surface, and

this is discussed in the next section.
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5.4.1.5 Sample of other geometric target designs

Beside the 3D pyramid and the cone targets, other 2D geometric targets were
designed and tested, namely are dot and circles targets. Least squares algorithm was
used to calculate the centre of these targets. The achievable accuracy of their centre
within mm level of accuracy obtained through automatic target detection and
computation with normal incidence angle. This accuracy degraded with increasing
incidence angle and has an impact on the range measurement, and hence the

accuracy of the point cloud (Soudarissanane et al., 2009).

The testing of these targets was carried out at approximately perpendicular incidence
angles to find out the proper size for dot radius and ring width. Based on the trials,
the appropriate dots targets were fixed in a radius of 1.5 cm for each dot, and the
space between the centres of dots was Scm. The size of the entire target was 30 cm
length and 20 cm wide, comprises two diagonal lines of dots and one perpendicular.
Each line contains four dots (see Figure 5.14). The more dots in a line, the better the
intersection can be achieved. The dots covered with different colours to be easily

found in automatic detection.

The ring target contains three circles with the same centre. Each ring has a width of
1.5 cm radius. The radius distance between each circle from the centre is 5 cm. The
design of these two targets can be seen in Figure 5.14. The ring target has been
rejected due to its low accuracy and unreliable results, as each circle gave a different

position for the target centre after the fitting process.

Figure 5-14: 2D target design: left dots target, Right: Rings target.
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5.4.2 Return Intensity analysis

In this section, the intensity of several colours was investigated. It is important to see
how the laser signal is reflected back to the scanner from different coloured surfaces,
to find out the intensity range value of which colour and decided which can be used
in the targets. The best reflector colours are used for pyramid faces and others
designed target in order to be easily isolated automatically. In addition, the influence

of range and incidence angle (IA) on the surface objects is discussed.

The main purpose of this test is to find the reflection of colour surfaces against white
and black colours that were decided to be used for the targets, as mention in section
5.4. According to Boehler et al. (2003), the white colour has strong reflectivity,
while black has a weak response among all colours. The objects under test were
various square pieces of Cardboard (12.5x12.5) cm of the same material and
different colours. The test was done in two different environments, inside and outside
the laboratory. The reason for doing these two trials is to show the behaviour of a
signal response in different brightness. This is useful for MLS, where data tends to
be captured in different areas of illumination. This was done to challenge the colours
and observe their differences with respect to white and black, in term of intensity

value.

In this test, twelve different colours and three different materials have been tested to
have a look on the reflectivity of each one as shown in Figure 5.15 showing, also, six
tiles attached on a small wooden board, a black matt and gloss, white matt and gloss,
a dark grey matt and a light grey gloss. Both tiles boards were held on the wall
perpendicular to the scanner. This means that the laser beam hit the two boards at
(perpendicular approximately 0°) incidence angle. Different angle of incidence
could be used to see the scanner behaviour, if the two boards are scanned at different
rotation, as well as with different types of surfaces. This is investigated after

selecting of the optimal colours used for the designed targets.
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Wooden board 1 Wooden board 2

Figure 5-15: Different materials used in an indoor test for intensity return analysis. Left:: Wooden board
1 contains 12 pieces of cardboard with different colours and adding three tiles, gloss white
and black with edge, and two small mirrors, circular on the left and square in the right.
Right: Board2 contains six tiles, (Top left: Matte black (1); bottom left: Gloss black (4); top
middle: Gloss white (2); bottom middle: Matte white (5); top right: Matte dark grey (3);
bottom right: Gloss light grey (6).

Figure 5.15 shows the board of tiles that was made for the purpose of this test. The
board was made from wood and the tiles used had different materials and colours.
For example, Figure (5.15 left) represents each piece of cardboard used from the
same materials. Figure (5.15-right) represents each tile with different textures and

different materials. Both materials were available in NGI store.

Figure 5-16: Different tiles with various textures.

Figure 5.16, left (tile no.2): Gloss white tiles, it was chosen to show the effect of

signal response compare with the white matte one.

Figure 5.16, middle (tile no.5), Gloss black with edges. This tile is made from the
same material as gloss white tiles with the only difference of being black and with

the edges slant. This tile was selected in order to see how the scanner behaves on the
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targets that are slanted, and this effect is taken into account when extracting the

suitable colour for the target.

Figure 5.16, right (tile no.10): Mirrors. This is a normal mirror with two different
types, small square part and circular part. The former is an ordinary mirror while the
later is magnifying mirror used to observe the signal response when coming from a
highly reflective surface. This object was ignored, due to the high differences in the

reflectivity between its points.

5.4.2.1 Data collection and processing

The data collection involved setting up the board and scanning at a normal incidence
angle in two cases, indoor and outdoor the laboratory. Two laser scanners were used
HDS3000 and FARO Focus’®. The two boards were scanned at point density (1x1)
sq.cm and at a distance of approximately 7 m. Both scanners were used on the same
day. The Cyclone software was used for post-processing the amount of points
involved that returned to the sensor and the intensity values (highest — lowest) of
each piece of cardboard and tile in both cases (inside and outside lab.). The number
of points, the intensity values for each tile in both cases, and the maximum and

minimum intensity of each piece of cardboard and tile were recorded.

5.4.2.2 Data analysis and Result

The data was analysed in Cyclone using the intensity values given by the software.
The intensity values are between 0 and 1, the value 1 represents a strong signal return
(a reflective surface), shown in green or blue colour, which depends on the degree of
reflectance, while value 0 represents a weak return (an absorbent surface) shown in
red colour. The average intensity of each piece of cardboard and tile was determined

through the software.

To compare the precision of different tiles surfaces, a plane (“patch”) was fitted
through the points of each piece of cardboard and tile of board 1 and board 2. The
standard deviation, absolute error mean and maximum absolute error for each patch
was found; these are presented in Table 5.2 and 5.3. To begin with, Table 5.2 shows

the average intensity and statistical result for each tile in board 2. The statistical
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result obtained on demand electronically using the object information tool in the
Cyclone software, an error report of the patch’s fit is produced. The statistical report

of fit quality contains several factors:

The standard deviation (stdv.): the standard deviation of all the points compared to

the patch.

The absolute mean: the average error of each point away from the patch.

The maximum absolute error: the maximum distance a point is located away from

the patch.
Mean Mean Error Absolute Max

Tile type: Board 2 intensity  intensity stdv.(m) error mean  absolute
outside inside (m) error (m)

1 Matt Black 0.4326 0.4326 0.0025 0.0018 0.0138

2 Gloss white 0.5038 0.4982 0.0027 0.0018 0.0095

3 Matt dark grey 0.4510 0.4564 0.0020  0.0018 0.0080

4 Gloss Black 0.3852 0.3943 0.0039  0.0028 0.0204

5 Matt White 0.5097 0.5000 0.0019  0.0011 0.0066

6 Gloss light grey 0.4865 0.4941 0.0024  0.0021 0.0081

Table 5-2: Average intensity and statistical results of each tile in board 2 (inside and outside) lab.

Table (5.2) shows the intensity of return signal on various materials of board 2 with
different colour and texture; the highest signal return was given by the matte white
tiles. This surface gave the best precision with mean error of less than 2 mm, as the
surface gives a strong diffusion reflection. It, also, has higher reflectivity, where

measurements were taken inside the laboratory in normal conditions.

The weakest return signal was given by the gloss black tiles. This surface also gave
the worst precision with a maximum deviation away from the fitted plane of 20.4
mm and an error standard deviation of over 3.5 mm. The reason for the poor
precision, and low intensity value is that the dark surface absorbs much of signal,
while the gloss gives specular reflection, as mention in section 3.6.4. The gloss black
surface affected the signal so much that over half the points that hit the surface have
not been recorded by the scanner as can be seen in Figure 5.17.

The results for the gloss black and matt white tiles were expected, research by
(Kremen et al., 2006) reported similar results. Also gloss black surface has less

reflectivity, when used inside the laboratory.
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The effect of gloss
black colour

Figure 5-17: The point cloud of the scanned tiles, gloss black tile (no.4) large amount of data missing

as depicted in yellow circle.

This effect can be seen very clearly in Figure 5.18, where the pyramid target tested
with this colour has different brightness. The amount of return of gloss black colour
has less effect, when scanning inside the laboratory compared with outdoor. This is

because the surface is not affected by any external factors, such as the sunshine.

Generally, the results of the others tiles and cardboard show that the colour factor
does affect the intensity return value more so than the surface type. This is because
of the relationship between the absorbability of the signal and the colour. On the
other hand, the surface finish seems to affect the precision more than the materials
colour. This is because the type of reflectivity is dependant mainly on the finish of
the material characteristics. This can be seen with the gloss light grey tile, which has

worse precision than the dark matt grey tile, but not the lowest intensity return.

Black colour affected by Black colour has less
environment, due to it has a weak effect in normal condition
return

Figure 5-18: Shows the scan points of the pyramid target outdoor and indoor. Left and middle: Scan
points of the target outdoor at point density (0.5x0.5) and (1x1) cm respectively, in both
resolutions (note the gloss black, as one face of the target, large amount of data missing).
Right: scan points inside the lab., at point density (1x1) cm, (note the gloss black has less

amount of data missing than outdoor).
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No. Type of pieces Mean Mean Error Abs. error Max
of carton Intensity Intensity stdv. (m) mean (m) Absolute
tiles indoor outdoor error (m)
Wooden board1 1
1 White 0.5156 0.5153 0.0020 0.0016 0.0043
2 Gloss white 0.4982 0.4967 0.0020 0.0016 0.0041
3 Blue 0.4657 0.4682 0.0020 0.0015 0.0053
4 Pink 0.4519 0.4526 0.0030 0.0022 0.0090
Gloss black
5 0.4072 0.4076 0.0030 0.0023 0.0080
with an edge
6 Black light 0.4438 0.4567 0.0023 0.0018 0.0070
7 Yellow 0.4849 0.4853 0.0019 0.0015 0.0052
8 Near to white 0.5032 0.5074 0.0022 0.0017 0.0070
9 The blue fade 0.4726 0.4792 0.0017 0.0013 0.0052
10 Mirror 0.3990 0.0073 0.0052 0.0024
11 Blue sky 0.5021 0.5034 0.0017 0.0014 0.0052
12 Green fade 0.4830 0.4842 0.0019 0.0015 0.0047
13 Orange 0.4620 0.4599 0.0017 0.0014 0.0052
14 Light green 0.5076 0.5094 0.0018 0.0015 0.0044
15 Dark green 0.4715 0.4712 0.0023 0.0011 0.0069

Table 5-3: Average intensity and statistical results of each tile in board 1 indoor and outdoor.

From Table 5.3, it can be seen that the most return from the tiles under indoor and
outdoor conditions have more or less the same intensity value. This means that the
intensity value of the coloured surface will be slightly different under different
conditions; for example, the intensity value of white in an indoor and outdoor scan is
0.5156 and 0.5153, respectively, where the different is only in the fourth decimal
place. This is because the glossy white colour reflects more, when scanned outdoors
compared with indoors. This is one of the favoured colours for use on designed
targets, and is useful on a target surface in the MLS survey. The intensity return
value of the other colours had a slightly increased value in outdoor compared to
indoor scans. These differences can be clearly seen in Figure 5.19. This displays the
maximum and the minimum intensity of the points on each tile surface on the two

boards.
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Intensity value
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Figure 5-19: Minimum and maximum intensity return of the material used. Top: Tiles in board 2. Lower:

Pieces of cardboard in board 1.

The optimal selected colour from the results of this test depends on the intensity

range value. The initials colours fixed are Black, dark grey, orange, green and white

as well as highly reflected tape (HRT). See Figure 5.20.
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Figure 5-20: Intensity range of the optimal colour.
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Figure 5.20 represents the maximum and minimum intensities of the optimal colour,

which is to be used on the designed target. These colours were used on one of the

designed target (triangular based pyramid target) in two cases, indoor and outdoor, in

order to check the most favourable colour. The results of maximum and minimum

intensities of the selected colour for target design from both cases can be seen in

Figure 5.21 and 5.22.
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Figure 5-21: Target scanned inside the laboratory with chosen colour. Top (black, white and origin

surface (gloss grey)), with a gloss yellow background. Bottom: (black, white and origin
surface (gloss grey)), with brown background.
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Figure 5-22: Target outside with chosen colours: Top (black, HRT and orange). Bottom: (black, HRT

and dark grey), with white for its background.

The difference between the maximum and minimum intensity values tends to be
small, when the surface scanned has the same colour distribution. Also, a closer look
on the Figures reveals that the tiles with dark colour have unreliable points (see
Table 5.2). In addition, by comparing tiles in different brightness, the difference
between the maximum and the minimum intensity values seems to be greater in some

surfaces such as white colour.

From the two Figures 5.21 and 5.22, it is clearly that there was an overlap between
the intensity values of the return signal from the fixed colour for each face of the
target. Only the last Figure (5.22, bottom) shows that the intensity values for each
face are not involved with the neighbouring face.

These colours were selected for use in automatic target detection. The reason for

each face having a separate colour is to be easily isolated from the others. The
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selected colours are Black colour, highly reflective tape colour, Grey colour and
White for the background. These colours can be easily detected from surrounding
object in laser point cloud using automatic detection process, which is discussed in

the next chapter.

5.5 The effect of range and incidence angle on the

designed target

This section investigates the effects of range and incidence angles (IA) on the quality
of 3D target accuracy in the point cloud. The IA can be described as the angle
between the laser beam vector and the normal vector to the target surface, such as
pyramid, cone, sphere and Leica flat target. The IA affects the individual point signal
to noise ratio (SNR). This effect has been studied in TLS by many researchers such
as (Kremen et al., 2006; Kaasalainen et al., 2008; Soudarissanane et al., 2009). The
received signal level of the measurements decreases with increasing incidence
angles.(Soudarissanane et al., 2009). As illustrated in Figure 3.18 in chapter 3, the
returned signal level influences the precision of the distance determination.

To calculate incidence angle of each individual scan point; Let the vector P = [xi; yi;
7i]

Where, i =1 to n, and P is defined by Soudarissanane et al. (2009) “as the laser beam
vector from the laser scanner to the surface in the direction of the transmitted laser
beam”. The incidence angle 3, is the angle between the laser beam vector (P) and the
normal vector (N) of the target surface can be expressed in the equation 5.5.1

(Soudarissanane et al., 2009).

The theoretical IA contribution to the signal deterioration for each target surface was

plotted as shown in Appendix H.

The range of Leica HDS3000 can reach up to 300 m on a 90 % reflective surface
(Leica., 2009). On the other hand, FARO Focus®> can reach up to 120 m also from a
90 % reflective surface (User manual, 2011).

This section is about the effect of ranges and incidence angles on the quality of the
centre/apex of the designed targets compared with their estimated accuracy measured

via Total Station (TS).
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Two TLS Faro focus®® 120 and Leica HDS300 were used for this test. The validity
of the manufacturer’s accuracy claims for both scanners was evaluated. Leica
Geosystem gives errors of 4mm distance error over 1-50 m for HDS 3000 and 4 to

5mm distance over 1-50 m for the Faro focus’".

5.5.1 Experiment setup

Three tests were carried out to examine the effect of the incidence angle and range on
the accuracy of the targets centre/apex such as (Cone, pyramid, sphere, and flat
target). The specifications of these targets used are discussed in section 5.4. The first
two trials were carried out with designed targets (i.e., Cardboard targets (cone and
pyramids) and compared with the manufacture’s one (sphere and leica targets).
While, in the third trial the designed targets were made of aluminium by Faculty
workshop at the University. In all trials, a total station (TS) has been used to
determine the coordinates of the centre/apex of each target independently.

The first set of tests was performed to examine the incidence angle contribution at a
fixed distance to the scanner. This test is performed on a 0.70 x1.20 white coated
wood board. This board was mounted on a tripod via circular tribrach a screw clamp
mechanism provided with a goniomete, which enables the mechanism to rotate the

board horizontally with a precision of 1°.

In the second test, the IA has been fixed on (0°) and the range has been changed.
The third test was used with a different range and a different incidence angle, in
order to assess the effect of incidence angle on the range measurements, and how the

effect can be removed.

5.5.2 Survey description

In the first test, four targets were attached on a wooden board, a cone, a pyramid; a
sphere and flat target (see Figure 5.23). The board was placed at a distance of 10 m
from the scanner. The board is rotated from (0°) to (90°) in step of (10°). At each
step, the board is scanned, as depicted in Figure 5.24. The analysis of data has been
based on 10 scans, for example the cone contained between 667 and 181 points per

scan depending on the incidence of the surface with respect to the laser beam.
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Figure 5-23: Board targets and the point cloud of the scanned board. Top: cone, Middle Sphere and
bottom pyramid 4faces and surrounding 6 circular Leica targets) adding 3 circular Leica

target for geo-referencing the point cloud.
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In the second test, the scanner was placed at distance ranging from 10 to 100 m in
steps of 10 m from the targets (see Figure 5.25). This test contains 10 scans captured
successively. However, only 3 scans are captured in a good quality. The point
density of each target decreases with increasing the range as shown in Table 5.4 and
5.5. For higher ranges at normal incidence angles, the standard error (standard
deviation of the residual"c") for each target obtained was more than 5 mm is

discussed in section 5.5.4.
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TLS

Distance= 100 m

TPttt

Figure 5-25: Plan view of the position of laser scanner setup 2 for the targets range trial using Faro
focus® and HDS 3000.

In the third trial, the high quality specially made targets (pyramid and cone) were
fixed on the tripod using magnetic mount kit (see Figure 5.26), and the scanner
(HDS3000) placed at different incidence angle ranging from (0°) to 80° in step of
(10°) and at a distance from 10 to 50 m in step of 10 m. At short distances, the point
density of cone target was between 181 and 667 points depending on the incidence
angle. At the far distance, based on the incidence angle, the point density of each
target can be seen in Table 5.7 and 5.8. For larger ranges and incidence angles, the
standard error (standard deviation of the residual”c") for each target was more than 5

mm are discussed in section 5.5.4.
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Figure 5-26: Plan view of the position of laser scanner setup3 for the targets range and incidence

angles trials. Target's position rigidly fixed on the tripod using magnetic kit is depicted on

the right picture.
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5.5.3 Result and Analysis

The result of the testl and test2 can be summarised as follows:

Testl: The effect of incidence angle at a fixed distance to the scanner

The effect of the IA at fixed range to the scanner on the accuracy of each target

centre can be seen in Table 5.4 and Figure 5.27.

2

Incidence Accuracy' Accuracy’ Accuracy’  Accuracy’ Ac.c uracy

. Leica flat
angle (o) (AR) sphere sphere centre cone apex pyramid

_ k target centre

Range=10 m radius (mm) (mm) (mm) apex (mm) (mm)
(0% 0.27 3.89 2.63 2.92 1.70
(10% 0.47 3.02 2.81 4.22 1.89
(20 0.67 2.12 3.80 4.81 1.19
(30% 0.87 2.63 4.26 5.11 1.86
(40 1.07 2.94 6.73 6.74 2.44
(50% 0.85 3.37 7.79 8.61 6.25
(60°) 0.64 3.80 11.05 12.75 12.92
(70 -0.69 4.88 5.46 6.42 Fail
(80 -0.75 5.90 4.20 12.54 Fail
(90%) 0.46 6.11 4.02 Fail Fail

Table 5-4: Accuracy of the apex Vs incidence angle with constant range.

Accuracy " is the difference between the estimated sphere radius and its actual

radius provided by the manufacturer.

Accuracy ? is the 3D difference between the estimated value of the target

centre/apex achieved from laser scanner and TS coordinates of the same point.
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12 Target surface at 10.0m

10 - | /
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Figure 5-27: Accuracy Vs incidence angle with fixed range. And over 600, the results of cone and

pyramid target are fluctuated, due to its geometric shape.
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Test2: The effect of range at a fixed IA (0°)

The effect of the Range on the accuracy of each target centre/apex can be seen in

Table 5.5 and Figure 5.28. The pyramid and flat targets are failed to register beyond

the range of 60.0 m, whereas the accuracy of the sphere and cone targets is degraded

beyond this range. At a range of 90 m, the sphere failed to register, as the number of

points was less than required, while the cone is still worked (see Table 5.6). The full

measurements of this test for both scanner HDS3000 and Faro focus can be seen in

Appendix I.
Range (m) Error Error sphere  Error Error Error flat
1A= (0°) sphere centre (mm) cone pyramid target (Leica)
(mm) AR (mm) (mm) (mm)

10 0.27 3.70 2.63 2.92 1.19
20 0.75 5.32 5.26 5.84 2.38
30 1.73 6.94 7.89 8.77 2.57
40 2.30 8.56 9.10 11.27 2.76
50 2.87 10.18 9.45 12.75 5.95
60 2.98 16.8 11.34 16.5 7.14
70 6.28 18.4 16.60 Fail Fail
80 35.68 21.52 20.70 Fail Fail
90 Fail Fail 23.4 Fail Fail

Table 5-5: Error Vs range with constant incidence angle and different ranges.

Accuracy (mm)
_ e B B
oW O L S L D

-Range effectat long distance

Eange (m)

| == Sphere (mm) AR
: =B-5phere centre (mm)
cone apex(mm)
| ==y yramid apex{mm)
~f=Flat target centre

{leica) (mm)

100

Figure 5-28: Accuracy Vs range with constant incidence angle of different targets.

The effect of range and IA on points per target can be seen in the Table 5.6 and

Figure 5.29
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Range with sphere Cone Pyramid  Leica flat IA (deg) Sphere Cone Pyramid  Leica flat
I4=0 ptsftarg.  ptsitarg pisitarg, pisftarg, :::_h 10 ptsftarg.  ptsftarg  ptsitarg. S;;ﬁ;agg

10 332 583 583 76 5

20 82 153 142 38 207 667 818 26

10 307 667 796 56

30 38 82 84 24 20 307 667 775 56

40 18 32 42 16 30 307 627 753 56

30 14 21 32 12 40 307 587 731 56

60 7 18 20 6 50 307 576 664 52

70 5 15 10 - &0 304 564 598 40

80 4 10 Fai 4 70 201 533 346 Fail

90 3 8 Fail 3 80 296 435 70 Fail

100 2 6 Fail 2 S0 222 181 Fail Fail

Table 5-6: Range and IA Vs point per target. Left: Fixed IA (0) at different range Right: Fixed range at

different 1A.
700
Incidence Angle (IA)at (0°)

600 W

500 ‘
—_ =& Sphere pts/targ.
=]
\g/ 400 \ == Cone pts/targ.
% A { :
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= .
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Figure 5-29: Range and IA Vs point per target.

Test3: The effect of 1A in several distances from the scanner

In this test, different IA with different ranges, were investigated (see Figure 5.26). To

begin with the effect of A and range on the point per target, the result can be seen in

Tables 5.7. The graphical representation of range placement of each target surface

can be seen in Appendix J1. The effect of the IA at several ranges to the scanner in

the accuracy of each target centre/apex can be seen in Figure 5.30.
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Distance (m); Cone Pyramid Sphere Distance (m); Cone Pyramid Sphere
IA=0° IA=20°
10 711 900 332 10 702 895 333
20 182 225 84 20 178 226 84
30 82 100 38 30 80 100 33
40 44 63 21 40 40 51 21
50 k) 53 14 50 28 39 14
Distance (m); IA Cone Pyramid Sphere Distance (m); Cone  Pyramid Sphere
=4(0 1A =60°
10 658 782 333 10 514 570 332
20 138 194 84 20 136 189 84
30 62 74 34 30 61 69 39
40 34 49 22 40 27 33 21
50 26 37 15 50 19 21 14

Distance (m); IA Cone Pyramid Sphere

= 80°
10 443 373 333
20 129 166 84
30 53 41 32
40 19 Fail 21
50 12 Fail 14

Table 5-7: The effect of IA and range Vs point per targets.
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Figure 5-30: Accuracy Vs incidence angle at several distances to the scanner for different targets. Top

left: Sphere surface, Top right: Cone surface, Lower: Pyramid 4faces.
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Result analysis of testl

From Table 5.4 and Figure 5.27, the results show that the accuracy of the target
centre/apex decreased with increasing the 1A, except for the sphere target, which is

not affected by IA.

The sub-millimetre error in sphere radius was obtained from a comparison between
the computed radius and its actual value provided by the manufacture, as shown in
Table 5.4, column 2. The sphere radius was computed using least squares fitting
points to a target surface via different methods, such as average determination, Gauss
Newton and Levenberg Marquedt (LM) algorithm. These methods are discussed in

more details, in chapter 7.

For this test, the results of LM algorithm were used because they are more accurate
than the others, which based on a combination of two methods (Steepest and Gauss
method). The full statistical result obtained from this method can be seen in

Appendix J2.

The reason behind using the radius of the sphere for comparison is the invisibility of
the target centre. This is one of the limitations of the sphere target, where it has to be
replaced manually with the prism kit, which can add an additional source of errors.
In test 1, the sphere cannot be replaced by its prism accurately for measuring its

centre, where it is fixed tightly on the board.

Testl shows that the most accurate results were achieved by the sphere target. The
cone is next with mm level even at 90° IA, but its accuracy degraded with increasing
the IA. The possible explanation is due to its geometric shape change, which might
be affected by the laser beam, even in perpendicular IA. The pyramid comes next,
and its accuracy fluctuated, where it failed at larger IA. The flat target provides high
accuracy at small IA, but degraded with increasing IA and failed with IA greater than
50°. Generally, the accuracy of Cone and Pyramid target are fluctuated, because of
their geometric shape. As for flat target, the effect appears over 45° where it failed at

over 50° 1A (see Figure 5.27).
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Result analysis of test2

The result of the second test shows that the further the range, the worst the accuracy
achieved. The best targets were the sphere and the flat, while the cone and pyramid
came next in this order. In other words, the pyramid and cone are slightly less
accurate than sphere and flat target in term of normal IA and short range due to their
shape properties. While at greater distances, of up to 70-80 m, all targets failed,
except for the cone, which can be detected within 1-2 cm level of accuracy (see

Figure 5.28).

From both Tables for the range accuracy results (see Appendix I, Tables I1-1 and I1-
2), it can be seen that the error values (the difference between the laser scanning data
for estimated target centres using a least squares surface fitting, with its considered
actual value measured by total station readings) are negative. This indicates that the
laser scanner considerers the target closer than it is. For the TOF HDS3000, the
internal sensor is receiving the laser pulse in a shorter time than it should be for that
distance. The Phase based Faro focus®” is calculating a shorter shift in the phase than
it should be. This could be down to a number of factors including the HRT, advance
of the laser pulse due to the atmosphere, or an internal error in the range
measurement system. The mathematical process of fitting laser point to target surface

is introduced in chapter 7.

Result analysis of Test3

Table 5.7 shows that the point density of the cone and pyramid decrease with
increasing the A, while the sphere target has almost the same number of points at
any IA. The further the range, the less the number of points can be obtained from
each target surface. Figure 5.29 shows the accuracy of each target centre/apex
separately (sphere, cone, pyramid) compared with its estimated value. As illustrated
in the analysis of test] and test2, the result of test3 for each target can be summarised
as follows:
1. The flat target provides high accuracy at small IA between 0°-40° and at 10-
30 m range but degraded with increasing IA failing at IA greater than 50°.

This is because the automatic detection of its centre was defined directly
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through the laser scanner in the field. Over this range and IA the accuracy of
its centre is degraded.

2. The cone is next at the same range and [IA with mm level of accuracy even
with 90 degree IA. The good result can be obtained.

3. The pyramid comes next with nearly 1 cm level accuracy, but degraded with
increasing IA

4. The sphere target is the best one in all situations with sub-mm precision of its
centre can be achieved, but it has less absolute accuracy in its invisible centre

compared to cone target.

The cone target has been chosen as an optimal target to be used with MLS survey for

the following reasons:

1. Easily calculated, where there is only one surface to be detected unlike the
pyramid, in which each face must be detected individuality; this is discussed
in chapter 6.

2. The cone can be detected and the apex can be calculated from any IA.

3. Only one colour can be used in the cone, making detection of the target easier
(see chapter 6).

4. The cone shape is a combination of spheres and pyramid. Good fitting and
intersection to identify its apex can be achieved, unlike sphere and pyramid.
The pyramid is highly affected by IA, where each face needs to be fitted
separately and then intersection of each fitted side determined, to get the apex
accurately. This reduces the confidence in computing the apex. The more the
series of operation, the more the error occurrence contribution in calculating
the apex.

5. Finally, from an economic point of view, the cone is cheaper than the sphere
and Leica target (e.g. the price of one 200 dia for normal sphere is
approximately 500 GBP, whereas a cone is less than 150 GBP). In addition,
the cone is more accurate than the sphere in term of absolute accuracy.
However, in term of relative accuracy “precision of centre/apex”, the quality
of fitting of the sphere is more accurate than all targets used in this project
(see Table 5.7), even after removing the effect of incidence angle from the

targets used, such as cone, pyramid and flat target, the sphere is still the best.
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6. The sphere could be more accurate than the cone if its centre measure by high

precision survey technique leading to more cost, effort and time.

5.5.4 Removing incidence angle on the target surface

The effect of the A in the precision of the target centre/apex, where the A changes
at a fixed distance can be seen in Table 5.8 and Figure 5.31.

The standard error (standard deviation of the residual “o ) of fitting each target and
define target centre/apex (see Table 5.8) was computed using the approach of least
squares surface fitting, such as Levenberg Marqurdt, Gauss Newton and average
determinations. These approaches are discussed in more details, in chapter 7. The
range measurement deviation of each individual point from the estimated target

surface can be calculated using the equation below (Soudarissanane et al., 2009).

ED = R X NT ettt (5.5.4.1)
Where, ep Represent the deviation of the range measurement of each individual
point from the estimated target surface (This error includes the effect of range and
1A).

Rm: Represent the mean deviation points to the plane defined by the normal vector
(deviation between actual data and predicted data, i.e. surface residual).

NT is the normal vector of the target surface. The standard error of fitting surface

(oep ) is calculated using Equation 5.5.4.2.

2
Oop = /Z‘;” ................................................................................................. (5.5.4.2)

Range=10m Sphere 6xyz Cone oxyz Pyramid Leica target
Incidence angle (0) (mm) (mm) oxyz (mm) oxyz (mm)
0° 0.54 0.48 3.1 1.36
10° 0.52 0.50 3.11 1.50
20° 0.50 0.53 3.13 1.65
30° 0.66 0.77 3.03 1.80
40° 0.83 1.01 2.93 1.95
50° 0.67 1.77 3.12 2.00
60° 0.52 2.54 3.32 2.05
70° 0.40 3.58 2.54 Fail
80° 0.41 548 2.01 Fail
90° 0.71 7.00 Fail Fail

Table 5-8: Standard error of target centre/apex Vs incidence angle with constant range of different
targets.
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Figure 5-31: Standard error of the surface residual Vs incidence angle with constant range.

Figure (5.31) shows measurement precision with respect to the incidence angle of the
targets surface, given a fixed scanner position, the standard total error of the targets
(cone, sphere, pyramid and flat target) is plotted in blue, red, green and magenta,
respectively. The incidence angle can be removed from the dataset depending on the
IA coefficient (CPB) of value ranging between 0 to 1 as defined in equation 5.5.4.3

(Soudarissanane et al., 2009).

CB=.coSP; O < CPB < Tttt et (5.5.4.3)

Where, cosp is computed as expressed in Equation 5.5.1 for each individual point of

each target used.

After removing TA from the dataset, the remaining effect is the range effect (ed)

which was computed as expressed in equation 5.5.4.4.

The standard error of each individual point (ed) was computed following equation

5.5.4.5. (See Table 5.9 and Figure 5.32).

€ = € X COSP oo (5.5.4.4)
d?
Oog = Zi ................................................................................................. (5.5.4.5)
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Cone after Pyramid after

Range=10 m Sphere Flat target after
remove f§ remove

Incidence angle (0) (mm) remove f§ (mm)

mim) (mm)

0° 0.48 0.54 2.10 1.36

10° 0.50 0.52 2.08 1.46

20° 0.53 0.50 2.06 1.57

30° 0.67 0.66 2.04 1.55

40° 0.81 0.83 2.01 1.45

50° 1.13 0.67 1.96 1.43

60° 1.45 0.52 1.94 1.60

70° 1.59 0.40 1.92 -

80° 1.65 0.41 2.01 -

90° 1.85 0.71 - -

Table 5-9: The remaining standard error of the centre/apex after removing the incidence angle effect

Remaining standar error (m)

from each target surface.

=o—coneaf RTA =#=Sphere

0.0025

0.002

0.0015

0.001

0.0005

Pyraf RIA

=>&flat T af RIA

W/“"’V

==-—.//<'\‘\_____,/'

0 20

40

60

Incidence angle (o)

80

100

Figure 5-32: The remaining standard error of the surface residuals after removing the incidence angle

(RIA) effect from each target surface at fixed range.

In the same way, the approach applied in test2 fixed IA with different ranges can be

seen in Figure (5.33) and Table (5.10), and also applied in test3, the standard error of

the effect of IA at several distances on the target surfaces can be seen in Figure

(5.34).
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Sphere . .

Range (m) CXVZ Cone Pyramid Leica target
IA (deg.)=0 (mfn) oxyz(mm) oxyz(mm) oXxyz (mm)
10 0.54 0.48 3.10 1.36
20 0.86 1.49 5.30 2.95

30 1.82 2.12 6.65 5.44
40 2.42 2.83 7.58 6.85
50 3.64 6.38 8.54 8.16
60 23.25 6.81 10.24 Fail
70 Fail 8.10 Fail Fail

80 Fail 10.89 Fail Fail

90 Fail 22.08 Fail Fail
100 Fail Fail Fail Fail

Table 5-10: Standard error of the target centre/apex Vs range with constant incidence angle of different

targets.

=&=Sphere oxyz =#=Cone oxyz

25
fg 20
g 15
5
o 10
g
g 5
A

0

Pyramid oxyz

=>&=Leica target oxyz

Incidence angle =(0°)

/f \Range efl
v

‘ectm
f/

20

40

Range (m)

60

80

100

120

Figure 5-33: Standard error of the surface residuals Vs range with constant incidence angle.

The theoretical basis of target position accuracy and precision is introduced in more

details in chapter 7.
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Figure 5-34: The effect of IA at several distances to the scanner Vs standard error of the target

surface. Top: Sphere surface, Middle: Cone surface, Lower: Pyramid faces.

5.5.5 Result Discussion

The analysis of results of all three tests can be summarised as follows:

1. The results of different targets (cone, sphere, pyramid and Leica flat target) used

in these tests shows

a. The sphere target is the best, because is not affected by IA,

b. The cone target is better than pyramid because it can be seen from any

IA.

c. The pyramid fails when IA equals the height angle of the target at (more
than 50° IA) and low points were obtained, which is negatively affected

the quality of the apex determination (see Figures 5.27).

d. The flat target is affected significantly with TA larger than 50°. Figure
5.35 show the problem of IA with the Pyramid and Leica flat target.

Problem of TA n
A Pyramid target Leica flat target

Figure 5-35: Problem of 1A on the pyramid and flat target.
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2. Although the targets cone and sphere would be seen from all rotation (0-80°), the

incidence angle of the beam from 45° and more would be very steep, causing

lower point density on the surface of the target and difficulty in automatic target

centre identification (see chapter 6). As a result, the coordinate precision of this

target would be poor as can be seen in (cone, pyramid and flat target, Figure 5.27

and Table 5.4). Flat target and pyramid with less than five faces will negatively

affect the quality of self-calibration. For this reason, the cone and sphere are

chosen, because they can be seen from any incidence angle, while the others

should be placed somewhere to be scanned from approximately normal incidence

angle.

The effect of incidence angle and range can be separated from dataset where they

both occur at the same time. Due to the large incidence angle causes large

measurement uncertainties (Soudarissanane et al., 2009). This was clearly showed in

test3 achieved with different range and different IA using proper targets designed at

the university, as mentioned in section 5.5.2.

5.5.6 The advantages and disadvantages of the target used

The advantages and disadvantages of the target used in this project can be

summarised in Table 5.11

Target Advantages Disadvantages

Sphere + Is not affected by IA - Invisible centre
+ Can be used for automatic registration | - Failed in automatic detection beyond
of multiple scans with high accuracy at | the range 20 m by Faro SCENE
short distance software.
+ Only one colour needed, easy for | - Very expensive
detection and calculation - Noise measurements comes from the
+ Only 4 point needed to determine its | bottom of the sphere, because of its
centre and radius shape
+ The solid surface is high reflective
made it from “Spectralon” is a solid
thermoplastic (e,g. Faro sphere)

Cone + Is not affected by high IA, good | -Need a highly reflective tape to cover
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intersection for its apex can be achieved
at up to 90 m range and 90° IA.

+ Can be used in self calibration of MLS
and merge multiple scans from different
scans of the same area.

+ Only one colour needed, easy for
detection and calculation

+ Only 7 points need to determine its
apex, normal and angle between the

normal and the direction to its apex.

its surface for automatic detection
process. This can be solved by making it
commercially using a solid

thermoplastic like Faro sphere

point, line) give a good result at short

distance and at normal A

Pyramid | + Easy shape for computing apex, - Different colours needed for automatic
+ Only 3 points from each face can define | detection, to separate each face.
its apex (e.g., 3faces needs 9 points) - Failed in high IA and high range up to

60 m and 60°

Flat + For calibration and registration of point | - Failed in steep IA greater than 45°

target cloud at small range and areas. - Needs a highly reflective tape to cover
+ The precision and accuracy of the | its surface for automatic detection
estimated centre depends on the no., of | process.
points captured per target.

Others + Geometric primitives, such as (plane, | -All (plane, point, line) failed in steep 1A

and bad results in automatic registration

of point cloud (see next section).

Table 5-11: The advantages and disadvantages of the target used in this project.

5.6 The advantage of multi-scans over single scan

In general, using multiple scans can solve many problems, for example, for image-

based registration and for reconstructing high-quality textures for the output digital

object to generate maps of high visual quality for the scanned objects (Bernardini et

al., 2010). In addition, multiple scans can be useful for calibration of the MLS

system to determine 3D offsets of the various sensors (typically known as lever arm

offsets).
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Another advantage of multi-scans is increasing the number of points; the more runs,
the more points can be obtained, as described in chapter 4. It can also be used for
joining scans together, where not all parts of the structure are visible from only one

set-up (see section 3.4, and Figure 3.5).

In this test, the multiple scans approach was used for registering a point cloud based
on a target and natural features from a single scan. The test was applied to investigate
the accuracy of registration based on a target with multiple scans compared with a

single scan.

5.6.1 Multiple scan trial

Two tests were undertaken with the TLS Faro Focus®” to assess the registration of a
point cloud based on natural reference points, such as a plane, line, corner point or
rectangle and targets such as spheres, pyramids, Leica flat targets and a newly
designed target cube with size 10x10 cm?, and the effect on the results of combining

multiple scans. The two tests were as follows:

1. Eight scans were used with different resolutions in different directions from
the same position.
2. Three scans with the same resolution and quality were used from three
different positions along the room.
3.
The method adopted for these tests was based on the perfect target with the centre
known exactly, before and after carrying out the actual scan. Both tests were
undertaken under favourable conditions, predominantly inside buildings at
temperatures between 15° and 20-C. These tests include common references, which
are natural references and targets. A Trimble robotic total station (TRTS) was used to

measure the local coordinates of the targets within £1mm level of accuracy.

The scan settings for the cases were established to a different resolution, as shown in
Table 5.12. The scanner does not allow the resolution to be set in terms of point

spacing at a particular distance (e.g., resolution 1/4 is 6.136 mm at 10 m).
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Considering that the ranges recorded were shorter, especially for manually fixed
targets, a spot spacing of about 4 mm was obtained. The maximum distance from
scanner to the target was 7 m, and the minimum was 3 m. This means that the spot

spacing between the targets and the scanner varied, as shown in Figure 5.34.

Speed Net scan
Resolution  Quality time (full pt/360°

(ktp/sec)

can)

1/4 3x 244 0:03:35 10,240
1/4 4x 122 0:07:09 10,240
1/5 4x 122 0:04:35 8,192
1/8 4x 122 0:01:47 5,120
1/8 6x 122 0:07:09 5,120
1/10 4x 122 0:01:09 4,069
1/16 4x 122 0:00:27 2,560
1/32 4x 122 0:00:07 1280

Table 5-12: Resolution and quality of each scan used in simulation.

The scan can contain several millions of points and with full resolution (1/1) a
correspondingly large memory is required. Therefore, the maximum resolution was
started in (1/4), and considered as full resolution, as shown in the first column of
Table 5.12. The second column explains the quality of the scanned point; 4x
indicates that the same point was scanned four times and the average of points was
taken. The speed of measurement per second and the net time of the full scan in
columns 3 and 4 depended on the resolution and quality settings selected. Scan per

3607, as shown in column 5, refers to the points captured per revolution.

The reason for using eight scans instead of two was to evaluate the influence of

different resolutions on the natural target and the designed target.

5.6.2 Test description

The experiments were established in two laboratories at NGI, University of
Nottingham. The first test contains the reference objects, 7 spheres and 5 pyramids; 5
spheres had a diameter of 145 mm, and the others had a diameter of 200 mm. The

smaller spheres were used for the registration of multi-scans, and Faro SCENE
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software was used to detect the spheres automatically from each scan at different
resolutions. Then, these scans were combined. The larger spheres were used as a
control value with the other reference values to assess the quality of registration. The
remaining reference object points such as cubes and pyramids are considered as
check points (see the distribution of the spheres and other targets in Figure 5.36, top).

The second test used the same targets, as shown in Figure 5.36, bottom.

Figure 5-36: Distribution of targets in two locations. Top: test in the surveying lab includes spheres,

control point and check point. Bottom: test in the photogrammetric lab with the same

targets.

5.6.2.1 Test1 -results and discussion

1.  Accuracy of registration using sphere targets

In this test, the accuracy of the target centre/apex through the registration of eight

scans at different resolutions and angles was investigated. Spherical targets (145
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mm) were used for registration of eight scans. During the registration process, the
laser scanning software (Faro SCENE) computes an optimal alignment between the

point clouds based on the best fit of the common geometrical objects (spheres).

The registration accuracy depends on the geometry and the overlapping area, as
described in chapter 3. The statistical results of the registration scans, obtained

automatically on demand through Faro SCENE software, are given in Table 5.13.

Mean
Scan Resolution  Detected Object
residual Scan result (mm)
cluster quality spheres fit
(mm)
Scanl 1/4 — 3x 4 1.00 Scan fit
Scan2 1/10-4x 5 0.80 Scan fit
Mean residual = 0.80
Scan3 1/16-4x 3 0.60 Scan fit
Deviation
Scan4 1/32-4x 3 1.10 Scan fit
Residual=0.90
Scan5 1/4-4x 5 0.70 Scan fit
Min.residual = 0.00
Scan6 1/8-6x 5 0.70 Scan fit )
Max.residual = 4.10
Scan7 1/5-4x 4 0.70 Scan fit
Scan 1/8-4x 5 0.70 Scan fit

Table 5-13: Scan results.

In Table 5.13, the mean residual in column 4 is the average discrepancy in the overall
coordinate systems between the position and orientation of all corresponding
reference objects of each registration. The results of each registration scan were
obtained at a millimeter level of precision up to 0.7 mm, except for scans 1 and 4,
which were within one millimeter, as shown in column 4. So, scans 1 and 4 seem not
to be optimal. This is attributed to the lower quality of data capture, low resolution
of the scan and the number of detected targets. For example, the number of common
objects (spheres) detected was less than in the other scans (column 3 in the table).
The mean residual obtained for corresponding sphere targets is 0.8 mm, and the

deviation of all corresponding objects is 0.9, while the maximum residual is 4.0 mm.

2. Accuracy of target centre/apex from single and multiple scans
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Targets No. Scanl Scan2 Scan3  Scand4 Scan5 Scan6 Scan7
1/4-4x  1/5-4x 1/8-4x 1/8-6x  1/10-4x  1/16-4x 1/32-4x All
(4x4) (4.5x4.5) (7x7) (7x7) (11x11)  (17x17) (22x22) scans

mm mm mm mm mm mm mm
oAE, oAE, AN oAE, cAE, oAE, AN o©AE, oAE, cAE,
AN (mm) AN AN (mm) AN AN AN
(mm) (mm)  (mm) (mm) (mm)  (mm)
Sphere 2 1.54 1.73 2.02 1.56 3.27 7.06 11.2 1.5
Pyramid 7 1.71 1.75 1.83 1.76 2.01 579 - 1.75
Cube 1 2.11 2.32 2,59 2.16 2.54 269 - 2.2
Circular 1 1.44 1.57 1.93 1.52 199 - 1.30
target
Corner pt. 6 15.71 16.66 28.42 17.89 3887 - - 16.0

Table 5-14: Accuracy of the horizontal components of the centre/apex vs. single and multi-scans.

Targets No. Scanl Scan2 Scan3 Scan4 Scan$ Scané6 Scan7  All
scans

1/4-4x  1/5-4x 1/8- 4x 1/8- 6x 1/10-4x  1/16-4x  1/32-

4x

cAh cAh cAh cAh cAh cAh cAh cAh

(mm) (mm) (mm) (mm) (mm) (mm) (mm) (mm)
Sphere 2 2.15 2.77 2.92 2.09 3.49 19.06 21.2 1.90
Pyramid 7 1.86 1.25 1.32 1.93 2.51 11.79  —-- 1.80
Cube 1 1.21 1.62 2,21 1.18 2.19 569 - 1.20
Cireular 0y 0 157 1.93 1.52 199 e 1.40
target
comer ¢ g6 832 14.28 9.99 18.88 e e 7.0
point

Table 5-15: RMS error of height on the target centre/apex at different resolution scans after geo-

referencing.

5.6.2.2 Test 2 - results and discussion

Testing targets with registration of point clouds

a. Registration using spheres

In this test, the same size of sphere target was used for registration of three scans

taken along the room in different positions (see Figure 5.36). In order to perform a
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registration, it is necessary to identify common points between scans (see chapter 3).

For this purpose, targets are placed in each scan. These targets are used to calculate

the parameters of a 3D conformal transformation that will register the three scans to

a local survey grid. The results can be seen in Table 5.16. The results for the

corresponding sphere targets can be seen in Table 5.17.

Scan cluster Mean residual (m)  Object fit

Scan result (m)

Scanl 0.0021 Scan fit

Scan2 0.0021 Scan fit

Mean residuals =
0.0021

Déviation residual =
0.0010

Min residual.=0.0000
Max residual.=0.0032

Table 5-16: Scan result along the room.

References Residual (m) Scan

Sphere 1 0.0032 Scanl Scan2
Sphere 2 0.0026 Scanl Scan2
Sphere 3 0.0023 Scan2 Scanl
Sphere 4 0.0023 Scan2 Scanl
Sphere 5 0.0021 Scanl Scan2

Table 5-17: Results for the corresponding spheres.

b. Registration using sphere, pyramid and cube

Using the sphere, pyramid and cube, poor results were obtained from the automated

algorithm because the selected targets (pyramid and cube) were not recognised by

the software. Therefore, these were considered as objects and their centres were

defined manually. The results can be seen in Table 5.18, and the detailed results can

be found in Appendix M-M1.

Target detection Correspondence

. . References
References in both scans view
Scan 1 Scan 2 Mean residual = 0.0092
Sphere 5 5 3 Deviation residual =
Pyramid 7 7 7 0.(?068 ‘
Min. residual = 0.0000
Cube 1 1 1

Max. residual = 0.0232

Table 5-18: Scan results of mean residual values for three reference objects.
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c. Registration using sphere and natural features

Using four geometric objects (sphere, corner point, line and rectangle) as a reference
for registration of two or multiple scans, the quality of the result was reduced. Then,
all the available reference objects were used, for automatic detection using Faro
SCENE software, and poor results were obtained again, as shown in Tables 5.19 and
5.20. This is because the automatic search for targets detection was unsuccessful.
The specification of Faro Focus®® recommends avoiding using planes, lines, pipes,
etc., for automatic registration scans (User manual, 2011). A screenshot of the results

obtained electronically is shown in Appendix M-M2.

Target detection Correspondence
References in three scans . Scan result (m)

Scan1l Scan?2 Scan3 oV
Corner Point 70 70 70 8 Mean residuals = 0.0244
Rectangle 21 30 29 5 Deviation residuals =
Sphere All All All All 0.0188

. Min residual.= 0.0000

Line 393 9323 None Max residual = 0.0539

Table 5-19: Scan result of mean residual value for four reference objects.

Target detection C d
References in both scans Orresponcence | gean result (m)
view
Scan1l Scan 2
Corner Point 70 70 5 Mean residuals = 0.0240
Rectangle 30 4 1 Deviation residuals =
Sphere All All All 0.0240
) Min residual = 0.0000
L 367 306 N )
mne one Max residual = 0.1049

Table 5-20: Scan result of mean residual value for all references available.

From the above results, it can be seen that with the automatic registration of the point
cloud using the sphere as a reference point, a good result can be achieved (see Table
5.16). In order to determine the quality of the corner point, line, plane and rectangle,
when used as reference objects in automatic detection for registration of the point
cloud, these reference objects were tested separately and compared with the sphere.

The results are shown in Table 5.21.
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Target detection Correspond
References in three scans . Scan result (m)
Scan1l Scan2 Scan3 ence view
Mean residuals = 0.0101
g(‘)’irlier 70 70 70 8 Deviation residuals = 0.0077
Max. residual = 0.0220
Mean residuals = 0.0128
Rectangle 21 30 29 5 Deviation = 0.0097
S Max. residual.= 0.0261
phere -
Line- Mean residuals = 0.0048
manually 10 10 10 10 Deviation = 0.0037
selected Max. residual.= 0.0106
Plane- Mean residuals = 0.0032
manually 10 10 10 10 Deviation = 0.0024
selected Max. residual.= 0.007

Table 5-21: Statistical results of each natural reference object with the sphere separately.

Deviation
No. of Mean value
Correspondence overall .
References  detecting overall residual Min  Max.
view residual (mm) (mm)
objects (mm)
(mm)
Sphere 7 7 1.5 1.0 0.0 3.2
Corner Point 70 8 20.0 14.0 0.0 100.0
Rectangle 30 5 22.2 17.0 0.0 102.0
Planes 188 13 4.0 3.5 0.0 10.0
Lines 393 None
Pyramids 7 None-7 manually 7.3 53 0.0 18

Table 5-22: Statistical results of each reference object used alone in registration.

Table 5.22 shows the result of registration with different reference objects. The
average residuals of each registration are calculated as shown in the fourth column;

the lower the value, the better the registration result.

In these results, the natural reference objects (corner point and rectangle) seem not to
be optimal in the automatic registration process. The distance between the positions
of the two reference points serves as input for the calculation of the residual value.
Values close to zero indicate a good registration result. Reference pairs can be easily
identified, which can cause problems in the registration. In the table, columns 4, 5
and 6 indicate the deviation, minimum and maximum of the overall residual,

respectively.
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5.6.3 Result discussion

In the accuracy tests, comparing different scan resolutions and different methods of
registration were discussed. The relationship between accuracy and the resolution

was tested; using different targets at different resolutions (see Tables 5.14 and 5.15).

Referring to the result of the registration process, an increase in the number of
targets, over the minimum of three points normally required, improves the
registration accuracy. The accuracy of registration deteriorates from 1 mm to 20 mm

with 6x6 sq. mm and 30x30 sq. mm resolution, in that order.

5.7 Conclusion

This chapter discussed the use of different control targets, namely a cone, pyramids,
dots and ring designed for improving MLS data in urban areas. A number of trials
were performed to determine the most favourable target. The results confirmed that
the optimal targets are the cone and sphere. The cone was chosen as an optimal
target; its magnetic mount and the 15 cm radius (r) of its circular base and slant
height equal to 2r compose a good intersection in the apex. This can provide
sufficient accuracy from a point density of about minimum 9 pts / target at 90 m

range (see Table 5.5).

The effects of incidence angle and range on the target design were investigated in a
series of trials, and the results showed again that the cone and sphere are the most
favourable targets to use for improving the MLS data. But analysis of the results
shows that the sphere has less accuracy than the cone in terms of calculating its

centre (see Tables 5.4 and 5.5).

The achievable positioning accuracies of the apex of the proposed pyramid and cone
designs, obtained by testing different laser point densities, are around 2mm in the
horizontal and vertical positions. The accuracy of the determined target position in
the laser point cloud depends on the point density and point distribution as well as
the height-to-base ratio (height/base). The accuracy of the apex fell by approximately
17% when the height of the pyramid was reduced by 1 cm (see section 5.4.1.2).
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The surface reflectance test found that the best surface to scan was the matt white
surface, which gave the highest signal return, and the precision standard deviation of
the quality of fitting a point to a plane was 1.1mm (see section 5.4.2.2). The gloss
black surface, on the other hand, gave the weakest signal return and the lowest
precision. The return was so poor for the gloss black that large portions from the

surface point were not recorded (see Figure 5.17).

The effect of the scan resolution on the quality of the scan points and registration was
investigated using simulation tests in the NGI lab. The findings show that the
registration of multiple scans achieves better quality results using targets. It is
necessary to ensure that there are enough reference objects in the scans before actual
scanning takes place; this prevents problems during registration of the point cloud.
Although registration can be done purely on the basis of natural targets, enhancing
the scanned environment by using additional 3D reference objects, such as cones,

spheres, and pyramid targets, is necessary.

Moreover, it can be concluded that the spheres and other manually selected targets
provide more registration information than planes or lines, corner points and
rectangles (see the visual inspection in appendix M) as the automatic workflow
cannot identify the exact location of the object of the same size in two or more scans.
It is recommended to avoid using automatic correspondence search for planes (User
manual, 2011). In addition, targets placed symmetrically, as in most trials, are not
detected whether in automatic or manual search. Moreover, the distance between
references should not be less than Im in automatic detection using Faro SCENE

software.

Generally, the registration process achieved more precise results when targets were
manually placed in the vicinity of the overlapping area (see the tables of section
5.6.2). One major burden in the registration process is to find the corresponding
objects. Therefore, at least four or five corresponding references in a scan should be
available. However, a higher number of object matches per scan may improve the
results of the correspondence search and will make registration easier and less error-

prone.
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This chapter provides a detailed description of the proposed automatic workflow for
detecting and analysing the results achieved for the three designed targets (cone,
pyramid, and dot) and comparing these with the sphere target designed by the
manufacturer. The main sections describe and analyse the algorithms for detecting a
target automatically from the entire point cloud, as well as detecting targets of the
same shape in the same cloud. The individual stages have been designed to address
the issues introduced in the recognition criteria process, with the potential view to be
fully automated. Finally, the advantages and disadvantages of the algorithm used and

a summary of the results will be given.

6.1 Introduction

The creation of an automatic workflow (see Figure 6.1) to detect and measure the
proposed 3D custom targets (pyramid, dot and cone) from surrounding objects in the
laser point cloud is an essential task because a lot of commercial software packages
such as Faro SCENE v. 4.1 (2011) and Cyclone software v. 6.0, are unable to detect

and measure custom-made targets automatically.

Matlab-based algorithms have been produced to detect all the targets appearing in the
point cloud and to calculate the centre/apex of each target automatically with a high

level of accuracy.

6.2 Algorithm description

Two scripts programs (UNT1 and UNT2) were written using Matlab functions (see
Appendix K). The algorithm contains two parts. The first part is automatic detection
of the target from surrounding objects in the laser point cloud. The second part is
computing the centre/apex of the detected target; this part is discussed in more detail

in the next chapter.
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The first part of the program is to detect the targets, specifically the pyramid, dot,
cone and sphere, and any other target. This part is based on three criteria: intensity
range values, distance between points and the size of the target. The distance
between points should be equal to or less than the size of the target. The target itself
should be one third of the background size. The reason for using the background is to
make sure all points used to calculate the target centre/apex are located inside the

target. These conditions are discussed in the next section.
The second part of the program, computation, uses the following algorithms:

e Plane intersection algorithm for use with the pyramid faces.

e Line intersection algorithm for use with the dots target.

e Least squares surface fitting using three methods for fitting the line, plane,
cone and sphere, which are average determination (AD), and the Gauss

Newton (GN) and Levenberg Marquardt (LM) algorithms.

The fitting process of the methods above is described in more detail in the next

chapter.

6.3 How the algorithm can detect the target

The targets, the pyramids seen in Figure 6.1, have between three and eight faces. One
face of each of them was covered with high reflectivity tape (HRT) except for the
octagon-based pyramid, four faces of which were covered with HRT. The reason for
using HRT is that this colour is rare and highly detectable from surrounding
environments. Therefore, it can provide a good initial step in the detection process.
Using four faces will ensure that this colour will be seen from any incidence angle

(i.e. the orientation of the target relative to the laser scanner).

The first step is to detect the points with HRT from the point cloud. This detection is
based on the range of the intensity of this colour which was determined previously

(see section 5.4.2).
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These points will be divided into groups, with each group including only those
within a distance of 30 cm (the length of the target) from each other. From Figure
6.2, assume six groups will be found. Then, points in the other four colours (black
(BC), dark grey (DC), green (GC) and white (WC)) will be tested to find which one
is close to each HRT group within the same 30 cm range. If there are no points from
the four colours surrounding the HRT or there is only one colour surrounding the
HRT, these groups will be neglected because there is no possibility of them being a
target (see Figure 6.2).

A further check involves the points in the other colours surrounding the HRT groups
being tested to ensure that the distance between them is no greater than 30 cm (the

length of the target). Points lying outside this range will be deleted.

Here, the benefit of the background of the target will be clear. If the target is used
without the background, some point from outside the target might be used in the

calculations to find the centre/apex, but the background helps to avoid that.

At the end and based on the number of points expected from the target, the detected
groups will be specified as targets or not. The number of points depends on several
factors, such as the density of the point cloud used in the laser scanner, the distance
between the target and the laser scanner and the incidence angle, as described in the

previous chapter.

The above procedure can be summarised as follows

¢ Find the points of HRT

e Divide these points into groups each of which could be a target (points of
HRT)

e Find the other colours (BC, DC, GC and WC) surrounding the HRT within
the length of the target for each group (30 cm)

e Apply the distance condition of 30 cm between the three colours

e Apply the conditions of the number of points per target that it is expected to
capture from the laser scanner (see section 4.2.1)

e Calculate the centre/apex of the target.
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Proposed colours for the pyramid faces

B
HRT
% % | Highly reflective tape (HRT) D
B B+ ]
H L3
O OO Black colour (B)
o O B
G D
® e
@ @ | Darkgrey colour (D) HRT
@
@ & | Green colour (G)
b & \ HRT / .
® "W /B D W
4+ < | White colour (W) HRT ' ?RT HRT /. B

Figure 6-1: Regular pyramid targets. Left: target colours list (HRT, BC, DC, GC and WC). Right:
triangular, square, pentagon and octagon based pyramids covered in different colours.

One face of each target is covered by HRT except for the octagon, 4 faces of which are

covered in HRT.

Group 1 (G1)

Figure 6-2: HRT group and its surrounding points in the laser point cloud.
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Using the HRT can help to make the program faster than searching the entire point
cloud to detect the target. In any direction, at least three faces can be obtained from
the eight visible faces. The more faces, the better the accuracy that can be achieved.
The disadvantage of this algorithm is that it fails with low point density on the target
surface, when the number of points outside the target is greater than the number
inside. Then, the algorithm detects the wrong target position. Therefore, even with
eight faces the program will create a lot of groups and cannot predict exactly which

group is a target or not. In this case, further development is necessary.

The program can work successfully:

e When the target is completely visible in scan data or a minimum of three
faces are visible in the laser point cloud; the more faces, the better the
accuracy that can be achieved.

e When the incidence angle is less than 50°, particularly for flat targets and the
triangular based pyramid.

The program fails:

e When the incident angle is very steep to the target, decreasing the number of
detected points. As a result, the coordinate precision of this target will be
poor, negatively affecting the quality of the apex determination.

e When the colour of the background clashes with the colour of the target; the
target will fail in automatic detection.

e When each face of the target has less than three points, such that the target
center/apex cannot be calculated.

e When only two faces of the target are visible, causing the program to fail to
compute the apex.

e When the effect of light and shadows on the target surface and its

background are different, especially when three faces are visible.

Statistical result

The precision estimate and external error determination of the target centre/apex are
evaluated. This is achieved as follows:
e The standard deviation of each fitted side of the pyramid target is calculated.

e Least squares surface fitting of a best-fit plane/line to a set of data.
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e Comparison of the computed apex with its control value.
The algorithm developed through Matlab functions was tested on two types of target:
pyramid and dot. For the test, the following steps were performed:
Step 1: Data acquisition of an area using the Leica Terrestrial Laser Scanner (TLS
HDS3000). The data was then converted and saved in a .txt file, containing (X, Y, Z)
and coordinates, and the intensity value as reflected from the surface. The number of
points in the cloud was 60801, at a scan resolution of 1x1 cm.
Step 2: Plotting the point cloud of an area containing the pyramid target (see Figure
6.3).

Tl B2 59 Mdesi B-DDE0FEA =

BE -[s [+ +i1 x EeE 0
=  glear all
close all
Belomd|" L . 10V 1Nt )
a - o TEMIF
M= TeBizl):
| 41 - I=Biz,2): Plﬂtﬁ{, YZ)
& - Ligeceil)
i) /
£

m - xlabel (" x-dicection” ], yiabel(* yr-direst ] ] ;2lmbal (" s=directicon’)

Pyramid
position

White colour -
background

L
& S

Figure 6-3: Point cloud of part of an area (top left) containing the pyramid target (bottom left), and its
appearance in the point cloud using Cyclone software v.6; the figure on the right was

drawn using Matlab functions.

Step 3: The points of the pyramid target and the surrounding point cloud are detected
and isolated according to their intensity value. The program then finds the two initial

points inside the target, as depicted in Figure 6.4.
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40 = clear all
41 = close all
4z - B=load('D:\7.9.11%1.txt'):
a3 - =B (:,1); Locate two initial points inside the target (step 4)
44 - ¥Y=B(:,2);
45 — Z=B(:,3): 102,
46 — figure(l)
47 - plot3 (X, Y, Z,("k."'))
458 — xlabel (' x-direction'),yvlabel (' y-directions
49 - grid on
50 — figure (2)
Sl = Bi=find(B(:,4)<-337£B(:,4)>-412); é 101
| = C=B(B1,1:3): g
53 N
54 - plot3(C({:,1),C(:,2),C(:,3),"'kK.") 100.5.
55 — hold on
56 — grid
57 - Ba=find(B(:,4)<-232&B(:,4)>-323): 100,
§8 — | D=B(B2,1:3): 205
59
60 — plot3 (D{:,1),D(:,2),D(:,3),'.") 045
61 — B3=find(B(:,4)>170£B(:,4)<280); J-<irection 304 s 400 4005 401 401.5 402
62 — E=B(B3,1:3): x-direction
63
64 — plot3(E(:,1),E(:,2),E(:,3),'b.")
65 — xlabel ('x-direction'),vlabel('y-direction'),zlabel('z-direction')
66
L 67 % finding the first point in the target

All 3D points in Matrices C, D and E are plotted

Figure 6-4: The target and surrounding point cloud with the two initial points located on the target.

Figure 6.4 shows a plot of all the points in matrices C, D and E for black, grey and
highly reflective surfaces respectively; for example, plot 3 (C(:,1), C(:,2), C(:,3), 'k."):
This statement will plot the points on the target, and all other points which have the
same intensity value. The symbols ‘k.’, ‘r.” and ‘b.’ represent black, red and blue in

the Matlab colour chart, respectively.

The three matrices of the point cloud with the same intensity values are created, such
as C [ ] for black; D [ ], for dark green, presented in red and E [ ], for high reflective
tape (HRT), presented in blue colour. These colours, reflected back to the scanner,
contain blue, green and red (BGR) channel. These BGR were fixed by the
manufactures of the HDS3000 scanner, where the single intensity value for a point
has blue, green and red for high, medium and very low intensity values, respectively.

The size of each matrix after filtering is as follows:

Size of C[ 1=418*3
Size of D[ ]=3235%*3
Size of E[ ]=185*3
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Step 4: Finding the first point in the target in order to isolate points on the target
from those which have the same intensity value, depending on the fact that the
distance between the points with the different colours inside the target is equal to or

less than the length of the pyramid target. This was achieved as follows:

1. Create an empty matrix, M [ ].

2. Compare each element in matrix C [ ] with those of matrix E [ ], whose sizes
are (418*3) (185*3), respectively, through looping. The result will be
arranged in matrix M (Figure 6.5, matrix M).

3. Create an empty matrix, say F [ ], which will show the index with its
repetition obtained from the first column of matrix M (Figure 6.5 top, matrix

F).

4. Find the maximum repetition, which is the second column in matrix F [ ], and

display the values in matrix W (Figure 6.5 top, matrix W).

5. In matrix h [ ] (Figure 6.5, top), find the index numbers of the maximum

redundancy in matrix F [ ].

6. Find the first point in the matrix h, say AM = (F (h, 1)). The first point was
detected; let r be a black point inside the target and then plot the position of r
(Figure 6.4).

7. The same procedure is then applied to matrices D[ Jand E [ ].

8. Find all the points inside the target (Figure 6.6).

9. After the two initial points are fixed inside the target, each colour can be

easily detected separately, based on the intensity value and the limited range

between them.
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Matrix F: Shows the index

Matrix [M]
and its repetition obtained in [?l [E] — dMa""']‘; Ifgﬁ
B3 EPENLON
the first column of matrix M, 1 ; ; g
while the second column is - 3 3 ig
the number of the condition 2 1 5 10
applied. : : - -
PP 3 3 155 | L159)
3 3 _ .
418 o 154)
Matrix W: Shows only the : -
max. repetition in matrix F in 4 ! M/ Mam;ﬁ “::tli
. ASTITIITL PpERnON
the second column. g g [ 154
7 Matrix [h]

. ) 155 3 W Index of the Max , Repetition
Matrix h: Shows the index 155. [/ 27 155
—_— . P 318
number of the maximum ) 413

418 5| 736
repetition from matrix F 418 |l 165
418 185
[C] [E] . Index
Index Repetition ™ o
<130x1 >
FH M <z879x2 double> I F <H18xBdowble> /. o RERH <130x1 double
—— 77 elF] 1 Marix [h]:
1 2 — 1 :
1 T 1 1 ; Index no., of the
2 1 z 9 3 157 Max. repetition
3 1 g 3 3 15 4 158
" 4 ! 6 ; ; :g Max. Repetitions | 5 159
Matrix [M]= & 1 7
6 160
7 1 12, 7 7 15 1 s 1
8 Ll 150 8 8 15 |1 154 9 163
g 2 2 9 il 12| |2 10 164
10 2 3 10 10 15 1" 165
11 2 4 11 11 15 12 166
12 2 & 12 12 11 13 167
13 2 7 13 13 15 14 168
14 2 & 14 14 14 5 169
15 2 ] 15 15 15 16 170
16 2 10 16 16 15 17 171
17 2 11 17 17 15 13 172
18 3 1 13 18 15 19 173
19 3 2 19 19 15 20 174
20 3 3 20 20 15
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L] .‘w.- ﬁ lahlill i i I
NEd $MR2 002 - Mesi B-@0RRDARE |~ f (O~
BB -0 + | +11 | x |5 @
67 = #*label |'x-direction') , vlabel (' y-direction'),zlabel (' z-directcion') I
68 3 finding the first point in the targest
69 —
70 - H| Empty matrix Each point in matrix [C] from 1 to 418 compare
71 with all point in Matrix [E] from 1 to 185, where
72| = for i=1:lengthiC) the condition is applied, the results are displayed
:: = for J=1:lengthiE) in Matrix [M]
75 = if abs(E{J,1)-C{i,1))<=0.3&sabs(E(J,2)-C(i1,2))<=0.3&&abs(E(J,3)-C(i,3
76 — MK, 1)1=1 ;M(K,2)=3;
77 - K=E+1;
73 - end
79
80 — end
gl
82 — encl . . . . .
83 @ omiz Matrix F: Shows the index and its reputation obtained
84 - F=[]: in the first column of the Matrix [M]. The second
85 — for i=1:length(C column is the number where the condition is applied
-1
87 — z=find (M(:,1)==4);
88 - z=lengthiz):
&89
S0 — FiO,1)=1; F{0,2)=s;
S = O=0+1;
o2 = end
93
93 @ ‘ Wemax (F(:,2)): W: shows the maximum reputation in
a5 Matrix F
3: B h=find(F (:,2)==W); Matrix h: shows the index numbers of the maximum
98 - XY¥ZofFaceBlack=C(h, :): reputations from Matrix [F].
&3 5

Figure 6-5: Target detection presented mathematically. Top: the process of isolating the target

mathematically. Bottom: screenshot of the Matlab functions used.

The same procedure was applied with the other surfaces of the target with dark grey
points (matrix D [ ]) and the HRT points of matrix E [ ]. The target was isolated

successfully, as shown in Figure 6.6.
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147 5finding the whole points inside the target :
148 %the black colour

149 = EPIT=[]:

150 — E=1:

151 — for i=1l:lengthi(C)

152 - if abs{ril,1)-C{i,1)<=0.3) &&absir(l,2)-C(i,2)<=0.3)&sabs(c(1,3)-C{i,3)<=
153 - BEPIT(K,1)=1;

154 = E=K+1:

155 — end 101.75

156 — end

157 @ C:.L=C[BPIT, 3 017

158 = figure (3) B

159 = plot3(C1l(:,1),C1(:,2),C1(:,3),"'

160 — grid 101.65.

161 — hold on 8 i

162 3the gray colour g

163 = GPIT=[]; 3 1016,

164 — K=1;

165 — for :.L=l:lengr.h[D:| . 10155

166 — if abs{ril,1j-D{i,1)<=0.3)s&a |

167 = GPIT(K,1)=1;

168 = K=K+1: 101,5)

169 — end 305

170 = end

111 @ D1=D(GPIT,:): 04.8

172 = plot3 (DL{:;1),D1(:,2),D1(:;3)

173 - xlabel('x-direction'),ylabel('y 4009 400.95 401
174 4the more respected r_-.:.z'_cc y-direction 4006 40085 4007 400754008 40085
175 — TETT=r1- x-direction
I« >

Figure 6-6: Target isolated successfully.

Figure 6.6 shows that the three colours (BC, DC, and HRT) were isolated. The full
programme “UNT1” can be seen in the attached CD (see Appendix K).

10. Calculate the parameters of each separate face. The least squares method was

applied to each colour face of the target, as shown in Figure 6.7. The

calculation of parameters for each face is as follows:

The black C [ ], the dark grey D [ |, the HRT E [ ]

Parl (al.bl.cl)=(C.C"Y". CTb e For black
Par2 (a2, b2, c2) = (D.D")". D" b............... For dark grey, presented in red
Par3 (a3, b3,¢3)=(EEY . E'b............... For HRT, presented in blue

Then, the general equation of the plan intersection is:
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alx+blytclz=1 )

al b1l cl][X b
a2 b2 c2||Y|= D], (6.3.1.1)
a3 b3 c31LZ b

~—

a2x +b2y+c2z =1

a3x+ b3y+ c3z=1"

183 ¥the black colour

1684

185 = b=ones(length(C1),1):

las — parl=inv(C1l'*C1l)*Cl1l'*h % first parameters
187 - standreddeviationofsurfaceC=atd (C1) ;

188 tthe dark grey colour, normal cape

189

190 = b=ones (length(Di) ,1)

191 - par2=inv(D1'*D1)*D1'®*h %second parameters
192 — standreddeviat ionofsurfacel=atd (D1) ;

193 scthe light grev colowr, high reflectivity tape
194 - b=ones(length(E1),1):

195 - par3d=inv(E1'*E1}) *E1'*h %(third paramsters
198 — stundreddevihtinnnfsurfaceE'stdtElJ:

197 — M=[parl' :;pard':pac3i']:

198

199 *THE INTERSECTION FOINT

200 - J=[1:1;1]);

201l — THEINTERSECTIONPOINT =inv(Q4) *J

202 — T=THEINTERSECTIONPOINT:

203 - plot3(T(1,1),T(2,1),T(3,1), 'v+")

204 - TE=[400.775:304.801;101.&6570]

205 — DifE=T3-T

Figure 6-7: Mathematical model for calculating the parameters of each face.

Figure 6.7 shows how the calculation parameters (a, b, ¢) of each face of the pyramid
(BC, DC and HRT) were calculated. The apex of the pyramid target was computed

based on the planes intersection algorithm (see equation 6.3.1.1).

11. Plot the position of the point resulting from the intersection of the three

planes (see Figure 6.8).
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Figure 6-8: Apex of the pyramid target is computed.

The second part of the algorithm (UNT1) described was developed with support
from Michael Losler (2012b). The author used a combined algorithm, which
estimates the plane parameters and the apex of the target together, formulated as a
Gauss Helmert model with unknown in the restriction (see the algorithm in Appendix
P). The mathematical mode of the algorithm is described in chapter 7. The reason for
this update of the algorithm is that the previous solution estimated parameters on
each plane in a single step and combined these solutions to compute the apex of the
target. Therefore, it is not possible for an exact intersection point to be given by the
three (or more) planes. The plane parameters could deviate from a single solution. As
a result of this, the solution is to formulate the apex as a restriction and forcing an
intersection. This developed algorithm was applied to the pyramid cases with

different ranges and incidence angles, and the results can be seen in Appendix L.

Automatic dots target detection.

The algorithm UNT?2 (see appendix K) was applied to the proposed dot target which
involves a group of dots in a straight line in different directions (see Figure 6.9). The
program can detect the target automatically, and then calculates the position of the
target centre that results from the intersecting lines algorithm, which is based on the
3D line equation. The reason for using this type of target instead of a pyramid is that

it is very cheap and can be more easily produced than a pyramid. In addition, the

Farsat Heeto Abdulrahman 194



CHAPTER 6: AUTOMATIC DETECTION OF TARGETS

returned laser beam energy cannot have an influence at a normal incidence angle, as
in the pyramid target, which has a slant on its faces (see section 3.6.4 on surface

reflectance and angle of incidence).

The same procedure that was applied to the pyramid target will be used for the dot
target or any other targets, namely a pyramid with 4, 5, or 8 faces, cone, sphere, etc.
It is important to say that this program is general for detecting any type of target
automatically. The only change will be the method used for identifying the target’s
centre/apex. In this case, a line intersection will be used instead of the intersection of
planes.

The following steps will explain how the algorithm detects the dots target and
computes its centre.

Step 1: Data acquisition of an area using Leica Terrestrial Laser Scanner (TLS
HDS300), then conversion of these data into a .txt file, containing (X, Y, Z, I, R, G,

B). The number of points in the cloud was 62232, and the scan resolution is 1x1 cm.

Step 2: Plotting the point cloud of a selected area, which contains the proposed dots

target (see Figure 6.9).

A Figure 1

ey j

A Fie [ Vew ewt Took (wsitop widos Heb -
Lo o ¥ ; N \ ; E

b= - Jdde b KN OILL-QA 08 D

1015 Target position
! 1|

0.60 m

. —-—

HRT ——" *— 1 Dark

— grey

White background

T 060m
Figure 6-9: Displaying the point cloud of part of the area. Top left: point cloud plotted using Cyclone
software, v.6. Bottom left: a sample of the proposed dots target. Right: points plotted using

Matlab functions.
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Step 3: The points of the dots target and surrounding point cloud are detected and
isolated according to their intensity value. Then the program finds the two initial

points inside the target, as shown in Figure 6.10.

Step 4: Finding the first point in the dots target. The same procedure is performed as

with the pyramid target.

Step 5: Isolating dots from the surrounding point cloud into individual groups, as
illustrated in Figure 6.11. Then the points of each dot are separated into a group (see
Figure 6.12). In the next step, the program will isolate each dot (inner detection)

using the same condition procedure.

Step 6: The centre of the target is calculated and plotted using two methods:
1. Calculating the mean point of each group, and then passing the lines
through the mean of each one and intersecting them.
2. After isolating the points of the dots target, the process of fitting the line
is been applied.

Step 7: Determining the 3D line equation of each line, and then calculating the
centre of the intersection line using the line intersection algorithm.

The general 3D line equation passing through two 3D points is:

x-x1 _ y-yl _ z-z1

= T ettt na e ene s (6.3.1.2)
x2-x1  y2-yl1  z2-z1
where: (x2-x1, y2-yl, z2-z1) = parameters (a, b, ¢) respectively
L T 1 T T T o T pr T I 3.1,
where (x1/al-y1/bl+z1/c1) =dl, and so on for d2 and d3)
1 1 1 . .
SX— oy t—oz= dl-------- 1 for linel ((BC) (C1 matrix)).....ccccceeveveennnnee (6.3.1.4)
1 1 1 . .
SX Ty toz= d2------- 2 for line 2 ((DC) (D1 matrix)).......ccccveervvernnenns (6.3.1.5)
—X ==y +—z = d3--—----3 for line3 (HRT) (EI Matrix)).............0.oe... (6.3.1.6)

The equation above is linear, and the least squares method can be applied to calculate

the target centre.
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A X e ettt (6.3.1.7)
where: A= (1/al-1/b1+1/cl, 1/a2-1/b2+1/c2, 1/a3-1/b3+1/c3);
X=(x, y,and z), and d = (d1, d2, d3), then the centre point of the intersecting line is:

X = ANV (A) Qe (6.3.1.8)
Then, both sides of the of the equation (6.3.1.8) multiplying by the A" to agree the

inner matrix dimensions,

X (AT A ATt (6.3.1.9)

The equation above gives the coordinates of the intersections of lines.

- Figure 2 r—__| @]E]

Fie Edt View [nsert Tools Desktop ‘Window Help
NEdS KB RKKO9ELL- @08 el

Located two initial points inside the target, step 4

EEmgamarrraEEEEE .

102,
1015
101

1005

" W »

- =
=L \339_5 400 400.5 401 401.5 402

Figure 6-10: The target and surrounding point cloud with the two initial points located in the target.
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173

174 % isolating ecach dot of black

175

176 — D=load('f:\blackpointsinsidechecarget. TXT )

177 - C1=D;

178 - Lai;

179 — a=[]: # Matrix for remaining dots

Hacl= =0 # Matrix for isolating first group of dots

181 - 1:lengthiCl)

182 = 12 =2qre((CLl(1,1)-Cl(i,1))"2+(C1(1,2)-CL(4i,2))"2+(C2{1,3)-CL(4i,3))"2)>=0,015:
183 — S(L;1)=1;

184 - L=L+13:

185 = end

186 — P |

187 - Q=Clis, 1) # Matrix for remaining black dots

188 - H=1:

189 = for i=1:length(C1l)

190 - if sgre((C1i(1,1)-C1(i,1))°2+(C1{1,2)-CL{4,2))~2+(C1(1,3)-C1(1,3))~2)<=0.015;
191 - Z(H, 1) =1

192 = H=H+1:

193 — end

194 - e

195 - DOTLE=CL (2, 1) # Mean of the first group of dot
196 - KD 1=mean (DOT1B)

197 = save | L:\DUT1IB. Xt "HD1" , "' =ASCII")

198 - figure (4)

199 = plocy (MDL1(1,1) MD1(1,2) MD1{1,3),"'K.")

200 - hold on

201 - grid Saving the remaining dotsinto a
202

203 - save (" £:%1000.cxe" " Q", "=ASCII") separateﬁle

204

205 = _clear all Loading the file and starts the same
206 — De=load(*f:) 1000.txt’, Q' , ' ~ASCII ) ; _przcedu.re for other black dots.

Then, the procedure will continue for the other colours (DC and HRT)

- R

10185 i i
| -4 : s
'EL,i—*":5'"""'f‘“““‘“'T"'“"""!""""::3:'
MeE—"" : : : B
H H 1a e i .
‘ . ] R . :
S S S SRY . S AU
TR Bt ; s ; i
= H H . H H :
3 | 5 | : 5 i
2 U SO S S P S —
S ﬁ" f Hi : i
o i H[ c
101.45 -1 i b : : i
5 DC 5 ' : :
bt B~ e
101.4 —p= = T [ 3049 200
4006 40075 4008 GWE vodirection
W-direction

Figure 6-11: Isolating the dots target. Top: steps for isolating the dots target. Bottom: each dot isolated

according to its colour.
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Figure 6-12: Dots isolated (left), and the mean point of each group computed (right).

In Figure 6.12, left, after isolating the points, the mean point of each group was
computed, and the linear least squares equation (6.3.1.9) was applied to determine
the centre of the target. Note: All points in a straight line have known coordinates (X,
y, z). The first and end point of each line were chosen, where equation (6.3.1.9) uses
just two points. For example, as shown in the BC dot (Figure 6.13), the line equation
was applied with points (P1, P4), (P1, P3), (P2, P3), and P2, P4 and the same
procedure was applied to the other lines. Consequently, the average intersection lines
of the target centre were calculated (see algorithm UNT2 in the attached CD,
Appendix K).

L1

Figure 6-13: Shows the line equation of method 1:

L4
P1 to P4 refer to the mean point of
each BC dot. L1 to L4 refer to the

line passing through two known ﬂ
points (xyz) coordinates.

In the second method, the least squares fit algorithm was used to fit a best-fit line to

the data for each group of dots. At the intersection of each fitted line, the accurate
centre of the target was computed (see Figure 6.14), and compared with the actual

value measured using TS.
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Figure 6-14: The centre of the target estimated through the intersection line after fitting each group of

points to a line.

In the second method (Figure 6.14), the process of fitting a line to data was applied
to each group and the residuals have been computed after fitting (see Appendix L,
Figure L2-2). Then, the line intersection algorithm was applied to estimate the target
centre. [See the application of UNT2 algorithm [UNT2.1 (UNT2.1.1 to UNT2.1.4),
UNT2.2 and UNT2.3] files in the attached CD (see Appendix K.). The process of
fitting will be described in the next chapter.

6.3.1 Results and analysis:
The accuracy of the two targets compared with their measured values using the Total

Station are shown in Table 6.1.The accuracy of the surveyed value for each x, y and

z component is = 1mm in the local area.

Absolute accuracy

Target AE (mm) AN (mm) AZ (mm) Sean resolution Note
Pyramid 4.00 3.00 3.00 2x2 sq. cm.

Dots Fail Fail Fail Fail

Pyramid 4.00 3.00 2.00 0.5x0.5 sq. cm.

Pyramid 2.00 1.50 1.00 0.5x0.5 sq. cm. After fitting
Dots 0.2 0.8 13 0.5x0.5 sq. cm.

Dots 0.18 1.7 0.9 0.5x0.5 sq. cm. After fitting

Table 6-1: Accuracy of the target centre compared with the actual value measured using TS.
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Table 6.1 shows that good results can be obtained from the dots target at point
spacing of 0.5x0.5 sq. cm and better than the pyramid at short range and normal
incidence angle, but this target failed with point spacing of 0.2 x 0.2 sq. cm. This is
because the scan resolution is larger than the size of each dot. Larger dots can be
used, but this will affect the estimated centre of each dot, especially with bad
distribution of scanned points inside the dot (see section 5.4). Consequently, poor
accuracy and precision will be achieved. The accuracy of the pyramid apex depends
on the accuracy of the compared data achieved from the Total Station, while the
quality of the apex depends on the precision of the planar parameter of the surface
normal. This also contributed error in apex determination, due to the effects of range

and incidence angle (see section 5.5).

6.3.2 Workflow diagram

The work flow diagram of the two script programs (UNT1 and UNT2) was divided
into two parts: detection and computation (see Figures 6.15 and 6.16) and was then

used for the two types of the target: pyramids and dots.

Automatic Detection using Matlab functions

Laboratory work v

TLS or MLS Load all points
v V@u v

Chosen colours (BC, Isolating target’s points, this depends on the 3 condition:

DC, HRT and white) . . .

Intensity value; distance between point = or < than the target

v size; the background should be 1/3 of the target size
L White colour

Data acquisition:

The group of

Yes

Cyclone software v.6 used points match

the condition

There is a target in this area

Point cloud laser data converted into —>
txt format data, which is (X, Y, Z, I). :

UNTT algorithm for detection of pyramid targets
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UNT!1 algorithm for Computation of the target apex- Pyramid

Determine normal vector (a, b, ¢) for each surface.
Xci1atY e b+Zcc=1---for surface 1(BC, matrix (C1)
Xpi1at+Ypib+Zpc=1---for surface 2 (DC, matrix (D1)

Xg1atYgob+Zgse=1--- for surface 3(HRT, matrix (E1)

v

Least square method used for
determining the parameters
of normal vector (a,b,c) of
each surface (C1, D1and
El)

>

BC

DC

\

White colour

Parameter (a,b,c) computed
Surface 1 (BC)---(a,b,c) 1
Surface 2 (DC)---(a,b,c)2
Surface 3 (HRT)--(a,b,c)3

Plane intersection method
for 3 faces to determine
the apex

>

v

Apex of the target

computed

Result:

Accuracy: Method1

!

A\ 4

Method 2: After fitting

(2.0, 1.5, 1.0) mm

Scan resolution (5x5) sq. mm

: the apex position (xyz) (4.0, 3.0, 2.0) mm

Figure 6-15: Automatic workflow diagram for detecting and computing the apex of the target. Top:

detection of the target (any type of pyramid). Bottom: computation of the target apex

using plane intersection method.

Laboratory work
TLS or MLS

v

Chosen colours (BC,
DC, HRT and white)

—

Data acquisition:

Automatic Detection using Matlab functions

v

Load all points

v

Isolating target’s points, this depends on the 3 condition:

Intensity value; distance between point = or < than the target
size; the background should be 1/3 of the target size

Cyclone software v.6 used

Point cloud laser data converted into
txt format data, which is (X, Y, Z, T).

The group of
points match
the condition

Yes

There is a target in this area

y

Each dot was separated, and the mean
point of each one calculated.

UNT?2 algorithm steps of detection dots target.
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TUNT?2 algorithm steps of computation dots target centre

Computing the centre of the target - the intersection of lines algorithm vged

Compute line equation in 3D through two points:
- i - DC
X—x _ Y-y, _ Z—z where (2, — %y, ¥2 =¥ 22 —2.) = (a,b,c)  respectively BC
Rp—R Vo= V1 2% ®
X Y Z 2 ¥y 2 Zy ¥y 2
a_l_b_1+ gz a_l_b_1+'; where i—i"' —1= d; andgo onfor d,andd, ®
iX : iY i i Z=d, e For linel ((BC') (C1 matrix)) LA
a4 by €1 ® ®
ix_iy+lz =d, oo For line2 ((DC) (D1 matrix)) )
a, . <5 2 White
1 1 1 HRT colour
SR YA —Z=dy e For line3 ((HRT) (E1 matrix))
a3 by €3

The final equation for calculating the target centre is

Then the centre point of the intersecting line ig:

X =(%Y,%) and d = (dy,d,d3)

X =(ATA) ATd

AX=d === Linear equation
A [1 1 I 1 1 . | 1 1]
Ther: =SE[———t— ———t— ———+ —
Where a; by ey 3, by oAy by oo

The centre position of
the target computed
(XY Z)

¥

The position of the centre
izplotted and compared
with itz controlvalue

Accuracy:. Methodl:

Scan resolution (5 x 5)

2q.mm

(0.2,0.8, 13) mm

Method2

(0.18,1.7, 0.9) mm

Figure 6-16: Automatic workflow diagram for detecting and computing the centre of the target. Top:

detection of the target; Bottom: computation of the centre of the target using line

intersection method.

The same program (UNT1) following the proposed workflow as described in Figure

6.15 was applied to detect and compute the apex of all types of pyramid targets (four,

five and eight faces) at normal incidence angles and short range (see Appendix 13).

6.3.3 Limitations of the program

The limitations of the program can be summarised as follows:

e The targets must have a big background in order to be detected, which may

negatively affect the overall view of buildings on which the target will be

fixed. This is in addition to the difficulty of carrying out the targets when a

number of them is needed.

e In some areas, the number of points outside the target is greater than inside,

causing the program to detect the wrong object, as shown in Figure 6.17.

The above problems were solved by:

e Avoiding using the particular background; any flat surface can be used as a

background, provided it is not in the range of the intensity values of the signal

return from the target surfaces (see section 5.4.2 on intensity return analysis).

Farsat Heeto Abdulrahman

203



CHAPTER 6: AUTOMATIC DETECTION OF TARGETS

e Adding some criteria as follows:

1. The same procedure as discussed in section 6.3 will be followed, where the
program finds the points from the three colours (BC, DC and GC) close to the
HRT. So, if the points from these three colours are not close to any point from
the HRT, this means that they are not located inside the target.

2. After getting the points, they will be divided into small groups, each having
only points from the three colours which are close to each other, with a
distance equal to or less than the length of the target.

3. These small groups will be divided into groups, each having the possibility of
being a target. This division is based on the idea that the distance between the
points in each target (points inside the target) is equal to or less than the
length of the target. Within this step, each group has a number of repeated
points, which should be filtered out.

4. The repeated points from step 3 will be removed from the list of each colour
for each target and at the end a number of matrices will be obtained, each one
of which could be a target, and for each group we have the number of points
for each colour.

5. The program will detect the target’s point among the groups by providing
new conditions which are:

a. A number of points per target that are expected to be captured by
the laser scanner between minimum and maximum range.

b. An approximate distance between targets within the whole point
cloud, in order to detect each target separately.

6. After detecting the target points, the second part of the program will start as
mentioned before.

The drawback of this algorithm is the long time required for processing. For
example, one point cloud contains 88,600 points. The program needs several hours to
complete working. The alternative solution for reducing the time is to increase the
number of faces to eight, as described in section 6.3. This octagon target not only
makes the program faster, but also overcomes the effect of the incidence angle. This
led to creating a target as described in the previous chapter, “section 5.4 “section
target design”. The sphere targets are not affected by the incidence angle (IA),

whereas a cone might be affected by the IA to some extent. Both of them can be seen
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in any direction of scan. The effect of IA and range in automatic detection will be

discussed in the next section.

First point

Figure 6-17: Detection of the wrong target.

6.4 The effect of incidence angle, range and scan

resolution on automatic target detection
The effect of the incidence angle and range on the quality of apex determination was
discussed in section 5.5. In this section, the effect of [A, range and scan resolution on
the automatic detection will be discussed in an outdoor simulation test using two

TLS HDS300 and Faro Focus’® laser scanners.

6.4.1 Trials on pyramids and dots targets

Different types of pyramid targets, with 3, 4, 5 and 8 faces, were used and tested with

different incidence angles and short ranges in from different positions, namely:
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normal, steep and very steep IA. The pyramid targets were rigidly fixed on the wall
and at each position the area of the targets was scanned, as shown in Figure 6.18.
However, for the dots target only one position was taken from the previous test, due

to the small dots size (see Figure 6.9).

Figure 6-18: Position of the laser scanner on the pyramid targets. Top: the plan position of each

scanner. Bottom: laser scanner point cloud of all positions.

This test contains 20 scans captured successively at around the same time with
resolutions of 0.5x0.5, 1.0x1.0, 1.5x1.5, 2.0x2.0, and 2.5x2.5 cm. These were taken
at each position cited above. However, only 10 scans (SCP1 and SCP2) were
captured with a good quality. The program detects all targets automatically and

computes their apexes using different methods. In the other 10 scans (SCP3 and
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SCP4), the program was only able to detect one target from each scan, namely the
square and pentagon targets from positions SCP3 and SCP4, due to the effect of 1A,
as described in the previous chapter, as well as the effect of scan resolution. The
octagon pyramid target was detected from all positions; from each position, at least

three faces could be detected (see section 6.3.2).

Tables 6.2 and 6.3 show the results of the dots and pyramid targets respectively. For
the pyramids targets, only one scan resolution of 1x1 cm was taken from each
position, as shown in Figure 6.19. The full results for all types of pyramids used in
this trial, with their graph, can be seen in Appendix L, Figure L1-2. The application
of the UNT1 algorithm (UNT1al.m to UNT1all) files with the data of this test can
be found in the attached CD (see Appendix K).

Lines-fit Point Accuracy Accuracy Std Dev. RMSE RMSE
no (Ax, Ay, Az) mm  (Ax, Ay, AzZ) mm (mm) (mm) (mm)

Black points 18 1.6

Red points 17 0.4

Blue points 43 4.5

Intersection (-0.4, 8.0, -0.8) (-0.3, 1.0, -0.4)

line at P ! Method 1 Method 2 2:5 8.05 112

Table 6-2: Accuracy position of the point centre using intersection lines, and standard deviation of

fitting line to data at point spacing of 10x10 sq. mm.

Scan Target Ax Ay Az RMSE( oxyz Face
position | type (mm) (mm) (mm) mm) (mm) missing

8 sides 2.2 0.11 1.78 2.83 1372 ...
SCP1 5 sides 4.2 -0.21 2.7 5.00 1.168 ...

4 sides -7.4 -0.3 5.6 9.29 3296 ...

3 sides 6.3 3.9 5.0 8.94 2238 ...

8 sides 3.1 0.47 2.54 4.04 1.236 3
SCP2 5 sides 4.5 1.11 3.84 6.02 1.084 2

4 sides 6.1 2.4 6.7 9.37 3.264 ...

3 sides -5.9 -4.1 -3.1 7.82 2218 ...

8 sides 5.10 2.1 1.18 5.64 1.268 3
SCP3 5 sides 4.23 2.1 2.22 5.22 2.032 2

4 sides 8.0 11.8 -7.1 15.93 2.334 1

3 sides Fail: steep IA, 1 face missing ... 1

8 sides 333 0.28 3.10 4.56 3.692 4
SCP4 5 sides Fail: very steep IA, 3 faces missing ... 3

4 sides Fail: very steep A, 2 faces missing ... 2

3 sides Fail: very steep IA, 2 faces missing ... 2

Table 6-3: Accuracy position of the apex using intersection planes, and uncertainties at point spacing

of 10x10 sg. mm.
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A resolution of 1x1 sq. cm was used and the full data can be seen in Appendix L-L3.

When using a scan resolution of 15x15 sq. mm for SCP1, the program failed to
detect the required target. This was because the number of points outside was greater
than those inside, and the program detected the wrong object (see Figure 6.17). This

issue was solved by updating the program, as mentioned before.

6.4.2 Analysis of dots and pyramids results

From Table 6.2, it can be seen that the position of the intersection point for the dot
target achieved via least squares surface fitting gives a better result than that obtained
from the mean value method, as the RMSE for methods 1 and 2 are 8.05 and 1.12
mm, respectively. This is because if the points are not precise, the mean point might

not be close to the centre.

Table 6.3 shows that the highest accuracy can be achieved from the 8-faced pyramid,
as the more faces there are, the better the accuracy that can be achieved (see section
5.5). The larger standard deviation can be attributed to the increased number of
observations from the different faces, which may include a number of bad points.
The table also shows that the 8 faces can be seen from all positions, unlike the others.
The pyramids with 3, 4 and 5 faces failed in position 4 and the accuracy of the apex

reduced as the number of faces decreased.

Although the target can be seen from any IA angle, the range can have an effect on
the detection of some colours such as black, which can be regarded as an absorbent
surface, for which a weak return energy will be recorded. This effect increases with
increasing range; at 50 m, there is no record from black with the HDS3000 scanner
and at 40 m most of the points will not be detected. Therefore, the idea of one colour

is important and this can be found in the cone and sphere targets.
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Figure 6-19: Sample detection of pyramid target at position SCP1: Top: three-faced pyramid; Middle:
four faces. Bottom: five and eight faces respectively. The range is around 10-12 m. The

point spacing was 5x5 mm. The entire point cloud comprised 62,649 points.

6.4.3 Trial on detecting sphere and cone

In this trial, the same detection procedure was applied to the cone and sphere target.
In the case of the cone, two colours were used, highly reflective tape (HRT) and
black (BC) The HRT covered the bottom and black was used for the top (see Figure
5.13). These two colours can be easily detected from the surrounding objects in the
point cloud. Also, the sphere has a special unique highly reflective white colour
made by Faro called Spectralon. This material is a solid thermoplastic that exhibits
the highest diffuse reflectance. The sphere is not coated, but is rather a solid material.
The degree of reflectance based on the Spectralon thickness is > = 7mm. In a thinner
section, the reflectance of Spectralon decreases, e.g. falling from 99% to 93.3% at
Imm thickness @ 555 nm. The detection of these two targets can be described as

follows:

Cone detection: As mentioned in the previous test, the detection of the cone follows

the same procedure as that applied with the pyramids and line. The cone was tested
in four positions (SCP1 to SCP4) (see Figure 6.20) at different A and ranges from 5
to 13 m. The cone was detected in each position, except in SCP3, where the target

was not able to pass due to the previously mentioned conditions. Therefore, a unique
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colour was used. The algorithm UNTS5 developed for detection of the cone can be

found in the attached CD (see Appendix K).

The benefits of using one colour rather than different colours can be explained as

follows:

e (Calculation is easier where there is only one surface to be detected, unlike
the pyramid, where each face must be detected separately.
e The cone can be detected, and the apex can be calculated from any IA.

e [t makes the process of detection very easy and faster.

An example of processing cone data using the LM algorithm for calculating the apex
can be seen in Figure 6.22, and Table 6.4 shows the statistical results for all

positions.

1 . :-i_:.f.i."i?.i
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Figure 6-20: Cone detection and surrounding objects. Top left: SCP1 at range 12.65 m. Top right:
SCP2 at 10.76 m. Lower left: SPC3 at 9.75 m: Lower right: cone detected at 5.0 m range
and 80 IA.
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Target Position =~ Range Points Required Redundancy Accuracy - oxyz

(mm) (mm)
Cone: size SCP1 12.65 190 6 184 4.7501 1.822
Sh*'=300 mm | SCP2 10.76 225 6 219 4.922 1.543
o*?=60° SCP3 975 300 6 294 2201 1341
=150 mm SCP4 5.0 583 6 276 4.762 0.851

Table 6-4: Accuracy and precision vs. different ranges and incidence angle.

Dhgilipr pank Tk

Figure 6-21: A sample of cone in position SCP1. Left: outlier detected. Right: apex determination, as

depicted with a red dot, using the LM algorithm.

Sphere_detection: Two spheres were used and tested, with different incidence

angles in four positions (SCP1 to SCP4) (see Figure 6.22). One sphere was fixed
horizontally on a steel door using a magnetic mount and the other one was mounted
vertically on the tripod. The area was scanned with a 1x1 sq. cm resolution, as shown
in Figure 6.22. The figure also shows the detection of the sphere at SCP1 and the
computation of parameters as depicted in Table 6.5. This table includes the absolute
accuracy of the centre and radius compared to the control values of the sphere at
different positions (SCP1 to SCP4) using two methods, AD and Cyclone software.

Figure 6.23 shows the accuracy of the sphere radius compared with its actual value.

The further statistical results include error standard deviation, error mean and
absolute errors mean of positions (SPC1, SPC2, SPC3 and SPC4) and graph
representation, and a table showing the computation of the radius, centres and
residual errors of the sphere in the radial direction can be seen in Appendix I, 14 and
I5. The algorithms UNT3 and UNT4 developed for fitting the sphere and computing

its parameters can be seen in the attached CD (see Appendix K).
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Figure 6-22: Sphere detection and surrounding objects. Left: sphere 1 detected at SCP1. Right: sphere
2 detected from the same position.

Posi A Centre (mm) R Radius AR No.of Dist.
tion Target AX Ay AZ MSE (R)mm (mm) pts (m)
Spherel 0.83 -2.38 2.97 390 96.10 3.90 133 10.00
SCPI Sphere2 2.60 -0.87  2.48 3.7 96.30 3.70 83 11.77
SCPo Spherel -1.50 -2.67 225 3.8 96.20 3.80 134 10.64
Sphere2 1.53 -1.53 -0.77 297 97.70 2.30 149 10.12
SCP3 Spherel -5.11 -2.18 0.89 563  94.10 5.90 70 14.06
Sphere2 1.50 -1.5 -1.50 2.60 97.40 2.60 142 10.47
SCP4 Spherel -1.21 -1.07 1.34 2.10  97.90 2.10 110 11.45

Sphere2 0.20 -0.07 -0.67 0.70  99.30 0.70 481 5.96

Table 6-5: RMSE of the centre and error radius computation of spheres 1 and 2.
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B Radius (R) - AD method M Radius (R)-cyclone [ Radius (R)- True value
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Position of sphererelative to the laser scanner

Figure 6-23: Position of sphere vs. radius compared with control values using Cyclone software and
AD.

6.4.4 Analysis of cone and sphere results

The cone and sphere can be easily detected, and their centres are calculable as there
is only one surface to be detected, unlike the pyramid, where each face must be
detected individually. Both targets (cone and sphere) are unaffected by the incidence
angle (IA). The sphere is much better than the cone in terms of IA because it has
only one normal vector in the direction of its centre. Unlike the cone, each point has
a normal vector, due to it geometric shape; only at a 90° IA one normal vector can be

achieved.

Table 6.4 shows that the accuracy and precision of the cone apex fluctuated after the
fitting process due to the effect of its geometric shape, as described in the previous
chapter. For example, the best apex precision is achieved in position SCP 4. This is
related to the effect of IA at that position, where it has only one normal vector, as
previously mentioned. The accuracy of the cone apex depends on many factors, such

as range, [A, point density, etc., as described in the previous chapter.

Table 6.5 shows the statistical results of fitting and calculating the sphere target

centres. The worst accuracy of the sphere centre and radius can be detected in SCP3,
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where the maximum range was 14.0 m and a low point density was also obtained.
The RMSE and AR of that range were 5.60 mm and 5.90 mm, respectively. The
greater the range, the worse the accuracy that is achieved. The best accuracy (sub-
mm level) was achieved from SCP4, where the range is very close, and also there is

no effect of IA on the sphere result, as mentioned in the previous chapter.

In general, the full statistical results of fitting both the cone and the sphere (see
Appendix J2, Table J2-3) show that the cone is more accurate than the sphere. The
possible explanation for this is that when capturing sphere data some unwanted
points (noise) from the bottom are involved in the fitting process. These points
cannot be detected by the algorithm as an outlier in order to remove them from the
fitting process. The second issue is the invisibility of the sphere target’s centre,

adding additional error sources to the calculation steps.

6.5 Conclusion

In this chapter, automatic detection of the designed targets from surrounding points
in the laser point cloud has been discussed. This covers the second part of objective 3
of this thesis.

The Matlab algorithm was improved to deal with many different cases, such as when
the number of points outside the target is greater than that inside (see Figure 6.17).
This issue was solved for the octagon-based pyramid by covering four of these faces
with HRT as a good initial step. In addition, using this pyramid helps to ensure that

at least three faces will be seen from any incidence angle, as described in section 6.3.

Fitting a best-fit line and plane to a set of data was discussed; the equations used can
be seen in the next chapter. Absolute accuracy of the apex compared with its control
value measured using TS at different resolutions between the maximum and
minimum was presented in Appendix L. The accuracy of the measured value was
within + 1 mm.

For the sphere and cone, on the other hand, a good initial step in terms of detection
and IA is to use a unique colour. Tests show that the cone and sphere are the best of

all the targets used.
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CHAPTER7: METHODS OF IDENTIFICATION OF
TARGET CENTRE

This chapter complements the previous chapters in achieving the second part of the
third objective of this research, and the subject of this chapter is to identify the
quality of the centre/apex of the detected targets, as explained in the previous

chapter.

This chapter will introduce the procedures for identifying a target’s centre/apex in
the laser point cloud, namely plane intersection, average determination and Gauss
Newton. The mathematical models of these methods were used in Matlab to calculate
automatically the centre/apex of different targets of the same shape in the same
cloud. The Levenberg-Marquardt (LM) algorithm was used (from open source) as
another option for fitting objects and calculating their centres. The full statistical
results relating to the fitting process will be discussed. The workflow for the
procedure can be seen in Figures 7.1 and 7.2, which show the processing steps using

Matlab functions.

Method for computing the apex/centre of the targets (pyramid, line, sphere and cone)

Orthogonal Cyclone software Programmed using Matlab Levenberg
distance fit of a — Marquardt (LM)
pyramid’s faces Average determination (AD)

A\ 4
Only for triangular Gauss Newton (GN)
based pyramid and Plane intersection
sphere targets

Line intersection

\ 4 ‘ \ 4
: Pyramids (3, 4, 5, 8) " ¥ *
Dots target faces targets Cone target Sphere target

v

Comparison and analysis of results

Figure 7-1: Flow diagram of the methods used for determining the centre or apex of the targets.
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Step 1 Data acquisition
Step 2 Automatic detection
Option 1: The group of Yes

points match — | Step3
the

conditions

Pyramid 3 faces
and dots targets

v

A 4

Option 2: increase the no. No Computations of the
of faces from 3 to 8 target centre/apex

The group of

points match Step 3
the
conditions
A 4
Results analysis

Option 3: Cone and |¢——!
sphere targets

\ 4

Figure 7-2: Flow diagram of automatic detection and identification of the target's centre/apex.

7.1 Introduction

The subject of this chapter is the use of algorithms for optimization of least squares
best fitting of objects to a set of data of different geometric targets. This was tested
using Matlab functions for the various geometric shapes of the targets, using real
data points obtained from a static laser scanner (TLS) and/or MLS scanner. The
geometric shapes investigated were a 3D line, planes (pyramid faces), spheres and a
cone.

This chapter considers the problem of least squares surface fitting of spheres, a cone,
plane and a line to 3D data. The motivation for this problem lies in identifying
accurately the centre/apex of the shape, the actual target point. The problem can be
decomposed into two logical steps: Detection, where the data points are grouped into
sets each belonging to a different surface, as described in the previous chapter, and
fitting, where the best surface of the appropriate type is fitted to each group of points.

This chapter is mainly concerned with the problem of fitting, The geometric least
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squares surface fitting of a cone, spheres and planes of a “simpler type” have also

been studied by Luk acs et al. (1997).

7.2 Least squares method

In general, the least squares technique for best-fitting of objects (line, plane, cone
and sphere) uses the object that has the smallest sum of the deviations squared from a

group of data.

The least squares technique uses a straight line. Consider fitting a straight line.

According to the method of least squares, the best fit line has the property that:
F=di+ d5+-+d2=Y"1,di* =Y",(yi — f(x)))? = a minimum...(7.2.2)

The traditional method used in the standard books for least squares fitting of a
straight line has been explained by many researchers, such as (Miller, 2006; Feller,

1971; Forbes, 1989).

7.2.1 Line fitting using least squares

Lines can be specified in 2D or 3D. The procedure is used to fit a line to a set of data
points (xi,yi,zi). Any 3D point on the line can be expressed by equation (7.2.1.1).
This can be specified by a point (Xo, yo,, Zo) on the line and the direction cosine (a, b,

c¢) (Delaware, 2008).
(x,y,2z) = (xOrYO,,ZO) F (A, D,C) e (7.2.1.1)

The value of t is the distance from a point to a line in 3D, denoted as d (Delaware,
2008).

d=(x=20)2+ (T = Y0)2 + (Z = Z0) % uuurereiiiriiiiiiiiiiiiiieieeeeeee, (7.2.1.2)

In this thesis, two methods were used for fitting a line to a set of data.
1. Least squares fitting to a straight line in 2D, x and y axis, x and z axis and

z and y axis, using a first order polynomial equation. This expresses the
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dependent variable (y) as a polynomial in the independent variable (x) for
a straight line y = a + bx (O'Haver, 2008).

2. Least squares fitting to a straight line in 3D, using singular value
decomposition (SDV) for solving the parameters (a, b, ¢) (Delaware,
2008).

In both methods, the algorithms were developed using Matlab functions.

The first method, algorithm description: The best-fit line passes through the

centroid (Xmean, Ymean, Zmean) of the data, and this is determined as follows:

e The coefficients a and b have to be found out from the linear equation (Y =a
+ bx), where y is a linear function of parameters (a, b).

e The initial step is to find the mean of the point’s x;, yi and z. (i.e.
X, Y and 7).

e The correlation coefficient R® needs to be determined. R% =1 —

Y (Yi—a—bX;)?
Z?zl(Yi—Y_)Z

R? is exactly 1.00).

This is a measure of the quality of fit (the fit is perfect when

The application UNT2 (UNT2.1) algorithm for intersection lines in 2D, and
UNT2.1.4 and UNT2.3 for 3D line intersection can be seen in the attached CD (see
Appendix K).

The second method, algorithm description: The best-fit line passes through the

centroid (x mean, y mean, z mean) of the data, and this is determined as follows

(Delaware, 2008).

e A point on the line and the direction cosines (a, b, ¢) have to be found out,

e The initial step is to find the mean of the point x, y and z.

X==X, goimvi, 7 Lm0 (7.2.1.3)
n n n

where, n is the number of point of each element (x, y, and z)
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e The matrix A is formulated such that its first, second and third columns are
x; — X, y; — Y and z; — Z respectively.

e This matrix A is solved by SVD via Matlab functions. The smallest singular
value of A is chosen; the squares sum of residual points to the line distance
and the corresponding singular vector is selected, which is the direction
cosines (a,b,c).

e The suitable fit line is determined by X,Y, Z,a,b and c.

7.2.2 Plane fitting using least squares best fit

The procedure of fitting a plane to a set of points (x; ,y;, z;) is given below. Any
point (xyz) on the plane satisfies the equation below (Delaware, 2008).
a(x —x,) +b(Y = Y,) +c(Z2—=25) =0 (7.2.2.1)

The distance between a point (x;, y;,z;) and a plane can be determined by

X0, Vo Zo, A, b and c and is given as follows (Delaware, 2008).

di=a(x —x,) +b(Y = Vo) +C(Z—2Zp)eieeiiiiiiiiiieie (7.2.2.2)

A plane can be specified by a point (X,,V, Z,) on the plane, and the direction
cosine (a, b, ¢) of the normal to the plane.
The problem is to find the parameters (X,, Yy Z,) and (a, b, ¢) that minimize the

sum of function F, which is the squares of the distances of each point to the plane

following the equation.

F o= 2, (7.2.2.3)

where d? is the sum of the squares of distance of each point from the plane.
Two methods were used for plane fitting and determining the intersection point

(three or more planes) to find the apex of a pyramid.

1. The same SVD approach was used to solve the parameters of each plane as a
function of X,Y,Z,a,b and ¢ . Then, the intersection of each fitted plane

was used to calculate the apex of the target. The results can be seen in
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Appendix L and the application of the UNT1 (UNT1.1) algorithm can be
found in the attached CD (see Appendix K).

For the method referenced to SVD for fitting the line and plane, the precise analytical

result is developed in two cases:

o Fitting a straight line in 3D (orthogonal distances between each point and the
line).

e Fitting a plane in 3D (normal distances between the plane and each point).

This SVD method is not iterative, and the final output is achieved by only one run of
computation via the Matlab algorithm.

A compendium of formulas is provided for the practical case of fitting to a straight
line and the case of fitting to a plane. Numerical examples provided for the tests can

be found in Delaware (2008).
2. The orthogonal distance fit of a pyramid faces (Losler, 2012b).

The second method used for fitting and calculating the apex of the pyramid has been
developed by in collaboration with Ldsler (2012b). A combined algorithm was used,
which estimates the plane parameters and the apex of the target together, formulated
as the Gauss Helmert model with unknown in the restriction.

In the mathematical model for fitting a pyramid (for example, with four faces), the

developed algorithm estimates the parameters of the four planes. The planes are

parameterized as Hesse normal form (Wikipedia, 2012).

nyX; + Ny i +n,z; = o DU (7224)

with the secondary condition,

In| = ’n)z( +ni4+nZ =1 . (7.2.2.5)

For each plane, the unknowns are ny, n,, n, and d. In the case of the square-based
pyramid, the algorithm estimates 4x4 = 16 plane parameters. Up to this point, the

algorithm produces the same results as a single fit of each plane (see section 6.2).
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To estimate the intersection of the planes, the number of unknowns is increased by
three, namely the coordinates of the intersection point. To force an intersection of the
four planes, four additional conditions are introduced. If k is the intersection point,

each plane has to contain k, or similar (Losler, 2012b).

nyXi + l’lyyk +n,z; = e (7.2.2.6)

This mathematical model can be used in a common orthogonal distance fit algorithm.

This algorithm was applied to the pyramid cases using different ranges and incidence
angles; the statistical results of each case can be seen in Appendix L-L1, L2 and R-

R1 for the case of MLS.

7.2.3 Least squares best fit - sphere

Fitting of the sphere to the collected data using the three methods is illustrated in the

following sub-sections.

7.2.3.1 Least squares fit - iteration method

A sphere is specified by four parameters. This means that four points are required for
the sphere to be specified, namely the centre (a,b,c) and radius r. Any point on the

sphere satisfies the equation (see the algorithm UNT4 in the attached CD). The

mathematical model of this algorithm is as follows.

(X = 2) 2 4 (Y = D) H(ZoC) o I e (7.2.3.1.1)

Initial estimate of centre coordinates and radius

The function has to be reduced for a specific initial estimate of the centre and radius.

Assume the function (Delaware, 2008).

o T T (7.2.3.1.2)
where
=X —a)24+ (Vi — D)2+ (2 — 0% (7.2.3.1.3)

The equation (7.2.3.1.2) can be expanded and gives

f=r?-r?
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f=Kki—a)?+(yi—b)2+ (zi—c)? —1r?

= —(2axi + 2byi + 2czi) + (a® + b? + ¢?) —r? + (xi% + yi? + zi?)

a,b and ¢ are unknown parameters while all x;, y; and z; are given. To obtain the
initial values of the unknown parameters a,b and ¢, the equation needs to be
linearized. In order to make the equation linear, the following approach can be used
(Delaware, 2008).

Let k = (a® + b? + ¢?) — r?

= —(2axi + 2byi + 2czi + k+ (xi®? + yi® + zi%) .....oocooiii (7.2.3.1.4)

The equation (7.2.3.4) for n set of data points can be presented in a matrix form

f1 [*¥1% + y1% + 712
f2 —2x2 —2y2_2,2 1 + | x2% + y22 + 232

I—le —2y1_-271 1
—2xn —2yn—2zn 1

&0 o Q

]
|
. |
n Lxn? + yn? + m?)

For the least squares solution, fi= 0, introduce the matrix notation.

—2x1 —2yl_2,1 1 a [x1% +y1% + z17]

2 2 2

A={"22 22222 1p=|]|ana p= | ¥ HY2H 23
—2xn  —2yn—2zn 1 k lxn2+y'r'l'2+zn2J

Solving the normal equation AP-B = 0 in least squares obtain parameters P. This

means that P satisfies the normal equation as follows:

ATAP = ATB e, (7.2.3.1.5)

The initial estimates for parameters a,b,c and k are obtained from equation (7.2.3.1.5)
for P. The initial estimates for the radius » can be obtained from the relation.
k = (a® + b? + ¢?) — r?

using the Gauss Newton method and building the Jacobian matrix (Delaware, 2008).

Gauss Newton method: The Gauss Newton method is used to reach the final values

for the centre and radius, after obtaining the initial values of the centre (a,b,c) and

radius (7).
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Minimizing function f: To minimize the function, the following equation can be

expressed.

B = Ty = T oo (7.2.3.1.6)

where 17jis defined in equation (7.2.3.1.3).

Building the Jacobian matrix: The elements of the Jacobin matrix are expressed by

differentiating of the function di with respect to (a, b, ¢ and r) = J element matrix.

rddl  dd1l 0dl1 9d1l-

da ob dc or
0d2 0d2 0d2 o0d2

da ab ac Aar b (72.3.1.7)
ddn ddn 0ddn 0ddn
- da ob dc or -

The results are obtained for the various components of the Jacobian matrix and
substituting in the matrix. The full mathematical algorithm can be found in (Eberly,

2008).

—(x1-a) —-(y1-b) —-(z1-c) 1

rl rl rl 1
—(x2-a) —(y2-b) —(z2-c) 1
2 2 72 e (7.2.3.1.8)
—(xn—-a) —(yn-b) —(zn-c) 1
L rn ™m ™m .
pa
Solving the linear least squares system J'. J P =J". (-d), where P= pe
pr

The Increment parameters according to (al ) = a+Pa; (bl) = b+Pb; (cl) = c+Pc;

rl=r+Pr

A convergence condition is applied based on the number of iterations and the

.. . T . ..
conditionis g=1J . d is a minimum.

The practical application of this method can be seen in Tables 7.1 and 7.2 and a

script algorithm UNT4 is presented in the attached CD (see Appendix K). The fitting
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of the sphere was also investigated using the average determination method, which is

discussed in the next section.

7.2.3.2 Least squares fit - average determination method

In this method, the average points of (Xi,yi,z;) of a sphere target are used. Then, the
least squares surface fitting is used following the same equations, 7.2.3.1.2 and

7.2.3.1.3, as applied in the previous section.

The mathematical model for fitting of the sphere to a set of data was written using
the Matlab function and the algorithm UNT3 (see the file in the attached CD). This
method is based on the minimization of the function F. So, we minimize the

equation 7.2.3.2.1, and solve the linear system for the normal equation.

F=Y" [(—a)?+ @i—b)2+@i— ) =121, (7.2.3.2.1)

where x, y and z are the data, a, b and c are the centre of the sphere and r is the
radius.

Algorithm description

The first step is to find the average of x, y and z following the previous equation

7.2.1.3 (section 7.2.1) giving X, Y and Z.

The second step is to set up two matrices A and B to determine the sphere’s centre
and radius. The two matrices are (Jennings, 2011).
A:

2 % [Zi=1x2'1(Xi-X> ’ Zi=1x:'1(3’i_y) ’ Zi=1x;(zi_z);

Yie1 Vilxi—X) Y1 yivi—X) Yie,Yi(zi—Z)

) b B

n n n
Rz X) B zOiX) Iz, (7.2.32.2)
n n n

B [z%[(x%+yf+zf).(xi—)?] SO +yi+zd).vi=Y] 2%[(x%+yi2+zf).(zi—21]

....................................................................................................... (7.2.3.2.3)
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Then, the centre of the sphere and the residuals in the radial direction are computed

(see Appendix I, Figure 15).
Centre (a, b, c) = (A \ B)

Let my; = (x; — @)% my; = (y; — b)*;my; = (z; — ¢)?

Radius = \/ Zima(Mai, Myt mz;)' (Meitmyitma) (7.2.3.2.4)
Residual (k) = Radius — [ My; + My + My oo (7.2.3.2.5)

The statistical results of fitting the sphere are also calculated as follows:

n
.k
Standard deviation (Std Dev) = % .......................................... (7.2.3.2.6)
n
Error Mean = 21:11 ST (7.2.3.2.7)
r.k
Absolute error Mean = |55 [, (7.2.3.2.8)

Maximum absolute error Mean = max | k|

Least squares were used to solve these equations and the results were compared
using Cyclone software, as shown in Table 7.1. The full results from different
positions can be seen in Appendix I4. Both the developed algorithms UNT3 for
fitting (sphere) using the AD method and UNT4NEWFIT using the GN method can
be seen in the attached CD (Appendix K).

7.2.3.3 Least squares fit - Levenberg Marquadt (LM) algorithm

To solve non-linear least squares problems, the Levenberg-Marquardt method is used
as a standard technique. Least squares problems take place when fitting a
parameterised function to a group of measured data points by reducing the sum of

squared errors between the data points and function. Non-linear least squares

Farsat Heeto Abdulrahman 226



CHAPTER 7: METHODS OF IDENTIFICATION OF TARGET CENTRE

methods require iterations to reduce the summation of squares of errors between the

measured data points and function (Gavin, 2011).

The Levenberg-Marquardt curve-fitting approach is a grouping of two minimisation
methods: the gradient descent and the Gauss-Newton. In the first method, the
summation of the squared errors is reduced by updating the parameters in the
direction of the maximum reduction of the least squares objective (Gavin, 2011).

In the second method, the summation is the reduced square of errors, assuming that
the quadratic function is locally least squares, and finding the minimum of the
quadratic. The Levenberg-Marquardt method acts as a gradient-descent approach,
when the parameters are far from their best possible value, and acts as the other
method (Gauss-Newton) when the parameters are close to their optimal value
(Gavin, 2011). This algorithm is already available from open source software JAG3D
— a free program for network adjustment and deformation analysis. The algorithm
developed by (Losler, 2012a) is used for fitting objects such as the plane, line sphere
and cone. The algorithm was applied in the tests described in section 5.5.5 and is
discussed in the next sub-section. An example of fitting a sphere and cone from the

tests described in section 5.5.5, using this approach, can be seen in Appendix J2.

Algorithm description

To apply the algorithm for fitting targets (cone, sphere and plane) and compute their

statistical results, the following steps were performed:

Step 1: Data, from either TLS or MLS, should be converted and saved in a .txt file,
containing (X, Y, Z) coordinates, and the point number. The main window of the
software can be seen in Figure 7.3 (left). The geometric shape can be chosen from

the settings shown in Figure 7.3 (right).
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ng & Deformationsanalyse v3.3.20130114 - by Michael Lsler [hitp://derlet... g@\@ 1 FormFittingToolbox - Formanalyse v2.1.20130103 by Michael Lisler [http://derletztekick.com] EEX
1 Settings Analysis | Module | 2 File Report
Coordinate transformation cukT { Settings | Form Points (a-priori) | Parameter | Form Points (a-posteriori) |
Projectname | EOVM analysis S0 project | 2D-shapes 3D.shapes
7 Coordinate convéysion  Cti0 © Line 2D O Line 30 © Plane © Circle 3D
ENC R [URET 1173 JAGID (GNU-G e O Ellipse 30 © sphere © Ellipsoid
Project operator L Orm analysis |\sxfha | ) O Cylinder ® Conel © Circular Cone.
. . OFtesed || rorus ' Agraboloid © Rotation Paraboloid
Maximum iterations i Max.iterationi | |so 50.0 { 'J O Quadric2D | ¢ quadric 30
Probabilty value « %1 Probability value| (01 0.1 [~] -
Test power i [%] Test power so0 80.0 [~ O poynomial [ 2]
boundary value for robust estimator k 3.5 A\ 35 " Settings COne SeleCted
. A [ Esti I jonti equirements)
(®) Least square adjustemnt (L2-Norm) . . .
Maximum iterations i Max.iteration i 1000 1000 |~
 Robust estimator (L1-Norm) -
Boundary value for Probabilty value a [%] Probability value—>lbs o1 [+
() Pre-analyses (network planning) b . d
robust estimate Test power p[%] Testpower —— Slso 80.0 |+
jadlslcosnaiataly Levenberg-Marquardt dampingvawey - LM of damping—>{oo 0.0 |+
[_] Export variance-covariance-matrix to project directory values |
= of variance-estimati | Threshold values controlled by the user
FormFiingToolhox — The Opensource Shape of Mould Analysis Program Form Analysis

Figure 7-3: The LM algorithm. Left: the main window. Right: the list of the form objects that the
algorithm provides for fitting.

The threshold values in Figure 7.3 control the capability of the algorithm using

damping values, as can be seen in Figure 7.4.

Settings
[ Estimate form parameters only (reduces calculation time and memory requirements)
Maximum iterations i | Lterations starts from 0, to 10 000 —%|muu |_,
Probability value a [%] | Probability value a[%] 0.1 to 10 % é:'lm | v |
Test power B [%] | Test power B [%] , 751095 % [——————>80.0 v
Levenberg-Marguardt damping value p :u.nl | -
Levenberg-Marquardt (LM) of damping value 0.01
0.1
1.0 =
1Toolbox The OpenSource Shape of Mould Analysis Program 10.0
100.0
1000.0 =
10000.0 -

Figure 7-4: The LM algorithm of damping value and other control values.

Step 2: Load the data as shown in Figure 7.5, and the algorithm will then process the
data to fit the object surface and adjust it to be error free. Here, the time of

processing isimportant. The program is slow when the number of points increases to

over 500.
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Step 3: In this step, the algorithm computes the parameters of the selected target data

(cone), and the variance and covariance matrix of the fitting are analysed

automatically. The full statistical results of fitting the cone and sphere are shown in

Appendix J2.

Step 4: After processing the data and adjusting the result, the report is saved in order

to see the full statistical results (see Figure 7.6). A sample of the report can be found

in Appendix J2, with an explanation of each element on the statistical results.

FormFittingToolbox - Formanalyse v2.0, 20110814 by Michael Losler [hitp://derletztekick.com]

File  Report

®_ | Paint-1D I0-Value |.

L L Ell ﬁ_ﬁ_ﬁﬁ??
e S ) _31.896647 |
3= B3 _31 815188

S B EL E?HEUSI

5 55 31633891
) 31613784
_rIr _31.633759|
L e 3.8 EJ-‘H"I

8 |8 EIETIEE]

10|10 31.613792|

1n_m 31.693726|

12_[12 31.693653|

1_3_+!_?,_ 3. E?JSIL‘I

14 114 31 5539-1-5

15 Tli _31 5513?9'
_16_16 i i

AT v 1541}”} ?’-J!JIJEF 339?%}5 E:I'EIJ'W _31 B73948]

18 |18 lﬁt?iy_z_?_]fgl_ﬂ_ﬂ _339?&53_1_3_1_?13_1_}_@ n 593824]

19 119 :Hgmmmu 31.673765]

20|20 “asamiosniog 3 e

i) ‘;;1 434910 841100 338705 B'EDWEI ;

2 _111 454910 EJE&EB _HQWS ‘EIE'E ‘ﬂﬂ el E‘i 3553'

23 123 338705 866400, 31.653806)

F LI L n fgugﬁ
j_‘_g@ 1 iﬁl-'}tﬂ 743100 _335?35 B ?EEIEI 2. ?33919

26 126 154910 ?SHI:II.'I 330705 EJ?WD 31 '.|'1 395? !
T 2 ] 452910 TAT200] 730704 paaann] 21 7841 70l =

—

FormFittingToolbox — The OpenSource Shape of Mould Analysis Program Previous J Naod

FormFittingTc

o Beport
Abbreviation | Parameter L My | Mz M Ry [
: e | 454910.6511312110] 0 m:uneuﬁaua& Howx |B204 48412231 |-503 | 120|177,
My 330705 6075746737, 00008680070 | My |2200 |7534 | -450 |-904 11889 |-135 |-105
Mz 317702596878, Oo0DeDsEEEe| | Mz | 450 _[BAG4. (1032 |-481 |2401 (2000
o 00106615386, 0.0012608207| | Mx |2231 | -904 |1.032 1580, -3.48_| 4184 | 3657
Ny -0.4119980012) 0.0027T19671 Ry | -502 I’QB'E -4.81.. -348..|T683. | -1.79. ) -T58
Nz 0.03087 40836 0.0031536149 Nz «1.20..} -1.35 I 401 -‘ 184..) -1.79. | 9.045 .5 70
a 26249249761| 0.0022051083| | & | -1.77_| -1.05_|2000.|3657.| -758_|6.720 |4 862 |

Figure 7-5: The process of point data and results. Top: the points and processing. Bottom: cone

parameter solved, and variance covariance matrix determined.
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Figure 7-6: The statistical result of the cone fitting.

7.3 Results and analysis

Results for the sphere, cone and pyramid using Faro Focus® and HDS3000 laser

scanners are presented below.

1. Using Faro Focus’? 120 laser scanner

Target. Range= 10 Point Pts/T opar. Accuracy Method
m and IA =0° density ar apex (m) apex (m)
0.0007 -0.0023 AD
Sphere (12*¥12) mm 149 0.0004 -0.0036 LM
Size (0.100 m R) @ 10 m 0.0006 -0.0021 Cyclone
0.0016 -0.0039 Gauss N
Cone oo . iy AD.
Size (0.150 m R), (12*¥12) mm 300 O.OOl3>!< 0.002?k LM
and slant height=2R @10m 7 e e Cyclone
0.0075 0.0064 Gauss N
Pyramid 8 faces (12¥12) mm 8'8(5)?2 :g'ggg ggﬁogonal dist
Size (0200mR), 554 ) 4700033 -00029  Cyclone

and height= 0.100 m 0.0090 -0.0080 LM-+Plane Int.

Table 7-1: Accuracy and precision of the targets using different methods.
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2. Using HDS3000 laser scanner

Target. Range = Point opar. Accuracy
Pts/Tar Method
10 m and IA =0° density apex (m) apex (m)
0.0016 -0.0031 AD
(10*10 ymm 0.0005 -0.0037 LM
Sphere P1 332
@ 10 m 0.0006 -0.0025 Cyclone
0.0028 -0.0044 Gauss N
.......... * v ¥ AD
(10*10 ymm 0.0005 -0.0026 LM
Cone P1 583
@0m L o * Cyclone
0.0044 -0.0051 Gauss N
0.0053 -0.0092 AD
) (10*10 Ymm 0.0014 -0.0072 Orthogonal dist.
Pyramid 8 faces P1 588
@ 10m 0.0016 -0.0022 Cyclone
0.0041 -0.0079 LM+Plane Int.

Table 7-2: Accuracy and precision of the targets (sphere, cone and pyramid) using different methods.

(*) The Cyclone software and AD algorithm were not used for fitting the cone.

Further variation results from different ranges and IAs can be seen in Appendix I1

and 12.

From Tables 7.1 and 7.2, it can be seen that all the error values of the difference
between the parameters obtained from the fitting process and the control value (TS)
are almost negative at a range of 10.0 m. This means that the laser scanner considers
the target to be closer than it is, due to its highly reflective surface. For the time of
flight (TOF) HDS3000, the internal sensor receives the laser pulse in a shorter time
than it should. The Faro Focus®® phase-based laser scanner calculates a shorter shift
in the phase than it should. This could be due to a number of factors, including the
high reflectivity of the target, advance of the laser pulse due to the atmosphere, or an
internal error in the range measurement system.

The accuracy and precision decreased as the range increased for both scanners. The

accuracy of the target position with the TOF HDS3000 laser scanner decreased
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slowly, reaching 16 mm with a range of nearly 60 and 70 m for the sphere and cone
respectively (see Appendix I, Tables 12-2 and 12-3). The specification given by
Leica Geosystems for the HDS3000 gives a position accuracy of 6mm for a single
measurement with 1-50 m for one sigma, but this specification was only met at 10 m
in these tests using the phase-based Faro Focus®>, while with the HDS3000 laser
scanner, this accuracy was obtained with a range of nearly 30.0 m (see Appendix I,
Tables 12 and 13) for the cone target and only using the LM method. The accuracy
for the octagon pyramid apex at the same range using the LM method was 10.60 mm.
This could be due to inaccuracy of the BM used for comparison. The sphere, cone
and pyramid failed beyond the range of 40 m with the Faro Focus’®, because they
could not be recognised as targets in the automatic detection process, due to the large
amount of data missing, as previously mentioned. With the HDS3000 laser scanner,
the sphere and octagon pyramid failed beyond the ranges of 70 and 40 m respectively
and the cone target remained working up to 90.0 m (see Appendix I, Table I12-1 to 12-
4, and also Table 5.6)).

The precision of the modelled surface according to the specification given by Leica
Geosystems for HDS3000 is 2mm, one sigma (Leica., 2010). In this test, results of
fitting were better than the Leica specification, reaching about 0.5 mm for both the
sphere and cone fitting, with the LM method using the HDS3000 laser scanner. This
is because this algorithm is a combination of two minimisation methods: the gradient
descent method and the Gauss-Newton method. In the gradient descent process, the
sum of the squared errors is minimised by updating the parameters in the direction of

the greatest reduction of the least squares objective (Gavin, 2011).

The fitting of the targets, especially the sphere, resulting from Cyclone software and
AD (using Matlab functions), are nearly the same (see Tables 7.1 and 7.2, and also
Table 6.5 or Figure 6.23); the only difference is that the Cyclone cannot detect the
sphere or other targets automatically. Therefore, the Cyclone method was not used
for further ranges in this test. The results obtained using the Gauss Newton method
was also close to AD (see Tables 7.1 and 7.2). The reasons for using these methods
are to compare each other in terms of the fitting process and computations of the

target centre/apex. For example:
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1. The average determination method was used to fit the sphere instead of using the
optimization toolbox, the least squares fit used, and the average of the radii from
the centroid (X, y, z). The centroid is calculated by an average, where the average

can be considered the best fit (Miller, 2006).

2. The Gauss Newton method was used to fit the sphere by linearising a non-linear
function using a Taylor series and using iterations to minimise the differences.

Both methods were written in Matlab and combined with the detection part.

3. The LM method was used for fitting the geometric shapes of the cone, sphere, and
plane. An example of fitting a best-fit cone and sphere to data is illustrated in

Appendix J2.

4. The orthogonal distance fit of a pyramid’s faces in collaboration with Losler
(2012b) was used for fitting pyramid faces (3,4,5 and 8), and the coordinates of
the intersection planes and the estimated uncertainty of the apex were achieved to
a high level of accuracy. The results obtained using this algorithm can be seen in

Appendix L

Although the LM is a good least squares fit method, it has a number of
disadvantages, such as that the algorithm is designed only for computation of the
fitting process and cannot be used for target detection. For the dots and pyramid
targets, an additional algorithm is needed for calculating the target centre/apex, such

as the intersecting line and plane algorithm.

The accuracy and precision of the target position at different ranges can be

summarised as follows:

° Faro Focus’” laser scanner - sphere and cone

The accuracy obtained by the average determination and Gauss method at a
minimum range (10 m), as shown in Table 7.1, is 2.30 and 3.9 mm for the sphere,
and the precision of fitting at that range is 0.7 and 1.6 mm, one sigma, respectively,
which is less than the specification given by the Faro Focus®> product. The accuracy

and precision of the target centre/apex obtained from the same range using the
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Levenberg-Marquardt is better than the AD and Gauss methods by 0.9 and 2.2 mm.
This is due to the LM algorithm iterating the values until reaching the convergence
value. For these tests, the maximum number of iterations was 200 and precision of

up to 0.5 mm could be obtained at a short distance.

The accuracy of the sphere centre obtained at maximum range (30.00 m) is 16 mm
(see the full result in Appendix I Table 12-1), and the precision of fitting at that range
is 5.80 mm. This accuracy and precision, obtained by the AD method, is better than
that of the LM algorithm because the basis of the LM algorithm is a linear
approximation of the function (f) in the neighborhood of the normal vector
(Lourakis, 2005). This algorithm terminates when the value of residuals (observe —
the estimate value) drops below a threshold, the relative change in the value of
residuals of the second iteration is small, or the maximum number of iterations is

completed without reaching the final value.

Converge problems

@ Calculation aborted, iteration number has reached maximum (max|dx|= 2.5688e+105)!
Do you want to see the last solution?

Yes No

Figure 7-7: Screenshot report of the failed case.

This message shows that the program failed to fit the object and calculated

parameters, due to a convergence problem.

This happened in the cone at (40 m) range at (0°) IA, where the program failed to
calculate the parameters (see Figure 7.7). This was solved by increasing the damping
value (see Figure 7.4), which is less accurate than it should be. The precision and
accuracy obtained in this case were 49.1 and 35.2 mm respectively (see Appendix I,

Table 12-3).

. HDS3000 laser scanner - sphere and cone

The accuracy obtained by the average determination (AD) method at a minimum
range (10 m) is -1.14 mm, and the precision of fitting at that range is 1.61mm, which

is better than the specification given by Leica Geosystems. The accuracy obtained for
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the same range using the LM is less than, and the precision is better than, that using
AD by 1.14 mm, for the same reason as mentioned in the case of the sphere using the

Faro Focus’"120.

The accuracy obtained via the AD method at a range of 50.00 m is 13.00 mm (see the
full results in Appendix I Table 12-2) and the precision of fitting at that range is 3.40
mm. 93.00 mm and 25.40 mm were obtained using LM for the same range due to its
detection of outliers and its behaviour for the same reasons as mentioned above.
After removing the outlier points, the accuracy and precision reduces to 10.18 and
3.64 mm respectively (see the results for the sphere at that range in Tables 5.5 and
5.10). Regarding the cone targets, the accuracy and precision of the apex were less
than that of the same range, while the pyramid failed beyond the range of 40.0 m, as

mentioned above.

7.4 Conclusion

This chapter discussed the mathematical model for determining the precision and
accuracy of identifying the apex of the cone and pyramid and the centre of the sphere
and Leica targets using least squares surface fitting of different methods, namely
average determination, Gauss Newton, LM, and the commercial software package,
Cyclone software v.6. The aim was to investigate the best fit capabilities of different

algorithms and software.

The fitting process and computation of the target centre/apex from each technique
were presented, showing that the best fit of the object to a set of data can be obtained
from the LM algorithm at short range. The performance of this algorithm is degraded
when a maximum number of iterations have been completed without reaching the
final value. This can be solved by increasing the damping value, but this will affect

the accuracy and precision of the apex or centre determination.

The LM is a technique that can be adapted to a wide variety of non-linear problems
because it controls its own damping value (see Figure 7.4). It raises the damping if a

step fails to reduce the sum of squares error; otherwise, it reduces the damping. In
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this way, LM can negate difficult model non-linearities (although necessarily at low

speed) (Lampton, 1997).

The least squares surface fitting using the average determination and Gauss Newton
methods, developed by the author using Matlab functions, was also affected by noise
measurements. The Gauss Newton method was used for fitting a sphere or cone,
giving a cm level of accuracy, and the algorithm terminated in the second iteration.
This is because the first iteration reaches the final value and the parameter value
increases in the second iteration, which leads to termination of the program (see the
algorithm in the attached CD of UNT4-GN method / UNT4NEWFIT.m). The benefit
of the algorithm developed in this thesis is to detect the designed targets
automatically from the surrounding point cloud and to calculate the centre/apex of

these targets.
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After the optimal design targets were selected, these were tested with MLS in an
urban area, Figure 8.1 shows the optimal pyramid, cone and sphere targets, which

were placed at various angles to the MLS scanning directions.

Targets are used in a number of ways in MLS, and are often chosen from natural
detail points as discussed in chapter 2 section 2.2. These can be difficult to define
particularly when high accuracy requirements need to be met; for example, in
calibrating the system, matching scans together or fitting scans to existing surveys.
This chapter begins with a brief description of the test, then, the accuracy of the
result will be checked using both natural features and targets. Finally, the advantages

and disadvantages of the method used, and a summary of the result will be given.

Pyramid 4 faces

Sphere

Highly reflective tape (HRT)

Magnetic mount 4hole§ for'mor‘e support Triangle plate to support
especially in windy day clamp on the tripod

Figure 8-1: The proposed optimal targets and the way of fixing. Top: (Sphere, pyramid and cone)
target. Middle: Target installing on the tripod using magnetic kits. Bottom: The way of installing

the targets on the tripod.
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8.1 Test description

This test aims to:

1.  Compare the target coordinates achieved by MLS using designed targets and
natural feature with those obtained from ground survey network adjustment.
2. Coordinate targets from multiple pass of scans to see how they compare.

3. Analyse the different types of targets used.

The above tasks were achieved through the following methodology.

1. MLS scanning the selected test site, including targets. Target coordinates are
measured to high accuracy via ground survey using total station and level. The
quality of the measured values are assessed using network adjustments, where the
coordinates are measured several times from different fixed points, and all these
observations are input to Trimble Geomatic Office (TGO) software to apply the

adjustment. The results are compared after applying automatic target detection.

2. Matching the point cloud using natural features and targets. The Matlab
algorithm is used for automatic detection (see Chapter 6 “the workflow of
automatic target detection and measurement”), to compute the target centre/apex
based on the least squares surface fitting (see Chapter 7). 3D transformation
approach through the available software in NGI is used for matching using
targets.

3. Comparing the result statistically from different target designs.

8.1.1 Test site

Two areas, with good and poor GPS visibility, have been selected (see Figure 8.2,
left) for testing the designed target. Choosing these two areas was based on previous

tests applied for assessing the quality of RTK in such areas.

8.1.2 Survey work

Some points have been fixed in both areas (see Figure 8.2, right) using a TRTS and
based on three highly accurate GCPs (NGB10, NGB11 and NGB12). According to
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the Nottingham Geospatial Institute (NGI) survey team, these point have been fixed
with static carrier phase of 48 hours GNSS observation and about 3 to 5 mm level of
accuracy of 1 sigma standard deviation, and considered being suitable for use as
“true” coordinates. A level was used to determine the height and all observations
were input to TGO software for applying the network adjustment, and the final
coordinates of the two test area were computed, as given in (Table 8.1). The
coordinates of the target centre/apex were measured several times from different
fixed points in the two selected area, as shown in Figure 8.3. These observations
were also input to TGO software to compute and adjust. The accuracy of target
centre is based on the accuracy of points of the “true” GCPs. The full procedure of
adjustment network can be seen in appendix O. It is worth mentioning that all

coordinates used in the adjustments are in the National Grid OSGB36 coordinate

system and the heights.
Point . . .
D Easting Northing Height | Note Area
NBG10 454905.8200 339711.7890 30.1340 Prjcviously
NBGI1 4548932840 339700.2560 30.8140 | adjusted by the
NGI team and used
as a “true” GCPs.
NBGI2 4549142120 339679.7200 29.9010 | a¢ accuracy of 3 to | Areal
5 mm
T1 454887.6260 339685.7970 30.1180 | Adjusted using
survey network,
T2 454883.4240 339696.5870 29.9960 and RMSE values
are (1.0, 1.0, and
3.0) mm for E, N
T3 454882.8830  339708.8790 29.8540 | and Ht.,
respectively, (see
appendix O).
P1 454793.8126 339689.7516 29.9787
P2 454776.0763 339706.3035 29.4766
P3 4547703174 339743.8523 29.4959 | Adjusted usmz‘i!(
survey network,
P4 454757.2604 339762.1003 29.4839 and RMSE values
Ps 454757.3744  339782.5323 295119 | 4re (1.0, 1.0,and | Areqd
P6 454743.0744  339798.9743  29.5279 | 3.0) mm for E, N
P7 4547493224 339810.2463 29.6499 | and Ht-.,
P8 454747.8836  339825.9370 29.8092 | fespectively, (see
appendix O).
P9 454856.5621 339850.0926 30.2153
NBGl11 454893.2840 339700.2560 30.8140

Table 8-1:

Adjusted GCPs of the two selected areas.
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Figure 8-2: Test area and survey network. Top: Two test areas. Bottom: survey network for fixing the

GCPs and the position of each target in two test areas drawn by Matlab algorithm.
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Cone Sphere Pyralpid

i Targets i i Targets

e é) Pt o
|/ NGEL1 Q\'E’/\:.
= NGB10
NGBI2 L~ ©

© GCPsadjusted by NGI survey team

él‘eatamiﬂ DF I \“ Tmm =

® GCPsderived from the adjusted GCPs
+ Target centre measured from fived and adjusted GCPs

Figure 8-3: Traverse observation plan shows measuring the target centre/apex in areal and area2

respectively.

8.1.3 MLS Data collection and processing

The MLS data were collected in December 2012. The applicable operating range of
the MLS varied between 6 and 70 m depending on visibility. The system parameters
used in the data collection from the Jubilee campus were previously summarised in
chapter four, section 4.2.1.3, Table 4.17. The specifications of the system have been

updated as can be seen in Table 8.2 (3DLM Ltd.).

MLS StreetMapper Specification
Riegl VQ-450: long range, high speed, high

Scanner ] ) o
accuracy mobile mapping application

Effect point measurement rate 150 to 550 kHz
800m @ p>= 80% and 150 kHz:

Max. the measuring range
70 m @ p>= 10% and 550 kHz

Scanning Frequency 200 line/sec

Sensor position from 135° from forward and -40° pitch from horizontal
horizontal level level

Navigation system Novatel oem v3 IGI imu iie 400hz- S/N. 12-0175

Table 8-2: The specification of MLS (source: 3DLM Ltd.).

The MLS data was processed by 3DLM Ltd. where the trajectory of the vehicle was

determined by post-processing using the permanent NGB2 reference station, which

Farsat Heeto Abdulrahman 241



CHAPTER §:

FINAL TESTING THE DESIGNED TARGETS WITH MLS

located on the Nottingham Geospatial Building (NGB) to provide differential

correction. Table 8.3 shows the standard deviation of (E, N and Ht.) of GPS position

data in both areas. A summary report of the processing data can be seen in appendix

Q, and another of calibrating the system using TerraScan / TerraMatch software is

provided in appendix B.

GPS quality position — Areal

GPS quality position — Area2

Std. E Std. N Std. N Std. h
Std. h (mm) | Std. E (mm)

(mm) (mm) (mm) (mm)

10 to 20 13t023 30to 50 13t0 25 16 to 28 33to 55

No., of satellite = 6 to 9 sat.

No. of satellite = 6 to 7 sat.

Table 8-3: Standard deviation of the GPS position, and the number of satellite in areal and

area?.

Mobile Laser Scanner

26

Area?2

Areal
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Figure 8-4: MLS survey in Jubilee campus. Top: Block of MLS point cloud with overlain trajectory
solution shown in two test areas and in top right: MLS, StreetMapper (GPS, IMU and
Riegle-VQ-450 laser scanner). Middle and Bottom: Targets positions overlain trajectory,
arealand area2 respectively.

8.1.4 Result and analysis

After successfully running the TGO software to adjust the network, the adjustment

result shows that to 95% confidence the maximum error ellipse is less than 2 mm for

the adjusted coordinates of the target centre/apex. One of the output Figures from the

TGO is the network geometry and error ellipse Figure of the adjusted point in both
areas (See appendix O).
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The 3D coordinates of each target, achieved using the TS and single and multi-scans
of MLS, have been investigated. After detecting each target, the targets centre/apex
have been estimated using the same approach of least squares surface fitting (LM,
AD, and GN), discussed in Chapter 7. Then, the coordinates were compared with
those of TS and the average deviation and RMS errors of the targets centre/apex with
single and multi-runs from both areas (Areal and Area2) were calculated. The results
are shown in the following tables and figures. The full result of each target from both
areas with single and multi-runs can be seen in appendix R-R2.

1. Using designed target- Cone : Areal and Area2

Note- Areal: Cone Horizontally and vertically installed (H cone and V cone): Radius (r) =
0.15 m slant height = 2r : No. of (H Cone) = 3, average distance= 10.0 m. No. of V cone =5,
Average distance = 14.80 m.

Note- Area2: No. of H Cone. = 10, average distance = 8.15 m. No. of V cone = 6, average

distance = 7.70 m.

Pts.no.(R1,R2  Accuracy (Accur.) =TS Coord.- MLS estimated Coord; Areal
Targets  Statistic and Multi-

Runs)

Runl (mm) Run2 (mm) Multi-Runs (mm)

AE1 AN1 Ah1 AE2 AN2 Ah2 AE AN Ah

Average
(261,300, 562) 6.34 4.29 22.65 10.3 1583 2123 9.08 9.23 2276
Cone H  Deviat.

RMSE 6.80 5.25 22.66 1148 1226 2142 9.99 9.55 2284
C Average (134,219,318) 20.06 9.50 224 16.60 1457 13.51 12.96 13.89 16.67
one V
RMSE 21.69 11.99 23.54 17.23 1459 1633 13.83 14.82  18.19
Pts.no.( Accuracy (Accur.) =TS Coord.- MLS estimated Coord; Area2
R1,R2
Targets Statistic and Runl (mm) Run2 (mm) Run3 (mm) Multi-Runs
Multi-

Runs) AE1 AN1 Ahl AE2 AN2 Ah2 AE3 AN3 Ah3 AE AN Ah

Avera. (289,367
6.13 6.28 24.69 5.18 =596 2252 11.83 9.99 18.49 6.36 6.67 23.22
Cone H Devia. ,54,690)

RMSE 8.02 7.10 25.01 6.22 7.94 2297 1232 10.60 1894 7.10 7.66 23.52
Avera. (287,336

16.03 7.18 8.15 12.85 8.60 11.15 1840 1044 1247 1452 17.32 9.09
Cone V Devia. ,186,800

RMSE 1939 872  9.06 1544 1090 14.07 20.09 11.19 1334 17.87 8.64 1258

Table 8-4: Average accuracy and RMSE of the cone apex vs single and multi runs in areal and area2:

Top: Area1. Bottom: Area2.
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From both Tables, (8.4, top and bottom), it can be seen that average accuracy and
Root Mean Square (RMS) error values for the apex of cone horizontally installed is
better than vertically installed. This can be attributed to the number of scan points
hitting the cone, which is more in the case of the H cone than V cone. This is because
only half of the vertical cone can be seen during the test, while the other half is
hidden from the laser beam. Even when the number of captured points increased for
the V cone in the case of multi-scans, the accuracy has been less than achieved for
the H cone. Also, it may be noted from Table 8.4 that the accuracy of the height of
the V cone has been better than planimetric accuracy by 5.0 to 7.0 mm in each scan.
This can be attributed to the fitting process, where the LM algorithm failed to
calculate the parameters; it acts as a steepest descent method (see chapter 7 section
7.2.3.3.). This means that if the current step fails to reduce the error, the damping
parameters have to be increased. Therefore, the LM is adaptive (Lourakis, 2005), and

this may have contributed to reducing the error in height.

As can be seen from Figure 8.5, the planimetric accuracy in areal is almost the same
as in all scans (see Figure 8.5, top left). However, the planimetric accuracy has been
better than the vertical in the processing of GPS position (see Table 8.3). It may also
be noted from the result that the accuracy in east and west direction (AE)s were
almost better than north and south direction (AN)s. This can be attributed to the
number of satellites which were more in the E-W direction than N-S (see Table 8.3),

due to its distributions (Bhatta, 2011).

Generally, the planimetric accuracy in areal and area2 for H cone is (13 and 9.0) mm
respectively; whereas, the vertical accuracy is (22 and 23) mm respectively. As for
the vertical cone, the planimetric accuracy is (19.0 and 16.0) mm and the vertical

accuracy is (16 and 9.0) in this order.

Cone Horizontally installed - Areal Cone vertically installed - Areal

HAreal (Ah) ®Areal (AN) H Areal (AE) 'Ar3egl (Ah)mm  ®Areal (AN) mm ¥ Areal (AE) mm
30

E 20 ’g 20

& ~

s — K -
24 0 , I >
Runs Runl Run2 Multi-Run3 0 w

Runl Run2 Multi-Run3

=1
=3
@
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Cone horizontally installed - Area2 Cone vertically installed - Area2
M Area2 (Ah) mm M Area2 (AE) mm Area2 (AN) mm 3loAreaZ (Ah) mm M Area2 (AE) mm Area2 (AN) mm
30 —_
E £
£ 2 E 2
w @
= ]
2 10 2 10
0 ‘ ‘ ‘ 0 - : ‘ .
Runs Runl Run2 Run3 Multi-Run3 Runs Runl Run2 Run3 Multi-Runs
RMS errors of the cone H. installed in Areal and Area2 25 RMSE ofthe Cone V .installed in Area and Area2
30
B Area2 (Ah
25 rea2 (ah) 20 B Area2 (AE)
) B Area2 (AE
g 20 reaZ (AF) £ B Arca2 (AN)
S B Area2 (AN 1
= ig rea2 (AN) : 5 u Arca2 (Ah)
H Areal (AN
2 s real (AN) 2 101 B Areal (AN)
B Areal (AE
0 real (AF) S H Areal (AE)
Runl Run2 Run3  MultiRun3 ~™Areal (Ah) 5 Areal (Ah)
Runs 0
Runs Runl Run2 Run3 Multi-Run3

Figure 8-5: RMS error of the cone apex in two areas. Left: RMS error of the cone horizontally installed

in both areas. Right: RMSE error of the cone vertically installed in both areas.

2. Using Faro manufactured target- Sphere : Areal and Area2

Note Arealand Area2: Sphere 0.20 m dia. No. of the sphere. = 2, average distance = (10.60

and 8.15) m for Areal and area2 respectively.

Accuracy (Accur.) =TS Coord.- MLS estimated Coord./ Sphere
Pts.no.(R1,R2

and Multi- Runl (mm) Run2 (mm) Multi-Runs (mm)

Target/
Areal

R
uns) AE1 AN1 Ahl AE2 AN2 Ah2 AE AN  Ah

Average (99,169,227) 7.18 3.94 2887 539 24.62 2631 432 17.13 2631
RMSE 7.69 4.01 2888 6.52 24.68 2632 599 17.13 2632

Pts.no.(  Accuracy (Accur.) =TS Coord.- MLS estimated Coord / Sphere

Targ RI1,R2,
et/ R3 and Runl (mm) Run2 (mm) Run3 (mm) Multi-Runs (mm)

Area2 Multi-
AE1 AN1 Ahl AE2 AN2 Ah2 AE3 AN3 Ah3 AE AN Ah

Runs)

(137,146 -
Aver 27,297 8.66 11.02 23.29 | 11.65 | -3.97 | 245 4.02 4.9 20.9 10.60 | 6.95 23.54
RMS 8.91 11.06 2331 1220 4.60 2458 5.60 5.46 2094 1097 7.00  23.55

Table 8-5: Average accuracy and RMSE of the sphere centre vs single and multi runs in area1 and

area2: Top: Area1. Bottom: Area2.
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From Table (8.5), the mean absolute error of AE and AN components show
fluctuating results in both areas, for example the accuracy in east and west direction
(AE)s, has been obtained in areal (multi-scans) and area2 (run3) and the worst
accuracy in runl and run2 in that area, respectively. On the other hand, the best
accuracy in north and south direction (AN)s in areal (runl) and area2 (run2) has
been up to 4 mm in both areas and this error increases inversely in that area up to 20
and 11 mm, respectively (i.e., it increases in areal(run2) and area2 (run2). The same

case happened for east and west direction (AE).

These fluctuating results in both areas can be attributed to many factors: such as the
satellites geometry where the number of satellites in E-W is more than that of N-S
direction (see Table 8.3), the calibration of the system bore-sight alignment and
levier arm offset between sensors (see chapter 2 section 2.3), and also geo-
referencing error. As described in Chapter3, the error sources of the 3D points
collected by MLS produce 14 parameters to calculate the coordinates of laser points
(see chapter3 section 3.7). In addition, the fitting process of the sphere target itself

produces errors.

Another factor is the TS reading of the sphere centre, might introduce error through
replacing the sphere by the prism for observing. Another reason of getting absolute
accuracy in N direction better than E direction in such area, the number of satellites
in N-S direction, which might be equal or more than the E-W direction, where both

sides of the area (E-W) are obscured by high buildings.

RMSE of the Horiz. and Verti. accuracy of the sphere centre in Area and Area2

35

_ M Area2 (AE) mm

é M Area2 (AN) mm

= M Area2 (Ah) mm

E M Areal (AE) mm
M Areal (AN) mm
B Areal (Ah) mm

Runl Run2 Run3 Multi-Run3
Runs

Figure 8-6: RMS error of the horizontal and vertical accuracy of the sphere centre in two areas.
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3. Using designed target- Pyramids different faces: Areal and Area2

Note-Areal: Pyramids: 4faces: length =300 mm and Ht = 0.10 m: No. of Pyramid = 1, dist
=17.80 m.

Note-Area2: Pyramids: 3, 4, 4, 5, 8 faces: length = 0.30 m and Ht = 0.10 m; No. of pyramid

=5; Average distance = 9.0 m.

Accuracy (Accur.)-TS Coord.- MLS estimated Coord./ Pyramid

Pts.no.(R1,R2 :
Targets/ Areal Runl (mm) Run2 (mm) Multi-Runs (mm)

and Multi-Runs)

AE1 AN1 Ahl AE2 AN2  Ah2  AE AN Ah

Pyramid 4 faces (239, 298, 545) 11.07  24.69 22.21 20.60 2030 2299
18..26 17.25 17.37

Accuracy (Accur.)-TS Coord.- MLS estimated Coord / Pyramids

Pts.no.(R1,R2

Targets/ and Multi- Runl (mm) Run2 (mm) Run3 (mm) Multi-Runs
Area2
Runs)
AE1 AN1 Ahl AE2 AN2 Ah2 AE3 AN3 Ah3 AE AN Ah
(264,303.1, - . . .
Average 12.56 2299 1196 11.10 23.08 Fail Fail Fail 3.66 -8.62 2241
588) 12.30
RMSE 1294 15.16 23.50 12.09 12.58 2392 Fail Fail Fail 529 11.19 23.16

Table 8-6: Mean absolute accuracy and RMS error of the pyramid apex vs single and multi runs in

areal and area2: Top: Areal. Bottom: Area2.

From Table (8.6), it can be shown that the results obtained in areal and area2 were
less accurate than cone and sphere targets. This is because the intersection plane of
each fitted side produces some error, and this will affect the calculation of the target
apex determination; the greater the series of processes, the greater the error
propagated. In addition, the matrix of the normal equation of the parameters is close
to singular, due to the irregular points on the surface, and noise coming from
neighbouring plan causes deviation in its apex. Figure 8.7 clearly shows the RMS
error of each component of the target apex in both areas, and it shows the results in
area2 were much better than areal with single and multi-scans. This is because the
trajectories of the laser scanner in area2 close to each other than areal (see Figure

8.4, left).
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RMSE of the pyramid apex from Areal and Area2

35
30
25 B Areal (AE) mm
'g 20 B Areal (AN) mm
2 15 M Areal (Ah) mm
5 10 B Area2 (AE) mm
5 M Area2 (AN) mm
0 M Area2 (Ah) mm
R Runl Run2 Multi-Runs
uns

Figure 8-7: Figure: RMS error of the horizontal and vertical accuracy of the pyramid apex in two areas.

4. Sphere size 0. 145 m diameters: Areal and Area2

Note arealand area2: Sphere size 0.145 m diameters: No. of sphere = 5, average dist. =

6.80 m in areal and area2 respectively.

Accuracy (Accur.) AR =.Actual R — Estimated R

/Tl:ll“iztls Accuracy Pts.no.(R1,R2 Runl Run2 All-Runs
and Multi-Runs) AR (mm) AR (mm) AR (mm)
Sph Aver. accur. (62, 63,127) 3.61 2.40 4.70
PRETE " RMSE 3.87 2.45 5.19
Accuracy (Accur.) AR =.Actual R — Estimated R
Targets
| Area2 Accuracy  Ptsno.(R1,R2 Runl Run2 Run3 All-Runs
rea
and Multi-Runs) AR (mm) AR (mm) AR (mm) AR (mm)
Average (66, 77, 82,222) 3.30 2.56 1.24 2.26
Sphere
RMSE 3.67 3.01 1.81 2.44

Table 8-7: Average accuracy and RMSE of the sphere radius vs single and multi runs in area1 and

area2: Top: Area1. Bottom: Area2.

Table (8.7) shows the comparison between the estimated sphere radius and its actual
value with single and multiple scans in areal and area2, as the prism was not
available for measuring its centre.

It can be seen that the best average accuracy was given by areal (run2) and area2

(run3). These two runs have the same point density. The worst average accuracy can
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be found in areal (multiple runs) and area2 (runl). This is because, in areal, the
spherical targets in runl are closer to the laser scanner than in run2 (see Figure 8.4,
left). Therefore, when using the results of the two runs together in a multi-scan, the

final accuracy will be affected by the poorer results of the second run.

Table (8.7) shows that, in area2, the better accuracy has been obtained with the
multi-scans. This is because the trajectories of the laser scanner in all runs have been
close to each other (see Figure 8.4, right). This means that range from each sphere
target was the same, and combining scans would achieve a better result. This can be

clearly shown in Figure 8.8.

RMSE of estimated sphere raduis from Areal and Area2
B Area2 (AR)mm M Areal (AR) mm

6
5
~ 4
g
3
%)
Z 2
l _ I
0 1 T T
Runl Run2 Run3 Multi-Run
Runs

Figure 8-8: RMS error of the sphere radius vs single and multi-scans in both areas.

The results from different target designs used in this test are compared statistically
following the same approach, i.e. Least squares surface fit, as discussed in (chapter
5, section 5.5.5). The mean standard deviation “c enh” of each target centre/apex was

computed in both areas, and the result is presented in table 8.8.

Sphere ConeH ConeV Pyramid MLS Sphere ConeH ConeV Pyra.

2?;21 oenh cenh cenh ocenh Area2 cenh ocenh cenh cenh
(mm) (mm) (mm) (mm) (mm) (mm) (mm) (mm)

Runl 1.863 1.799  7.078 1.308 Runl 1.67 1.60 6.20 3.12
Run2 1713 2348  6.695 1.392 Run2 1.54 1.33 6.16 3.07

Run3  2.69 2.49 7.05 Fail
All All

2.365 2412 6.7298 1.786 1.21 1.45 5.62 2.53
runs runs

Table 8-8: Precision of the targets apex/ centre in areal and area.2.
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From Table (8.8), it can be seen that the highest precision has been achieved by
pyramid in areal (runland run2) with an error uncertainty of the apex less than 1.4
mm. This is because the planes are parameterised as Hesse normal form, as described
in chapter 7, which estimates the parameters of the 16 planes of the pyramid in the
case of 4 faces. In addition, to estimate the intersection, the number of unknowns
increased by 3, the coordinates of the intersection-point. To force an intersection of
the 4 planes, 4 additional conditions are introduced (Losler, 2012b). (See appendix P
the algorithm developed for fitting pyramid faces and intersecting them to estimate
the apex).

The weakest precision can be found in the V cone with the maximum uncertainty
away from the apex of 7.08 mm in runl, because only one half of a cone was visible
in scanning data collection, with poor fitting result. This error decreases by Imm in
run2 and multi-runs respectively. This improvement could be due to the high level of
redundancy of the laser scanner data. While, the result of all targets have less
precision, in the case of multiple scans (all runs), due to the effect of range from laser

trajectory to the target as previously discussed.

In area2, the result can be found in H cone, sphere, pyramid and V cone in this order.
All targets have good precision, in the case of multi-scans; due to all three passes
close to each other as mentioned before. As can be seen in (Figure 8.9), the results of
each target fluctuated starting from runl to run3 and reduced in multi-runs. The
pyramids failed in run3, because the points on each faces cannot be recognized by
the detection process, due to the intensity of return signal of each face clashes with
each other, and is regarded as one of the major disadvantages of the pyramid target

(see chapter 5 sections 5.5.5).

8.000 8.000
000 Areal 7000 Area2
7. .
ERunl
6.000 6.000
®Run2
5.000 5.000 Run3
g BRunl =
£4.000 £4.000
= BRun? §, WAlltuns
§3.000 Alltuns %3.000
©2.000 {——— 2.000 -
1.000 :. 1 — 1000 |
0.000 - T T T T 1 0.000 -
Targets Sphere senhCone H cenhConeV oenh Pyramid 4F Sphere oenh Cone H oenh ConeV oenh Pyramid 4F
oenh Targets cenh

Figure 8-9: Precision of the apex/centre vs single and multi-runs in areal and area2. Left: Area1.Right:
Area2.
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Areal Area2
RMSE. A (en) RMSE Ah RMSE. A(en) RMSE Ah

Target
(mm) (mm) (mm) (mm)

Cone (H) 8.15 27.29 14.43 22.61

Cone (V) 19.45 28.35 20.19 12.26

Sphere 17.18 28.30 12.02 22.99

Pyramid 19.77 23.97 17.62 26.29

Table 8-9: The average of the RMS errors of Horizontal and vertical accuracy of each target used in

RMSE (mm)

areal and area?2.

Overall RMSE ofhorizontal components of each target in

25.00
20.00
15.00
10.00

5.00

0.00
Areas

RMSE (mm)

areal and area2

B Cone (H), RMSE (mm)

B Cone (V), RMSE (mm)

B Sphere, RMSE (mm)

B Pyramid, RMSE (mm)

Areal Area2

Overall RMSE ofvertical components of each target in areal

and area2

30.00

20.00 -

10.00 -

0.00 -

Areas

M Cone (H), RMSE (mm)

M Cone (V), RMSE (mm)

M Sphere, RMSE (mm)

B Pyramid, RMSE (mm)
Areal Area2

Figure 8-10: The average RMSE of Horizontal and vertical accuracy of the target apex/centre. Top:

Horizontal accuracy. Bottom: Vertical accuracy.

Table 8.9 and Figure 8.10, top show the overall accuracy of the cone, sphere and

pyramid in horizontal components in areal and area2. In areal, the best horizontal

accuracy can be found in H cone, sphere, V cone and pyramid, in this order.

In area2, the best one found was sphere, H cone, pyramid and V cone in this order.

However, the sphere results were slightly better than H cone. This could be due to

the low amount of redundancy, especially in run3, which affect the average accuracy
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(see Table 8.4 and 8.5 or see appendix R). In addition, this error could be an error in
the total station reading, reflector-less mode measurements were taken to the targets,
which are less accurate than those taken of prism. Another factor is that the
cardboard cone targets, which have low quality than manufacturer ones. Therefore,

some unreliable cardboard cone targets were neglected.

In vertical components (Figure 8.10, bottom), almost all targets have the same
accuracy in areal expect the pyramid target has slightly better by 4 mm. whereas, in
area2, the V cone found was better than the other targets, due to the same reasons
mentioned before.

After removing the unreliable cone and pyramid targets, the obtained result were
much better in both areas, and the overall RMS of the two areas can be seen in Table

8.10.

Area 1 Area2
Target RMSE. A (en) RMSE Ah RMSE. A (en) RMSE Ah
(mm) (mm) (mm) (mm)
Cone (H) 8.10 22.30 8.80 23.10
Cone (V) 18.60 19.95 17.74 11.30
Sphere 17.18 28.30 12.02 22.99
Pyramid 19.77 23.97 13.61 26.06

Table 8-10: Horizontal and vertical accuracy of each target used in areal and area2 after removing

some unreliable cardboard targets.

Regarding the sphere targets size 145mm and also 200 mm, the comparison was
performed using their known radius, where the prisms used for measuring their
centres are not available. Three methods (LM, Cyclone and AD), as described in

chapter 5 have been used for fitting sphere.

RMS of the comparison between estimated sphere radius values to that provided by
the manufacturer was done after applying fitting using each method. In addition,
standard deviation and absolute maximum error of the quality of fit were also
estimated from each run separately in both selected areas, using only Cyclone
software. The results can be seen in Table 8.11, and the full statistical results for each

sphere with single and multi-scans can be seen in appendix R.
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Arcal Sphere/ AR-LM AR-cyclone AR-AD RMSE ill\)iifMax.
no. RMSE (mm) RMSE (mm) RMSE (mm) Stdv.(mm)
error (mm)
Runl 6 4.63 4.71 4.66 2.93 7.66
Run2 6 3.19 3.14 3.23 3.10 13.47
Multi-Runs 6 4.34 4.27 4.33 5.60 14.58
Arca2 Sphere AR-LM AR-cyclone  AR-AD RMSE ilt\:ilsfMax.
/no. RMSE (mm) RMSE (mm) RMSE (mm) Stdv. (mm)
error (mm)
Runl 7 3.68 3.74 3.74 2.96 7.99
Run2 7 3.46 3.47 3.39 2.99 7.20
Run3 7 431 4.28 4.26 3.18 7.84
gﬂﬁg' 7 321 3.23 3.25 3.91 12.77

Table 8-11: RMS error of the estimated sphere radius vs its actual value, and the mean standard
deviation and the absolute maximum error of the quality of fit from each run in both areas.

Top: Area1: bottom: Area2.

RMSE ofthe quality of a sphere fit in areal using its raduis -Areal

20.00
B Absolute Max.error RMSE (mm)
— 15.00
£ ¥ AR-LM RMSE (mm)
S
B 10.00 AR-Cyclone RMSE (mm)
2 500 ¥ AR-AD RMSE (mm)
0.00 - # Stdv RMSE (mm)
Runs Runl Run2 Multi-Runs
RMSE ofthe quality of a sphere fit using its raduis- Area2
14.00
12.00 B Absul.Max. error (mm)
= 10.00
g M AR-LM RMSE (mm)
= 8.00 -
§ 6.00 - ® AR-Cyclone RMSE (mm)
e 4.00 7 B AR-AD RMSE (mm)
2.00 -
0.00 - ¥ stdv RMSE (mm)
Runs Runl Run2 Run3 Multi-Runs

Figure 8-11: RMSE of the quality of fit of the sphere vs single and multi-runs in areat and area2.

From Figure 8.11, it can be seen that the results of each method were almost the

same in the comparison between predicted values of the sphere radius to their actual
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values. Due to the fact that all of the three methods used follow the same approach of
least squares surface fitting, only a small error up to 1.5 mm has been detected
between runl and run2 in areal, and less than 1 mm in area2 between run2 and run3.
This small error could be due to the imperfect calibration of the system or sensitivity

of the algorithm used in fitting process.

On the other hand, the maximum absolute errors of the fitting sphere in each run
have increased in both areas, from (8 to 15) and (8 to 13) mm respectively, for the

same reason mentioned above.

8.1.5 Summary and conclusion

Although the target (cone, sphere, and pyramid with 5 and 8 faces) would be seen
from all vehicle directions (along, across and diagonal), the incidence angle of the
beam from 45° and more would be very steep, and causing lower point density on the
surface of the target and difficulty in automatic target centre identification (see
chapter 6). As a result, the coordinate precision of this target would be poor, as
described in chapter 5 (cone, pyramid and flat target, Figure 5.27 and Table 5.4).
This will negatively affect the quality of self-calibration using targets especially
Leica flat targets (Reshetyuk, 2009). In addition, the large incidence angle causes

large measurement uncertainty (Soudarissanane et al., 2009).

In this test, the targets were installed along the road on both sides, at different ranges
from around 6 to 20 m from the laser scanner trajectory in both areas (see Figure 8.4,
bottom left and right). All targets were approximately perpendicular to the direction
of the laser scanner trajectory. This means that all targets were almost installed at 0°
incidences angle to the scanner. The effect of IA only will appear from the target
itself due to its geometric shape especially in a cone and pyramid as described in
chapter 5 sections 5.5.5. The quality of result of the target apex/centre achieved from

this test can be summarised below.

Cone, sphere and pyramid targets in Areal and Area2

The planimetric accuracy for the apex of the cone horizontally installed was better
than vertically installed in all scans (see Table 8.4). This can be attributed to the

achievable point density on the target’s surface, which has been more in the case of
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horizontally installed target. This also varies depending on a number of factors
namely: measurement rate of the laser scanner, the scan speed, the range and the

vehicle speed (Rieger et al., 2010a) (see chapter 4 section 4.2).

Generally, the planimetric and vertical accuracy of some of the targets in arecal was
slightly better than area2, due to the GPS quality position in both area almost has the
same quality (see Table 8.3). The specification given by RIEGL laser scanner for
VQ-450 gives the range accuracy and precision (8 and 5) mm for 1.5 to 50 m at one
sigma respectively. The accurate result of this test has only been met with H cone,

and the result of precision has been below this specification.

The precision of all targets centre/apex (see Table 8.8) are less than the threshold
value of the range laser scanner. While, the accuracy of the targets centre from the
above tests, the result show that the cone is better than sphere and pyramid due to the
same reason discussed before (see chapter 5 section 5.5.5).

It should be noted that the cone horizontally installed, and sphere are better than
other targets to be used for matching multi-scans, to see how they can affect the

result when multi- scans are combined together.

8.2 Point cloud registration using targets

Registration point clouds using natural features and targets, Matlab algorithm was
used for automatic detection (see chapter 6 “the workflow of automatic target
detection”) and to compute the target centre based on the least squares surface fitting
(see chapter 7) for registration point clouds using natural features and targets. Least
squares surface fitting approach through the available software in NGI was used for
combining scans using targets and compared with registration using natural features.
The main idea of using targets in a point cloud is to determine the relative
orientation parameter (X, y, z and omega, phi and kappa) to register join the primary
scan with another scan, while the targets are positioned in the overlap of the two or

multiple scans (Harvey, 2004).

In this test, three type of target groups for matching multi-scans were compared
namely: natural feature, all targets (cone, sphere and pyramid) and only targets

specifically made for MLS such as cone.
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The results of the three groups used (natural feature, targets and only H cone target)

for matching point cloud can be discussed for each one separately.

1. Using natural feature:

Matching the point cloud using natural features was discussed in (chapter 3, section
3.4.3). Matching multiple scans from different driving and opposite directions in
both areas was already achieved by the 3DLM Ltd. In order to validate their
procedure, some check points in both areas (see Figure 8.12) were selected from the
result of multi-scans matching and compared with their control value. The results

were within 20 to 33 mm in areal and within 20 to 28 mm in area2 (see Table 8.12).

Check | Areal Areal
Check points ; point | Alenhnm | &(enhym

| 0.03331 0.02453

2 0.03153 0.02080

3 0.02341 0.025089

4 0.0377a 0.02531

5 0.02781 0.02341

able 8-12: The accuracy of matching multi-scan using natural feature.

Check points

3

Figure 8-12: Matching process in area1 and area2 produced by 3DLM Ltd. using natural feature, .blue

dot represents the centre/apex of each target in area1 and area2 respectively.

2. Using Targets

Target based registration is described in chapter3 is one of the most common
registration approaches used to determine relative orientation parameters between

any two scans or systems. In this test, targets have been used in two ways.
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1.  Register or transform each scan (run) separately to the TS coordinates

system using targets in both areas (see Figure 8.13).

2. Matching multi-scans using targets in two cases. First using, all targets,
visible in both scans and secondly using only H cone targets.
This is to test the quality of the target coordinates and their effect when multi-scans

are combined together in areal and area2.

8.2.1 Result of registration scan using targets

To register each scan to target coordinates system in both areas was done using
Cyclone software (see chapter 5 section 5.2).

The mean absolute error of each scan using all targets in both areas was within 15 to
28 mm level of accuracy (see Table 8.13). While the mean absolute error of each
scan when using optimal targets (only H cone) in both areas was within 5 to 8 mm
level of accuracy (see Table 8.13) The accuracy of each scan after the fitting process
was determined using 5 check points in both areas, as can be seen in Table 8.14,

and Figure 8.13.

Areal- Point clouds andtargets

Checkpoints

|
11
>0}
19/ a1 j28

| 1
9 173 Lsrl 20227
M

I— Hecone — Vcone — Sphere Pyxamldl

Figure 8-13: Fitting scan to the TS coordinates system in areal and area2. Left: Area1: Right: Area2.

Areal- Mean Abs. Error

Area2- Mean Abs. Error (m)
Target No. (m) No

Runl Runl MR Runl Run2 Run3 MR

All targets 11  0.0284 0.0150 0.0152 23 0.0284 0.0150 0.0170 0.0152

only H
0.0053  0.0077 0.0078 10 0.0054 0.0061 0.008 0.0055
cone

Table 8-13: The accuracy of 3D of the targets centre / apes per scan in areal and area2.
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Areal- A (enh) m Area2- A (enh) m
Check point Check point

Runl Run2 MR Runl Run2 Run3 MR

5 /all target 0.0289 0.0153 0.0154 5/alltarget  0.0298 0.0162 0.019 0.0173
5/only Hcone 0.0103 0.0154 0.0156 5/Just cone 0.0074 0.0083 0.012 0.0108

Table 8-14: The accuracy of fitting point cloud to targets vs single and multi-scans.

8.2.2 Matching multi-scans using targets

The quality result of matching scans together in areal and area2 using all targets
were within 11 to 18 mm respectively (see Table 8.15). This level of accuracy was
better than using natural features. The results were improved when using only H
cone targets in areal and area2, and the results were within 6 to 7 mm respectively.
The validation of matching multi-scans was done via the same check point used for

the previous section (see Table 8.16).

Areal- Mean Area2- Mean
Target No. No.

Abs. Error (m) Abs. Error (m)
All targets 11 0.01797 23 0.01136
Only H cone 5 0.00678 10 0.00786

Table 8-15: The quality of matching multi-scans using all targets and specific cone targets in both
areas.

Check

Matching _ Areal- A (enh)m  No. Area2- A (enh)
points.

All targets 5 0.0183 6 0.0139

Only Hcone 5 0.0109 6 0.0087

Table 8-16: The accuracy of matching multi-scans using 5 and 6 check points in areal and area2
respectively.
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m Target centre/apex in each scan

Figure 8-14: Matching multi-scans using targets in area1 and area2. Left: Area1. Right: Area2.

The above procedure work can be summarised in a flow diagram (see Figure 8.15).

1. The procedure of fitting each scan to the target coordinates system.

Relative orientation parameters
(xyz, omega, phi and kappa)

MLS ___ Runl : Results:
Transformto TS coord. Mean Abs, error (m)
+{ Run2 : . ’ :
—» Areal : ¥ sys. Using Targets All targets Areal
: (11targets)s | 51—
: -Cone: Horizontally and : ,| Runl=0.0284
vertically installed : | Run2=0.0150
" : | Multi-Runs= 0.0152
-Sphere: tow size
-Pyramid: All targets : Area2
: : (23 targets): | o .
—> Area2 : Run2 : : | Runl= 0.0284
i, (34,5 and 8 faces) > Run2= 00150
| Run3 : : | Run3= 0.017
: : ¢ | Multi-Runs= 0.0152
| i Mult-Runs | 3
P Using only Cone
horizontally installed
(5 targets) (10 targets)
A4 A4
Results: Mean Absolute error (m)
Area2
Areal Runl= 0.0054
Runl= 0.0053 Run2=0.0061
Run2= 0.0077 Run3= 0.008
Multi-Runs= 0.0078 Multi-Runs= 0.0055
2. The procedure of matching multi-scan using targets.
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—{ Runl
Areal 4‘
S lez gecccceccccccccccccccccsccccccnns
; : Results: Mean Abs.Error:
Matching ! Arcal
Runl
F »| Using all | 0.01797
t t . .
Area2 Run2 argets . 0.00678 .
L Run3 o Using only cone | | Fevuueeeeereeeeeeeesneeseeannd 3
target horizontally
installed Results: Mean Abs.Error :
. Area2
0.01136
0.00786
Feeeerreerrrererreeereeeeeeeed ;
3. The procedure of comparing the result of matching using natural feature and targets.
.................................... : Check the quality-Using 5 check points:
Areal ‘ Matching multi- runs - Result: Mean Abs. Error
3DLM using natural detal | : ¢
| points 0.0272 m- - natural feature used
Matching multi- runs — Result: Mean Abs. Error
¢ ¢ ] 0.0183 m-using all targets
: : | 0.0107m —using only optimal
Terecesestasacenscrncasensnsacensesst 3 | targets (cones)
Seveeereeereeereeereeereeereeensens . & Check the quality-Using 5 check points:
Area2 Matching multi- runs - P ” m
:| 3DLM using natural detail y| Result: Mean Abs. Error
: . 0.0122 m- natural feature used
«| pomts
Matching multi- runs — Result: Mean Abs. Error
*1 Using targets : » 0.0109 m-- using all targets
0.0087 m — using only optimal
Secececcccccsecsssccsscsssccssccscccnse

target (cones)

Figure 8-15: Flow diagram of the process of matching multi-scans using targets Top: Register each
scan using corresponding targets. Middle: Matching scans together using corresponding
target in both scans. Bottom: Compare the result of Matching using natural features and

targets.

8.2.3 Comparison between three methods

Clear comparison between the three groups can be seen in Table 8.17.
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Mismatches-  Mismatches-

Methods Areal (m) Area2 (m) Deviation (mm)
Natural feature  0.0272 0.0122 0.0150
All target 0.0183 0.0109 0.0074
Only H cones 0.0107 0.0087 0.0020

Table 8-17: The result of mismatches and the deviation of each method in both areas.

From Table 8.17, it can be seen that a better result of matching the multiple point
cloud has been obtained using optimal target (cone). This is because the automatic

detection and computing of the apex can be done with nearly 1mm level of accuracy.

The worst results have been achieved using natural features (see Table 8.17). This is
because of the misidentifications of the corresponding points in multiple scans,
whether automatically or manually. This problem could be reduced by improving
system calibration, where some errors can still be presented in the MLS data,
especially in direct geo-referencing. These errors are dominated by navigation errors
and can be reduced using optimal targets. The use of both natural features and targets
in the matching process gives a better result than the natural feature itself, due to the
same reason and the result of this method. It may also, be taken into account and
reliability improve the result quality of MLS “especially in the urban area”, where

insufficient number of optimal targets may be available in large areas.

As can be seen from Figure 8.16 the accuracy of matching multiple scans increases
with an increased number of optimal targets. The more the number of targets or
control points, the better the accuracy that can be achieved (see chapter 4 section

443.2).

The accuracy of matching multi-scan

B Deviation (mm) M Mismatches-Areal Mismatches-Area2

0.03

0.02

0.01 A

Residual(m)

O -
Natural feature All target Only H cones
Targets

Figure 8-16: The achievable accuracy from each method.
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As mentioned in section 8.2.3, the mismatches error has been minimised when using
the optimal targets. The entire point cloud has then been moved or fitted according to
the position of optimal target. Figure 8.17 shows the accuracy of the matching
process for each method used and it also shows how well the check point fitted,

where multi-scans were combined together with optimal target.

Areal “Using natural features Areal Using All targets Areal Using only H cones

Area2 Using only H cones

Area2 & Using All targets

™" "Using natural features Area2

Scale = 1: 10; Imm on a map = 10 mm on a ground

Figure 8-17: The accuracy of matching point cloud of three methods (using natural feature, using all targets, and

using only optimal targets (H cones)) in both areas. Top: Area1. Bottom: Area2.

8.3 Conclusion

This chapter discussed the use of optimal target to improve the accuracy of MLS data
in an urban area, where high accuracy requirements need to be met such as
engineering scale mapping accuracy. The designed targets are portable targets and
can be placed along the road and installed in the buildings or on the tripod using
magnetic mount (see Figure 8.1) before MLS survey and their coordinates were

surveyed using total station.
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Based on the trials (see chapter 5), the optimal target was found to be cone shaped
with 15 cm radius (r) and slant height to be 2r, Furthermore, for improved horizontal
position accuracy, the target was covered by highly reflective tape (HRT) (see Figure
8.1). An efficient algorithm have been developed for accurate target position
determination in the laser point cloud using intensity values, the length of the target
and the approximate expected number of points per target. The target processing is
highly automated, where the developed algorithm (Matlab) provides fast and robust
processing. Only minimum human intervention is required; to select the optimal
transformation for matching multiple scans based on the optimal targets. This level
of automation leads to consistent target measurement than can be performed

manually.

The result, based on multiple scan taken from different and opposite deriving
directions has shown that the specifically designed targets can indeed validate mobile
laser scanner data accuracy, and thereby improve road surface extraction accuracy
from mobile data. Based on the designed target, up to 3 cm errors were detected in
the MLS data collected over the urban area (Jubilee campus) that was corrected using
targets. The results have shown that in MLS data, (6.8 and 7.9) mm, mean absolute
error of the matching multi-scan using the designed targets (cone) can be achieved in
both selected areas, respectively. To provide this high level of accuracy, or less a

dense and well-distributed network of targets is needed.

The significant advantages of using targets specifically made for MLS is to increase
the accuracy of data collected by a MLS particularly in an urban areas.

The experiments presented in the section 8.2.3 show examples of how combined
targets and natural features for marching multi-scans perform more advantageously
than the conventional methods for improving MLS data, especially in the urban area.
The findings will contribute to easy, cheap, and accurate measures to enhance the
quality of MLS data, and make it useful for applications, such as change detection,

transportation corridors, and accurate 3D modeling.
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RECOMMENDATIONS

This chapter revisits the research aim and objectives, with outcome from this

research. Recommendations for future research are also given.

9.1 Research aim and objectives re-visited

The overall aim of this research was to investigate methods to improve the accuracy
of MLS data, particularly in areas of difficult GPS reception, typically in urban
environments, by using targets instead of using natural features. The main aim
behind the research background was to evaluate the factors affecting the MLS in
urban areas, such as trajectory errors due to limited availability of satellite signal, and
to investigate the difficulties of using natural features in the laser point cloud and the
possibility of using a range of specially designed targets, instead of natural features

for improving data quality.

Trials were carried out for testing designed targets from different ranges, incidence
angles, point densities and brightness, and based on these trials; the optimal targets
were fabricated at the University of Nottingham. Test results from multiple scanning
drives using a Riegl laser VQ-450 MLS, system operated by 3DLM Ltd.
(StreetMapper360), a vehicle-based laser mapping system, have shown that when
using the optimal target, the MLS data accuracy for a variety of applications can be
improved.

Section 1.2 lists a number of objectives that required addressing in order to achieve
the research aim. These are summarised and revisited below, with a summary of the

main conclusions for each one.

9.1.1 Assessing the quality of MLS’s measurement in urban areas

The positioning accuracy of the GPS/IMU system is a critical part in the error budget
and thus ground reference data is needed. Different methods for assessing the quality
of MLS were applied, namely “Survey control points”, “Surfaces comparison” and

finally “Additional Source of data such as TLS”. For the first assessment (see section
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4.3.1.1), the RMSE values of the GCPS compared to the actual value measured by a
Trimble robotic TS survey represent the external quality control of the data collected
by a MLS. Adjusted GCPs residual were presented to examine systematic error in the

survey network from the Bench mark control (MGB10, NGB11 and NGB12).

The Iterative Closest Point (ICP) method in Geomagic studio software was used to
determine the 3D deviation and the tilt difference between two surfaces (see section
4.3.1.2). Tests show that the 3D differences between surfaces on the building facades
and road surfaces fluctuated according to the GPS quality position; for example, in
the case of the building facade, in test site blocks (55 and 67), the 3D difference was
less than 3.2 cm and this value increased to more than 10 cm in the edge of the
building (see Figure 4.20). In the road flat surfaces, the 3D difference was 0.9 cm
and increased to 3.6 cm where surface discontinuity (e.g. across the kerb) was
available (see Figure 4.16). The results show that a clear systematic error existed
between trajectories of scan data of the selected blocks. These errors could come
from the calibration of the system and GPS/IMU. The effect of tilt error between
surfaces is varied depending on the slope distance of the road surface, and also

calibration between laser scanner and IMU.

The third assessment, which is another source of data, was provided for assessing the
quality of MLS data in the urban area. The accuracy of MLS based ground surface
data was compared by an additional source of data, such as provided by TLS, used to
reference data. The estimated precision of the reference method is, therefore, better
than 1 cm. The results show that the scan points from MLS data in the passl has
lower accuracy than pass2, when comparing each pass with TLS data. For example,
the corresponding figures for the pass2 data were almost below 1 cm in laser block
67 and about 2 to 4 cm in laser block 55 (see section 4.3.1.3, Table 4.19). This can be
attributed to the higher level of point density produced by the second pass, due to

shorter laser distance measurement.

9.1.2 Discussing the factors affecting the accuracy of MLS in urban

areas
The first factor is navigation solution (NS); the test result, section 4.3.1.1 of the point

cloud in urban areas shows a higher RMS error than the point data in relatively open
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areas (see Table 4.7 and Figure 4.12), due to the error in NS. A further factor is the
quality of calibration of the MLS system mounting parameters (HRP and xyz)
between the sensors, which can lead to introducing systematic error between two or
more scans of the same areas. These errors could possibly be reduced by using an
appropriate target to adjust the point cloud. The third factor is difficulty in measuring
accurate natural detail points in the point cloud, such as building corners and the
corner of a white road marking, due to no measurement being in able to the exact
target point. This leads to misidentifying of the corresponding point in the matching
process. This factor has been tested, (see section 4.3.1.3), and solved by creating a
geometric plane for each side of the building facade and intersecting them to get the
exact position of the points of interest. These positions were measured and compared
with the TS value. The results show that the planimetric accuracy was influenced
more than vertical position by this approach, and no improvements have been
achieved in data quality. Therefore, specially designed targets are the best solution to

overcome limitation of natural detail points.

The second part of this objective was checking the calibration produced by the
3DLM Ltd. company using the same approach of TerraMatch/TerraScan algorithm in
two areas (block 67 and 55). This is proved more difficult than using targets, because
it is hard to pick the same point between scans. It has been proven in section 4.4.3.1
that it is possible to detect the mismatch after applying correction between two or
multi-scans with accuracy of around 1 cm on the wall and ground surface. Within the
stated mismatch of 1cm by the 3DLM company, this was probably due to the good
initial value of Heading Roll and Pitch used, and the close range of the scanner

trajectory.

Another means for checking the calibration and reducing the error in data uses
ground control points gathered along the study area, every 10 m, using an appropriate
survey technique. Features visible in the laser point data, for example the corner of a
white road marking, can be compared using GCPs and to assess it the calibration is
acceptable. The test in section 4.4.3.2 found that the RMS error of block (67 and 55),

less than 1 cm can be achieved with more than 20 GCPs in that area.
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9.1.3 Using targets instead of natural features for improving the
data quality

Designing different types of targets (pyramid, dot, ring and cone), and investigating
the effect of range and incidence angles along with the effect of brightness and point
density using two TLS, Faro focus’® and HDS 3000, has been discussed. The
designed targets (pyramid, dot and cone) and manufacturer targets (Faro sphere and
Leica flat target) were evaluated in an indoor simulation to define the optimal target,
including (size, shape, color reflectance, signal response (intensity), range, and

incidence angle and point density.

Several tests were carried out to determine the most optimal height of the designed
conical and pyramid target see section 5.4; the results show that the accuracy of the
apex was reduced by approximately 17 % on decreasing the slant height of the cone
and pyramid by lcm. The second part of this objective was to determine the signal
return and statistical measurements to different surface types. Tiles were scanned of
all different colored surfaces to decide which colours can be used in the targets in
order to be easily identified automatically. The findings from surface reflectance test
found that the best surface to scan was the matt white surface, giving the highest
signal return and a precision standard deviation of 1.lmm can be seen in section
5.4.2. The gloss black surface, on the other hand, gave the weakest signal return and

the lowest precision.

The third part of this objective concerned the effects of incidence angle and range on
the target design; these were investigated in a series of trials as presented in chapter

5. The results show that the cone is the most favourable target.

In order to investigate the possibility of detecting different targets of the same shape
on the same cloud automatically, and the possibility of determining the centre of
each target separately, the author implemented an algorithm. The programs scripts
were written using Matlab and they detect and compute the apex of the target
automatically. The detection was based on the criteria, such as intensity value,
distance between points, and also the number of points expected to be captured from

laser scanner example, given in chapter 6. The accuracy and precision of the target
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centre/apex was tested from different ranges, IA and point density. The results show
that the best target is chosen to be cone, (see section 5.5.5). This is attributed to the

following reasons:

1. Easy for detection and computing, where there is only one surface to be
detected, unlike for example, the pyramid, where each face must be detected
individually.

2. Moreover, the cone can be detected, and the apex can be calculated from any
incidence angle.

3. Only one colour needs to be used in the cone, making detection of the target
easier.

4. Two colours can be used where the flat surface around the target cannot be
found, see section 6.4.1.

5. Even with high angles of incidence sufficient radiation will be reflected back
to the scanner (see chapter 5, section 5.5.5).

6. The actual target point used for measurement (apex) is physically visible
from outside of the target so it can be easily observed by other survey

techniques such as a Total Station.

9.1.4 Testing the designed target and checking the improvements in
MLS data.

The investigation of improving the quality of MLS system results in matching
multiple scans using targets instead of natural features was successfully and
automatically performed. The results of using targets have been much better than the
results obtained by matching natural features. See section 8.2.2.

The visual inspections of matching multiple scans show that using targets and natural
features gave good results; the mean absolute error is up to 12 mm can be seen in
section 8.2.2, Table 8.15. On the other hand, using only targets gives very good
results in the matching process; the mean absolute error is up to 7 mm, see section
8.2.2, Table 8.15. However, when scanning unstable structures, and may not be safe
to fix target in such area. Therefore, natural features with the target should be used to

improve the accuracy of the matching process.
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Using the optimal target design will not only increase data quality, but also enable
the computing of laser scanner Exterior Orientation Parameters (EOP) to high
accuracy, as natural features are often not suitable for matching multi-scans.
However, using targets provides good accuracy for matching multi-scans rather than
using natural features. Moreover, using targets in an automatic workflow for
matching multiple scans has the potential to reduce the occurrence of systematic
error with constant observing quality. The self-calibration parameters (offset and
misalignment angle) of MLS system can also be achieved to high accuracy

depending on the targets.

9.2 Recommendation for future research

The aim in the future should be to extend the potential of using the optimal target for

improving accuracy, especially where navigation solutions tend to be degraded.

1. Exterior orientation parameters (EOP) of the laser scanner will be calculated
using targets, where at least 3 targets should be available in the trajectory of
the laser point cloud. The position will be determined based on intersection
method using targets as a ground control point.

2. Another programming language is recommended to be used, such as
FORTRAN and C# to detect the target and calculate the apex faster.

Not all topics related to the analysis of MLS data accuracy in urban areas were
investigated in this research. For example, issues related to economical use (time and
cost require for preparation, processing, and post-processing) have not been

considered.

There are other prospects for future research activities in this area:

e It is recommended, to use of optimal target on large structures with MLS for
rapid monitoring to detect the amount of geometric deformation in large
engineering structures, such as bridges and dams. This will be useful for the
applications, such as environmental hazards awareness including flooding and

climate changes, change detection in 3D modelling and cultural heritage sites.

e An interesting avenue of future research in this area is to improve the IMU

performance in urban areas, using a laser scanner and targets. In the urban area,
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the GPS signal tends to be absent, where at that moment (when the GPS signal is
out), the position and orientation are taken from GPS / IMU. However, the
position of the pre-fixed target is also known from laser scanning. When the
vehicle is moving, the IMU will still be working to provide orientation, but the
position is not accurate. The idea behind this potential research area is to use the
laser scanner itself to obtain the position depending on the targets detected from
the previous known position. This could be calculated using basic mathematics
(intersection method). The position data can also be used to determine the
accelerometer errors, and therefore, when for example, the scanning is lost; a
good position fix can be achieved from the IMU. Such application would be
useful for in dense urban areas, as well as underground, for example, in mines

and tunnels.

e Accuracy assessment of multi mobile laser scanning datasets using robust
feature matching approach in overlapping scenes. Evaluating the quality of the
positional accuracy of laser point clouds acquired from multi/overlapped data
source. This should detect the bias in each relevant dataset by evaluating the
relative and absolute accuracy of the selected matched primitives. Moreover,
noise levels can be evaluated by quantifying the consistence between
overlapping datasets. Although an accurate matching approach is required, a
generic quality control measure could be achieved. This will be useful in the
application of an integrated multi-source dataset, which can potentially produce
more accurate results and more reliable information than one data source for a
variety of applications, such as 3D city modelling, DTM generation,

environmental hazard monitoring, etc.
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Figure A-1: Trajectory coloured according to GPS quality position in 2D (top), and 3D (bottom).
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GPS quality position (xyz): 0.03 to 0.05 m

GPS quality position (xyz): 0.05 to 0.06 m
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Appendix B: MLS Calibration report in 2009 and 2012.

B1: Calibration report of the MLS data of first trial (November, 2009).

X= forward, Y= right, Z=down

Lever arm offset Misalignment angles
Sensors
X (m) Y(m) Z (m) Roll (0) Pitch (o) Yaw (0)
Scanner to IMU -0.326 0.419 -0.096 0.044 0.299 0.348
GPS to IMU -0.044 0.137 -0.166

Table B1-1: Calibration of MLS system in November, 2009.

Note: Scanner was mounted 135 degrees from forward, and -40 degrees pitch from

horizontal.

B2: Calibration report of the MLS data, October 2012.

Used loaded tie lines

Trajectories: E:\StreetMapper\StreetMapper - 2012-11-26 - 3DLM - Nottingham Jubilee Campus

Calibration\traj\
Solution for whole data set

Solution per scanner

Starting average mismatches 0.01258 m; Final average mismatches 0.00901m

Execution time: 0.3 sec
Number of iterations: 21
Scanner H shift R shift P shift
Number of usable observations
Scanner Heading Roll Pitch

Mismatches

-0.206 -0.018 +0.032

133 2120

Average 3d mismatch: 0.01258
Average xy mismatch: 0.01674
Average z mismatch: 0.00955

Average wall lean: 0.01127

Statistics for internal observations

1568

0 ground points; 0 xy points; 0 elevation points; O ground lines; 330 section lines, 0 roof lines

X Y

zZ
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Average magnitude 0.013 0.006 0.010
RMS values 0.022 0.009 0.016
Maximum values 0.115 0.055 0.069
Observation weir 1121.0 1121.0 1539.0

Average magnitudes per line

Line X Y Z

1 0.021 0.021 0.058
2 0.027 0.005 0.032
3 0.014 0.005 0.008
4 0.016 0.002 0.006
5 0.001 0.007 0.005
6 0.018 0.002 0.006
7 0.017 0.007 0.006
8 0.005 0.005 0.007
9 0.015 0.003 0.004
10 0.014 0.002 0.007
11 0.002 0.006 0.006
12 0.013 0.003 0.006
13 0.016 0.007 0.006
14 0.004 0.006 0.004
15 0.011 0.002 0.004
16 0.010 0.004 0.007
17 0.005 0.007 0.007
18 0.022 0.003 0.003
19 0.001 0.007 0.005
20 0.010 0.004 0.004
21 0.017 0.005 0.005
22 0.002 0.006 0.005
23 0.008 0.001 0.003
24 0.020 0.002 0.006
25 0.015 0.006 0.017
26 0.031 0.008 0.017
27 0.013 0.008 0.008
28 0.011 0.007 0.004
29 0.027 0.006 0.006
30 0.001 0.005 0.006
31 0.017 0.002 0.007
32 0.002 0.008 0.005
33 0.015 0.013 0.004
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Appendix C: Figure of static GPS observation process.
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Figure C-1: (a) show the process of points (A1, A2, and A3) combined with five base stations. (b) The

raw data of five base stations with three points; and (c) The raw data of three points with NGI
base station (NGB2).
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Appendix D: Tables of levelling closure and adjustment.

Point no. Elevation Computed elevation Different Remarks
from GPS (m) from levelling (m)
procedure (m)
From Al 29.6572 Al fixed as a BM
To A2 29.6460 (29.6475) -0.0015
From A2
To A3 30.2373 (30.2545) -0.0172
From A2
To NGBI11 30.8080 (30.7981) 0.0098
Table D-1: Closure errors in levelling procedure of open loop
Point no. Computed Elevation Different Distance (m)
elevation computed of the (m)
closed loop (m)
From A2 29.6475
194.9240
To Al 29.6572 (29.6598) 0.0026
From A3 30.2545
289.0580
To A2 29.6475 (29.6502) 0.0027
From 30.7981
NGB11 270.2070
To A2 29.6475 (29. 6491) 0.0016
Table D-2: Closure errors in levelling process of closed loop.
Elevation Adjusted
Points Distance (m) H.P.C elevation Correction
A2-TP*1 110.7110 31.2491 31.2483 -0.0007
TP1-TP2 81.4040 30.8795 30.8790 -0.0005
TP2-Al 2.8090 30.8122 30.8121 -1.8517E-05
Sum 194.924
Table D-3: Levelling procedure from BM A1 to A2.
Adjusted
Points Distance (m) Elevation ( H.P.C) | elevation Correction
A2-TP1 46.3440 30.8269 30.8266 -0.0002
TP1-TP2 74.9190 29.5751 29.5748 -0.0003
TP2-TP3 95.7240 29.5377 29.5372 -0.0004
TP3-A3 72.0710 29.6183 29.6180 -0.0003
Sum 289.0580

Table D-4: Levelling procedure from BM A2 to A3.
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Adjusted
Points Distance (m) Elevation (H.P.C) | elevation Correction
A2-TP1 58.1220 31.3687 31.3685 -0.0002
TP1-TP2 55.4730 31.6485 31.6483 -0.0002
TP2-TP3 108.8120 31.4774 31.4771 -0.0003
TP3-
NGBI11 47.8000 31.3126 31.3125 -0.0001
Sum 270.2070

Table D-5: Levelling procedure from BM A2 to NGB11.

*TP: Turning point.

The simple formula generally used to compute the allowable closure is:
E= cVk

E: allowable closure in mm.

C: Accuracy constant.

K: the distance levelling in km.

Where, C has the specific constants are;
e C=4mm for first order +4 vk mm
e C =8.4mm for second order +8.4Vk mm
e C=12mm for third order +12Vk mm

Error in levelling procedure equals computed last elevation minus known last
elevation; the correction for elevation of point will be; the total correction divided by
sum of levelling distance, and multiplied by the distance of the point from beginning.

The formula can be simplified as,

AE cn AE - .
—=——— then Cn=—*Y'Z0 Si
S XS’ %S Li=0
Where,

Cn Correction for elevation of point and,

AE /Y. S: Total correction and total distance of levelling work respectively

YI=1 §i: Distance of the point from beginning.
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E:

Figures of traversing procedure before and after

adjustment along the study areas.

Before adjustment

Figure E-1: Traverse field work procedure around study area-Jubilee campus: (a) before adjustment;

(b) after adjustment.

Stat. | Direct. Easting(m) Northing(m) Height(m) AE(m) | AN(m) | Ah(m)
NGB | NGBI12
11 AB 454776.052 339706.296 29.638 0.003 0.003 0.009
AB NGBI11 454893.272 339700.260 30.956 0.007 0.005 0.018

Al 454806.509 339624.462 29.802 0.004 0.005 0.012

A2 454749.295 339810.243 29.817 0.002 0.002 0.004
A2 AB

AC 454695.160 339942.559 29.738 0.002 0.003 0.010

tp 454781.758 339837.899 30.747 0.002 0.002 0.005
AC A2

A3 454541.280 340012.411 30.417 0.007 0.006 0.018
tp A2

TP5 454854.726 339851.003 30.185 0.006 0.003 0.012
TP1 tp

NGBI11 454893.287 339700.289 30.969 0.007 0.008 0.018
A2 AB

TP2 454723.343 339884.303 29.630 0.003 0.005 0.010
TP2 A2

AC 454695.134 339942.547 29.691 0.006 0.009 0.019
AC TP2

TP3 454612.142 339989.986 29.767 0.005 0.006 0.017
TP3 AC

TP4 454572.561 339999.943 29.628 0.009 0.007 0.018

A3 454541.280 340012.411 30.417 0.007 0.006 0.018
Stdv.(o) 0.002 0.002 0.005
RMSE 0.005 0.005 0.013

Table E-1: The adjusted coordinates of the main traverse along the study area for the MLS data in

2009.

Farsat Heeto Abdulrahman

289




Appendices

Appendix F: Figures of 3D surface analysis using TIN approach.

Themax. deviation
is usually at the
edge of the object

30 Deviation
Max +/: 0122 7-0.061 m

Average +/-: 0,001 /-0.001 m
Standard Deviation: 0.001 m
Current Connections: 0
Pending Operations: 0
Locking Chent: 0
X 6.348m
Y: 7141 m
Z:0218m

RAM: 1848 free / 3325
Vet 3534 e /5208

3D Devistion

Max +/< 0,082/ 0.092m
Average +/ 0,002 /-0.001 m
Standard Devistior: 0.004 m

Cunent Connections: 0
Pending Operations: 0
Locking Clert: 0

K B.378m

Y- r22m
Z:0215m

RAM: 1842 free / 3325
Virtuat 3381 free 7 5208

Figure F-1: 3D surface compare between two surfaces: Left: Area1 in pass1 and pass 2. Right: Area2

in pass1 and pass 2.

7 30 Deviation
: { Max+/ 025270283 m
0 Devision Average +/- 0008/ 0006 m
Max o/ 0183/ 0160 m : {| Standsrd Devietion: 0.024 m

|8 RAM: 1831 fee / 3325
| Vitual: 3956 hee /5208

| Low reflection signal due to wet surface |

. Figure F-3: 3D surface compare between two surfaces. Left: Area 3 in pass1 and pass2. Right: Area
4 in pass1 and pass 2.
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Appendix G: 3D surface analysis of different cases study

G1: Figures, Partl: Surface to surface compares.

MLS Block no. 55, the GPS quality position in this area is over 0.1m

1.
* 1‘ _. .0 i . L By
,; . =
Point to polygon,
Pass#1
Low-reflectance object Ramp
due to wet surface
B il B  — a8 8.5 i'ﬁ
= -
L [
&=
Point to polygon,
Pass #2
(a) (b)

Figure G1-1: (a) Point cloud of a part of a road surface. Upper left: Point cloud of pass 1. Lower left
Point cloud of pass 2., (b) Represent TIN of a road surface of the pass1 and pass 2

respectively- Block55.
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Figure G1-2: Show the result of 3D surface compare between two surfaces: one surface as a

reference and the other as a test surface.

2. MLS Block no. 36, the GPS quality position in this area is 0.03 m.

@
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e
P ——1
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®)

Figure G1-3: (a) Point cloud of a part of a road surface. Upper left: Point cloud of pass 1. Lower left:
Point cloud of pass#2., (b) Represent TIN of a road surface of the pass 1 and pass 2
respectively- Block36.
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Figure G1-4: Show the result of 3D surface compare between two surfaces: one surface as a

reference and the other as a test surface.

3. MLS Block no. 45, the GPS quality position (enh) in this area is 0.04 to

0.07m.

Farsat Heeto Abdulrahman

293



Appendices

B

Figure G1-5: (a) Point cloud of a part of a road surface. Upper left: Point cloud of pass 1. Lower left:

Point cloud of pass 2., (b) Represent TIN of a road surface of the pass1 and pass 2
respectively- Block45.
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Figure G1-6: Show the result of 3D surface compare between two surfaces: one surface as a

reference and the other as a test surface.
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G2: Figures of geometric plane for building facade.

° Block 46, quality of GPS position in this area is 0.04-0.07 m.

Figure G2-1: (a) Point cloud of a part of facade of the pass 1 (b) Plane created of the same facade.

b S.d.n.0
&

Point to plane,
Pass#1

o
[—T—

2 L |
[ ——

(a) (b)

Figure G2-2: (a) Point cloud of a part of facade of the pass 2; (b) Plane created of the same facade.
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30 Deviaion
Mase +/ 0,382 / 0,230 men

wfs DS /0079 men
Stardad Devistion: 0U134 mm
Current Conresclions: 0
Pending Opesations: 0
Locking Cherit: 0

e 4,655 men

i 1 2039 mm

Z 10753 mm

AL 1317 rma 7 3325
WVirtuak 3863 feee / 5208

Figure G2-3: Show the result of 3D deviation between the two planes of building facade: Plane 1 as a
reference and plane 2 as a test plane.

° Block 49, the GPS quality position in this area is 0.04m.

Figure G2-4: Show the result of 3D deviation between the two planes of building facade: Plane1 as a

reference and plane 2 as a test plane.
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) Block 57, the GPS quality in this area is 0.07- 0.09 m.
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Figure G2-5: Show the result of 3D deviation between the two planes of building facade: Plane 1 as a

reference and plane 2 as a test plane.

G3: Figures of plane intersection of building fagade.

° Block n0.46. a part of building facade.

Gt Pt 111100
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(b)
Figure G3-1: (a) show the creation of planes from the point cloud1 (front and side) of building fagade;

(b) shows the same planes on the point cloud 2- Block no. 46
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Py =
[N -

s ‘H%\\ﬁhx
Pl ' N N b

Figure G3-2: Show the intersection planes from the point cloud1 (front and side) of building facade of
block no. 46 using AutoCAD software.

° Block (51, 57) intersection planes.

Figure G3-3: (a) intersection planes of point cloud 1; (b) Intersection planes of point cloud 2 of the
same area of block 51, 57 respectively.
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Appendix H

deterioration for each designed target.

Pyramid 4 faces:

1.

0.716
0714 - - -

Target points

0.726

0901 - - - -

150

100

Target points

Target points

Figure H-1: Model of IA for each point of Pyramid faces.

2. Sphere- Model of 1A

299
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I I

Cos 1A

SNISTEY R

5157 fdbube- 4

51565
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Target paints

Figure H-2: Model of |A for each scan points of Sphere target.

3. Cone-Model of TA
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Figure H-3: Model of |A for each individual scan points of Cone target.
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4. Leica flat target-Model of 1A
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Target points

Target points
Figures H-4: Model of |A for each scan points of Leica flat target.

PyramidM.m. This program designed for the model of IA for pyramid target.
2. ConeM.m. This program designed for the model of IA for cone target.
3. SphereM.m. This program designed for the model of IA for sphere target.
4. LeicaM.m. This program designed for the model of IA for Leica flat target.

1.

Note: The reader can refer to the script programs were written by the author using

Matlab functions for each target. The files can be seen in the attached CD in this

Farsat Heeto Abdulrahman
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The mathematical models for computing A of each scan points as follows

From the definition of the scalar vectors, the IA was computed for each scan points
P.N = |ﬁ||IV| cosp,
Where P = Laser beam vector (xi, yi, zi); and N= Normal vector (a, b, c¢) obtained

from plane equation ax+by+cz=d. Thus, P.N =d

While the |P| = Magnitude of \/Ax2 + Ay? + Az2, and |N| = Va? + bZ + 2

VaZ + b% + ¢Z Must be =1 as a unit length vector, and \/Ax2 + Ay? + Az2 is the

Y(Ax?+Ay?+Az})

mean range (R) from the scanner to the target surface; Reqn = -

Therefore, the cosine of A can be computed following the equation below

P.N . ) . .
cosP = EIGR this equation was applied to each scan point of the target used as
follows.
d . .
Cos [A = ——————. ; For each face of the pyramid and Leica flat target
VAXZ+Ay2+Az2 1
d .
Cos A = ——————. ; For cone target- each point has one normal vector except
VAXZ2+AY2+Az2.1
where, IA=90°
d . .
Cos A = —————. ; For sphere target, it has one normal vector from the radial
VAXZ+Ay2+Az2 1

direction to the centre.
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Appendix I: Range effect.

I1: The range effect vs point per target at normal IA.

Using Faro focus 3D laser scanner.

Resolution Position | Range | Pts/targ | Min.pts | Redun Notes: The
and quality (m) et require dancy | effect of black
colour
1/8-4x SCP1 10.000 149 4 145
(0.012 x 0.012) SCP2 20.000 19 4 15
Sq.m SCP3 | 30.000 9 4 5
@10 m) SCP4 | 40.000 Fail
Sphere: size
0.200 m dia.
Cone: size SCP1 10.000 300 6 294 90 Be*’
Sh*'=0.300 m SCP2 20.000 93 6 87 8 Bc
a** =60° SCP3 30.000 42 6 36 2 Bce
SCP4 40.000 27 6 21 0Bc
SCP5 50.000 Fail Fail.
Pyramid 8 SCP1 10.000 447 9 438 28 Be
faces): size SCP2 20.000 57 9 48 4 Be
0.300 m dia. SCP3 40.000 46 9 37 0 Bc
SCP4 50.000 Fail Fail.

Table 11-1: Range vs point per target, and redundancy using Faro focus3P -TLS.

*Ish: slant height of the cone; *2a: the cone angle between the intersection of the two slant

lines; ** Bc is the number of points received from black surface.

Using Leica HDS3000 laser scanner
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Resolution Positio Range Pts/ Min.pts Redund | Notes: The
n (m) target require ancy effect of
black colour
(0.010x 0.010) SCP1 10.000 332 4 328
Sq. m SCP2 20.000 82 4 78
Sphere: size SCP3 30.000 38 4 34
0.200 m dia. SCP4 40.000 18 4 14
SCP5 50.000 14 4 10
SCP6 60.000 7 4 3
SCP7 70.000 5 4 1
SCPS8 80.000 4 4 0
SCP9 90.000 3 Fail
SCP10 | 100.000 2 Fail
Cone : size SCP1 10.000 583 6 577 132 Bc™'
0.300 dia SCP2 20.000 153 6 147 47 Bc
Sh*’=0.300 m SCP3 30.000 82 6 76 8 Be
*=60°.0 SCP4 | 40.000 32 6 26 2 Be
SCP5 50.000 21 6 15 1 Be
SCP6 60.000 18 6 12 1 Be
SCP7 70.000 15 6 7 0 Bc
SCP8 80.000 10 6 4 0 Bc
SCP9 90.000 8 6 2 0 Bc
SCP10 | 100.000 6 6 0 0 Bc
Pyramid (8 SCP1 10.000 588 9 579 .72Bc
faces): size SCP2 20.000 142 9 133 15Bc
a*=0.1200 m SCP3 | 30.000 84 9 75 8Bc
Sh=0.1650 m SCP4 | 40.000 42 9 33 4 BC
SCP5 50.000 32 9 23 0 Bc
SCP6 60.000 20 9 11 0 Bc
SCP7 70.000 10 9 Fail
2D Leica: size = | SCPI 10.000 76 Mean Auto
0.200 m dia SCP2 20.000 38 Mean Auto
SCP3 30.000 24 Mean Auto
SCP4 40.000 16 Mean Auto
SCP5 50.000 12 Mean Auto
SCP6 60.000 6 Mean Auto
SCP7 70.000 4 Mean Fail
SCP8 80.000 4 Fail
SCP9 90.000 3 Fail
SCP10 | 100.000 2 Fail Beyond
specific.

Table 11-2: Range vs point per target, and redundancy using Leica HDS3000-TLS.

*1: Be refers to black colour; *2: Sh refers to slant height of the cone sides; *3: a refers to the angle
between two slant lines of the cone target; *4: (a) and (sh) refer to the base and slant of each face of

the pyramid respectively.
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I12: Accuracy and precision for sphere; cone and pyramid.

1. Sphere size (100 mm Radius) —Using Faro 3D laser scanner

Target Range opar. (mm) | Accuracy 3D Laser Method for

(m) (mm) scanner computation

SCP1 10.00 | 0.70/1.60 2.30/-3.90 Faro focus | AD/Gauss

Newton (GN)

SCP2 20.00 | 3.60/4.10 16.1/23.80

SCP3 30.00 | 5.80/6.90 17.70/31.30

SCP4 40.00 | Fail Fail

SCP1 10.00 | 0.44 -3.68 Faro focus | LM

SCP2 20.00 | 8.10 -30.40

SCP3 30.00 | 62.0 -61.40

SCP4 40.00 | Fail Fail

Table 12-1 Accuracy and precision of the sphere centre using different methods.

2. Sphere size (100 mm Radius) using HDS3000 3D laser scanner

Target Range | opar. Accuracy 3D Laser | Method for
(m) (mm) (mm) scanner computation

SphereP1 | 10.00 | 1.60/2.80 | -1.14/4.40 HDS3000 | AD /NG-auto detect.
SCP2 | 20.00 |2.80/3.00 | 6.90/6.20 AD / NG-auto detect.
SCP3 | 30.00 | 2.50/3.20 | 8.10 /7.20 AD / NG-auto detect.
SCP4 | 40.00 | 2.70/3.60 | 9.70/9.10 AD / NG-auto detect.
SCP5 | 50.00 | 3.40/4.10 | 13.30/11..60 AD / NG-auto detect.
SCP6 | 60.00 | 3.80/4.40 | 17.30 /18.50 AD / NG-Manual
SCP7 | 70.00 | 0.00/0.00 | -35.90/41.30 AD / NG-Manual
SCP8 | 80.00 | 0.00/0.00 | -35.90/41.30 AD / NG-Manual
SCP9 | 90.00 | Fail in calculation m>n

Sphere P1 | 10.00 | 0.54 -3.70 HDS3000 | LM-Auto
SCP2 | 20.00 | 1.50 5.32 LM-Auto
SCP3 | 30.00 | 1.82 6.94 LM-Auto
SCP4 | 40.00 | 2.42 8.56 LM-Auto
SCP5 | 50.00 | 25.40 92.90 LM-Auto
SCP6 | 60.00 | 23.25 16.78 LM-Manual
SCP7 | 70.00 | 64.33 -35.70 LM-Manual
SCP8 | 80.00 | 64.33 -35.70 LM-Manual
SCP9 | 90.00 | Fail in calculation m>n

Table 12-2: Accuracy and precision of the sphere centre using different methods.
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3. Cone size (150.00 mm Radius and sh = 2Radius).

Target | Range | opar.(mm) Accuracy | 3D Laser Method
(m) capex oNormal | ca (mm) scanner
(mm) (mm) | (mm)

Cone | 10.00 1.30 3.80 2.10 | 2.20 Faro focus®™ | LM-Auto.
20.00 6.90 22.60 11.20 | 7.80 LM-Auto.
30.00 16.20 53.80 27.60 | 18.10 LM-Auto.
40.00 49.10 168.0 96.30 | 35.20 LM-Auto.
50.00 Fail LM-Auto.

Cone 10.00 0.50 2.10 1.00 2.63 HDS 3000 LM-Auto.
20.00 1.60 5.40 2.70 5.26 LM-Auto.
30.00 2.12 9.50 6.50 7.90 LM-Auto.
40.00 2.80 19.20 8.60 9.10 LM-Auto.
50.00 6.40 17.00 9.10 9.45 LM-Auto.
60.00 6.80 19.90 10.00 | 11.34 LM-Auto.
70.00 8.10 21.50 10.90 | 16.60 LM-Auto.
80.00 10.90 22.30 11.15 | 20.70 LM-manual
90.00 22.08 27.50 13.7 23.40 LM-manual
100.00 | Fail in calculation m>n

Table 12-3: Accuracy and precision of the apex of the cone target using LM method.

4. Pyramid equilateral 8 faces size of each one (b =120.00 mm, sh =16.50

mm).
Target Range (m) | capex Accuracy of | 3D Laser Method
the apex scanner
Pyramid 10.00 9.00 8.00 Faro LM +Plane Int.
8 faces 20.00 12.00 13.00 Focus™ LM +Plane Int.
40.00 16.00 15.00 LM +Plane Int., manual
50.00 | ... Fail Faro
10.00 | 1.60 8.11 Focus™ Orthogonal dist.fit
20.00 4.30 9.20 Orthogonal dist.fit
40.00 11.20 14.80 Orthogonal dist.fit
Pyramid 10.00 4.10 7.92 HDS 3000 LM +Plane Int.
8 faces 20.00 6.30 9.80 LM +Plane Int.
30.00 8.65 10.60 LM +Plane Int.
40.00 10.60 14.80 LM +Plane Int., manual
50.00 It cannot be recognized as a target
Pyramid 10.00 1.37 7.21 HDS 3000 Orthogonal dist. Py.,fit
8 faces 20.00 3.83 8.21 Orthogonal dist. Py.,fit
40.00 10.89 14.40 Orthogonal dist. Py..fit
50.00 Fail

Table 12-4: Accuracy and precision of the apex of the pyramid target using different methods.
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I3: Figures represent the appearance of target in the laser point cloud.
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Figure 13-1: Range vs point per target in nine positions in step of 10 m.
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Figure 13-2: Range vs accuracy and precision of the pyramid 8 faces. Left: Pos.1, at range 10.0 m. Right: Pos.2

three positions (10, 20, 40) m respectively.

at range 20.0 m. Bottom left: Pos.3 at range 40.0m using orthogonal distance pyramid fit algorithm.

HDS 3000 laser scanner used. Bottom right: Range effect vs accuracy and precision of the apex at
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Figure 13-5: Pyramid faces vs precision of fitting at different ranges.

I4: Sphere targets detection and computations between two methods.

An example of sphere targets using, Cyclone software and average determination
(AD) algorithm. The AD was programmed by the author using Matlab functions and
combined with the detection part (see chapter 6.). The Cyclone software was used

only for computation sphere parameters.
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Figure 14-1 Sphere detection: Left sphere1,and right Sphere 2 at SCP4 respectively.

Statistical results of the sphere target parameters

1. The quality of fitting sphere target using Matlab functions. Auto -detection and

computation of the sphere parameters (radius and centre) in four positions.

Position | Targets | Error | Absolute | Max. | Radius | Diff. | No.of | Distance
stdv. | error Absolute (R) R pts (m)
(mm) | mean error mm | (mm)
(mm) mean
(mm)
SCP1 Spherel | 0.83 0.6 3.7 96.1 3.9 133 9.99
Sphere2 | 1.9 1.02 11.50 96.3 3.7 83 11.77
SCP2 Spherel | 0.70 0.51 4..60 96.2 3.8 142 10.64
Sphere2 | 0.73 0.53 3.30 97.7 2.3 149 10.12
SCP3 Spherel | 0.96 0.71 33 94.1 59 70 14.06
Sphere2 | 0.58 0.47 2.0 97.4 2.6 142 10.47
SCP4 Spherel | 1.00 0.67 6.6 97.9 2.1 110 11.45
Sphere2 | 0.66 0.44 7.8 99.3 0.7 481 5.96

Table 14-1: Statistical results (standard deviation error, absolute error mean and maximum absolute error mean),

and residuals of the sphere radius - using Matlab functions.

2. The quality of fitting sphere target using Cyclone software, manually extracted,

and sphere parameters (radius and centre) automatically computed in four

positions.
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Position | Targets | Error Absl Max.Absl | Radius | Diff. R | No.of | Distance
stdv. error error (R) (mm) pts (m)
(mm) mean mean mm
(mm) (mm)
SCP1 Spherel 0.70 0.53 4.4 96.40 3.6 160 9.99
Sphere2 1.60 0.80 11.54 96.68 3.32 109 11.77
SCP2 Spherel 0.71 0.53 4.51 95.78 2.22 142 10.64
Sphere2 0.73 0.53 3.30 97.82 2.18 159 10.12
SCP3 Spherel 0.94 0.70 3.30 94.12 5.88 72 14.06
Sphere2 0.58 0.46 1.90 97.9 2.1 149 10.47
SCP4 Spherel 1.00 0.68 6.66 97.62 2.4 125 11.45
Sphere2 0.80 0.46 1.19 99.26 0.74 516 5.96

Table 14-3: Statistical results (standard deviation error, absolute error mean and maximum absolute error mean),

and residuals of the sphere radius - using Cyclone software.

3. Comparison between two algorithms (Matlab and Cyclone).

Positi | Targets AX AY AZ RMSE AR
on ( mm) (mm) (mm) (mm) (mm)
SCP1 | Spherel | 0.14 -0.4 0.05 0.4267 | -0.30
Sphere2 0.42 -0.14 -0.4 0.5966 | -0.38

SCP2 | Spherel | -0.18 -0.32 0.27 0.4557 0.42
Sphere2 0.06 -0.06 -0.03 0.0900 | -0.12

SCP3 | Spherel | -0.40 -0.22 0.07 0.4618 | -0.02
Sphere2 0.003 -0.003 0.003 0.0052 | -0.50

SCP4 | Spherel | -0.18 -0.16 -0.2 0.3130 0.28
Sphere2 0.03 -0.01 -0.1 0.1049 0.04

Table 14-4: The difference between the Matlab algorithm and Cyclone software the sphere parameters

from different positions.

I5: Residual errors of the sphere in radial direction from different positions.
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Appendix J: Incidence angle effect at different distances.

J1: The effect of IA and Range on the number of points per target.
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Figure J1-1: The effect of Incidence angle and range Vs point per targets.

J2: Statistical report of fitting cone and sphere using LM algorithm.

Two samples of statistical report of fitting cone and sphere targets -using Levnberg

Marquadt (LM) algorithm. The reports for the fitting Cone and Sphere target at 1A

(0°) with 20 m range are as following

e General information of the test targets: Cone and sphere
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General information Cone Sphere

Form fitting Toolbox (FFT) V2.0.20110814 V2.0.20110814

Name of regression form Cone Sphere

Date of calculation 12.07.2012 - 15:57:24 12.07.2012 - 16:17:14

Probability value a [%] 0.1 0.1

Test power f [%] 80.0 80.0

Sum of squares of errors 0.000820926562 0.000200204375

Degree of freedom f = n-u+d = | 183 -7=176 178 -4="174

spur(R)

6 a-priori © O aposteriori 1:0.000 1:0.000

Global test Tgiopal < Fipo,1-o/Ho Hy is not rejected, because | Hy is not rejected, because
0.000 < 0.998 0.000 < 1.061

Table J2-1: Algorithm specification.

o Form parameters of Cone and sphere:
Name Value oPar

Name Value oPar
Mx 454910.6511 0.000906
My 339705.6976 0.000868 Mx 454911.5046 | 0.000674
Mz 31.77025969 0.000806 | | My 339703.0686 | 0.000379
Nx -0.910661539 0.001261 Mz 32.07335338 0.000373
Ny -0.411998001 0.002772 | [R 0.09991641 | 0.000477
Nz 0.030874084 0.003154
o 2.624924976 0.002205

Table J2-2: Cone parameters left, and Sphere parameters right with their standard parameter errors.

Table J2-2 shows that, the result of fitting seven and four parameters was obtained

for cone and sphere respectively. Cone parameters are the three cone apex (Mx, My,

Mz) and the vectors N (Nx, Ny, Nz) is the rotation-axis of the cone. This vector is

also a unit-vector. The apex lies on N. The angle (o)) describes the angle between the

vector N and the curved surface area of the cone. The sphere parameters are the three

sphere centre (Mx, My, Mz) and one radius R]

oPar: The standard error for each parameter as depicted in the second column of both

tables.

e C(iritical values for outlier detection
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ll‘pri-:- {&,u,h::]'

Hp-ust {&,1-3,1-a}

| Kprio (R 0 1.0)

Kpost (F34.3,1.0)

4211

4187

4211

4154

Table J2-3: Critical value of outlier detection for cone right, and for sphere left.

Table J2-3 shows, critical value for outlier detection for cone and sphere fitting, and

it shows also the “a posterior” of fitting cone is more effect than sphere, due to its

geometric shape. The above critical values are the maximum error, and visually no

measurement, should ever fall out site this values.

e _ Point:
Point.ID %o Yo Z X Y z oy oy oz
1 II 454910.862800 | 339705.814900 | 31.896637 | 454910.862982 | 338705.814930 | 31.896304 | 0.001906 | 0.002153 [ 0.001100
3 |l 454910.793800 | 339705.876900 | 31.815188 | 454910.794749 | 338705.876260 | 31.814692 | 0.001418 | 0.001860 ! 0.001985
4 454910.825100 | 339705.885300 | 31.673603 | 454910.823787 | 339705.885977 | 31.672589 | 0.001492 | 0.002004 | 0.001792
5 454910.855500 | 339705.873600 | 31.633691 | 454910.855522 | 339705.873594 | 31.633715 | 0.001658 | 0.002122 | 0.001503
6 454910.879800 | 339705.818000 | 31.613784 | 454910.879798 | 338705.818000 | 31.613781 | 0.001869 | 0.002141 | 0.001196
7 |[ 454910.851600 | 339705.850000 | 31.633758 | 454910.850959 | 338705.850107 | 31.632946 | 0.001718 | 0.002148 i 0.001381
8 454910.848200 | 339705.808600 | 31.634142 | 454910848332 | 339705808623 | 31.634353 | 0.001841 | 0.002150 | 0.001192
9 454910.849100 | 339705.827200 | 31.634113 | 454910.848492 | 339705.827202 | 31.633239 | 0.001784 | 0.002160 | 0.001266
10 454910874100 | 339705834600 | 31613792 | 454910874967 | 339705834667 | 31615102 | 0001817 | 0.002158 | 0.001248
1" 454910801000 | 339705878100 | 31.693726 | 454910.803074 | 339705876886 | 31.695020 | 0.001422 | 0.001939 | 0.001907
i Ty Iy Iz Vy Vy v 0 Terio Teost Outlier
i 0.220747 | 0.005804 | 0.740665 | 0.000188 | 0.000031 | -0.000345 | 0.000000 0000000 | 0010544
i 0261208 | 0.000240 | 0702158 | -0.000125 | 0.000004 | 0000205  0.000000 | 0000000 | 0003916
i 0568927 | 0.258363 | 0.155164 | 0.000966 | -0.000651 | -0.000505 | 0.000002 | 0.000001 | 0111460
i 0522755 | 0139204 | 0311824 | -0.001348 | 0.000696 | -0.001041 | 0.000003 | 0.000001 | 0232447
i . 0410663 | 0.034973 | 0516766 | 0.000022 . -0.000007 | 0.000025 | 0.000000 | 0.000000 | 0.000079
i 0.251320 | 0.016664 | 0693106 | -0.000002 | -0.000001 |-0,000003 | 0.000000 | 0000000 | 0.000001
i 0367199 | 0.010324 | 0591327 | -0.000662 | 0.000111 | -0.000840 | 0.000001 | 0.000000 | 0078710
i 0273045 | 0.008564 | 0695254 | 0.000136 | 0.000024 | 0000216  0.000000 | 0000000 | 0004508
i 0317631 | 0.000003 | 0656388 | -0.000624 | 0.000002 | -0.000857 | 0.000001 | 0.000000 | 0081809
\i/ . 0291855 | 0.001747 | 0666333 | 0.000903 . 0.000070 | 0.001365 | 0.000002 | 0.000001 | 0181573
182 0566506 | 0194221 | 0220606 | 0002113 | -0.001237 | 0001318 0.000007 | 0.000003 | 0538348
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0.234850

0.389677
0176190
0.050847

0.377636
0.406047
0.654857

0.000345 | -0.000585
-0.000290 | 0.000200
0.001146 | -0.000533

0.000569
-0.000304
0.001914

0.000001 | 0.000000

0.000000 | 0.000000
0.000005 | 0.000002

0.085385

0.024359
0.599523

0.222460
0.254563

0023393
0.000935

0.7002748
0.690801

-0.000468 | -0.000152
-0.000122 | 0.000008

-0.000832
-0.000201

0.000001 | 0.000000

0.000000 | 0.000000

0105186

0.006224

0.501407

0.041229

0.418414

-0.000588 | 0000169

-0.000537

0.000001 | 0000000

0.075514

0.490816

0036374

0.437225

-0.002047 | -0.000557

-0.001932

0.000008 | 0.000003

0.977337

Table J2-4: Statistical result of fitting points: Top fitting points to cone surface, Lower: fitting points to

sphere surface.

Table J2-4 shows two samples of statistical result of the cone and sphere target with

normal TA (0°) at 20 m range, and with point density (1x1) sq. cm. The points

collected per target were 182 and 78 for the cone and sphere respectively.

The definition of each element in the table provided by the software can be explained

as follows:

Xo. Yo and Z: measured data; X, Y and Z: predicted data after fitting.

ox, oy_and oz
imperfection of the instrument, each observation gets a (small) residual during the

Denote the uncertainties after adjustment. Because of the

adjustment. If for example, a perfect surface (or a perfect mathematical model), the
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estimated uncertainties demonstrate the accuracy of the instrument. With o (xyz), the
uncertainties of a point are given. These values are taken from the estimated variance

covariance matrix of the observation.

rx, ry and rz: Denotes the redundancy of the coordinate component of each point.
The summation of [sum (rx, ry and rz)] is equal to the degree of freedom. The value
is defined between 0 <r <1 or (similar 0-100 %). The recommended value is 0.4 <t

<0.7 (Losler, 2012).

Ax, Ay and AZ: The deviation between measured data and the object fit function.

Q: The minimisation of the sum of the weighted square errors (or weighted
residuals) between the measured data (X, Yoand Z) and the object fit function.

Tptioss Tpost: Both values are derived by a multiple tests to detect outlier. If the Null
hypnotises Hy rejected, the test observation will be deleted (Losler, 2008). A
detailed description of these two values is published by (Jager et al., 2005). The

formulas are also given in equation (16) and (15) (Losler, 2008).

Global test: It uses in test statistic, and to examine the compatibility of the
posteriori estimated variance factor with the priori given variance factor. Also, is a
key indicator of how well the observation fit together as shown in Table J2-1, last
row

e Covariance matrix for fitting cone and sphere

B M= Iy Mz Nx My Nz a

Mx | +8.2048e-07 | +2.2010e-07 | -4.9445e-08 | +2.2314e-07 | -5.0224e-07 | -1.2045e-07 | -1.7741e-06
My | +2.2010e-07 | +7.53448-07 | -4.50632-08 | -9.04532-07 | +1.9892e-06 | -1.3510e-07 | -1.0552e-06
Mz | -49445e-08 | -4 5063e-08 | +6.4946e-07 | +1.0322e-07 | -4.8181e-08 | +2.4015e-06 | +2.0008e-07
Nx | +2.2314e-07 | -9.0453e-07 | +1.0322e-07 | +1.5807e-06 | -3.4824e-06 | +4.1850e-07 | +3.6579e-07
My | -5.0224e-07 | +1.9892e-06 | -48181e-08 | -3.4824e-06 | +7 6838e-06 | -1.7975e-07 | -7.5817e-07
Nz | -1.2045e-07 | -1.3510e-07 | +2.4015e-06 | +4.1850e-07 | -1.7975e-07 | +8.9453e-06 | +6.7206e-07
¢ | -1.7741e-06 | -1.0552e-06 | +2.0008e-07 | +3.657%e-07 | -7.5817e-07 | +6.7206e-07 | +4.8625e-06

# M My Mz R

Mx | +4.5420e-07 | +5.1279e-08 | -1.3783e-08 | +2.9483e-07
My | +5.127%9e-08 | +1.4382e-07 | -25912e-09 | +4.7993e-08
Mz | -1.3783e-08 | -2.5912e-08 | +1.3901e-07 | -5.9266e-09

R | +2.9483e-07 | +4.7993e-08 | -5.9266e-09 | +2.2770e-07

Table J2-5: Statistical result of Variance covariance matrix Top: Covariance matrix of fitting cone.

Lower: Covariance matrix of fitting sphere.
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Figure J2-5 shows the variance covariance matrix. Once the optimal object-fit
(sphere and cone) parameters are determined, parameter statistics were computed via

software for the converged solution.

The variance parameter errors (o ~ par) are obtained in the diagonal values of the

covariance matrix for the cone and sphere respectively.

The final standard error (o par) for the coordinates of the apex such as normal vector
and angle can be seen in Table J2-2, second column. This standard error (o par) “is a
measure of how unjustified variability in the data propagates to variability in the
solution, and is an error measure for the parameters” (Gavin, 2011).

The standard error of the fit indicates how variability in the parameters affects the
variability in the object-fit. The standard prediction error reflects the standard error of

the object fit as well as the mean square measurement error.

2.Residual and summation of mean square error of cone fitting
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Figure J2-1: Statistical results of cone fitting. (a): Mean square error; (b): Residuals; (c): Sum of

squares of errors; (d): a-priori and a-posteriori test values after adjustment. Figures (b), (c) and

(d) right after removing outlier from the data.
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Figure J2-2: Statistical results of sphere fitting. (a1): Mean square error; (b1): Residuals; (c1): Sum of
squares of errors; (d1): a-priori and a-posteriori test values after adjustment. Figures (b1), (c1)

and (d1) right after removing outlier from the data.

Farsat Heeto Abdulrahman 320



Appendices

Appendix K: Developed algorithm using Matlabe functions: Target

detection, fitting and estimating their centre/apex.

Because of the long document of each developed algorithm, the author preferred to
use CD for all scripts program written (enclosed CD). The names of each program

with the data are as following:

Program 1 and 2 (UNT1, UNT2): For detection and computation (chapter 6):
UNT1l.m; UNT2.m: For pyramids and dots targets respectively.

Application of UNT1 algorithm: includes of three groups

Groupl: This group contains 9 Matlab files, which are sub-programs developed for
fitting pyramid faces (3 and 4) after detection from different positions and point
densities. The sub-groups are UNTI.1 (UNTI1.1.1 to UNTI1.1.4) and UNTI1.2
(UNT1.2.1 to UNT1.2.3).

Group2: This group contains 6 Matlab files developed for fitting pyramid 8 faces
after detection from different positions and point densities. The sub-groups are

UNTI1.3, UNT1.3.1, UNT1.4, UNT1.4.1, UNTL.5 and UNT1.6.

Group3: This group contains 22 Matlab files developed only for detection and
computation the apex from three different positions and scan resolution between (0.5

x 0.5t02.5x 2.5) sq. cm:

Position1: Contains 13 Matlab files and it failed in UNT1a5 (see chapter 6), and it is
very slow in UNT1Ap up to 4-5 hours because it checks each point on the target face
with all point cloud (see chapter 6).

Position2: Contains 4 Matlab files and it failed in UNT1b2 and UNTI1b3 (see
chapter 6).

Position3: Contain 5 Matlab files and it is only successful in UNT1cl and UNTc5
(see chapter 6).
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Further applications of UNT1, applied on Board result testl, see section 5.5):
Contains 7 Matlab files: Square based Pyramid from (0 to 80° IA) at fixed rang (see
chapter 5).

UNT1 algorithm Updated seconded part collaborated between the author and
(Losler, 2012b): The orthogonal distance fit of a pyramid faces, (see appendix P).
This algorithm applied for all pyramid faces and the final test with MLS in the field
(see appendix R).

Application of Program UNT2: Contains 9 Matlab files, sub-programs developed
for fitting a line to a set of points and intersecting each fitted line using two methods.

(2D and 3D line)

1. Method 1 (2D): UNT2.1 [fitxy, fityz and fitxz); UNT2.1.1, UNT2.1.2,
UNT2.1.3, UNT2.1.4 [(fitcl (linel), fitel (line2), fitdl (line3)], and using
intersection lines algorithm. Also, The UNT2.3 algorithm developed for fitting

each line in 2D, and removes the noise.

2. Method 2 (3D) : UNT2.2 (line fit in3D) using SVD method (see chapter 7).

Program3 (UNT3 and UNT4): Developed for sphere detection and computation:
Contain 4 Matlab files. These files are for sphere detection, fitting and computation
its parameters (radius and centre) from different positions using two methods

e Average Determination (AD) method - Files UNT3 (UNT3.1 to UNT3.7).

e Gauss Newton (GN) method-. File UNT4 and UNT4.1.

Program4 (UNTS5), for Cone detection and computation: Contain one Matlab
files is UNTS. This file is for cone detection from different scanning positions.
Program5 (UNT7), for Model of IA of each target: Contains 4 Matlabe files
(UNT7.1 to UNT7.4). These files are for the model of incidence angles (IA) for each
target used (Cone, sphere, pyramid and leica flat target), (see appendix H).
Program6 (UNTS), for plotting Trajectory solution: Contain one Matlab file. This
file just represents the survey data and solution error of GPS/IMU processed by
3DLM Ltd.

LM algorithm -result of the testl, 2, and 3: Contains full statistical results of cone,

sphere, pyramid and leica flat target. (See result in chapter 5 and chapter 7).
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Appendix L: Planes and lines fitting.

L1: Fitting a best-fit plane to data using Matlab functions (e,g., square based Pyramid using

scan resolution (0.5 x 0.5) sq. cm at range 13.50 m and 40 IA m.

Pidting plane 2 044 H O] .25 1258)
T

Pietfire plar =17 CONOCT =+ 3 61 40y 149 5T73)

z-dlire ction

Black colour (BC) face HRT colour face

Plting pline =<8 BB ¢ BRIy (22 2222)

Fidtng plane =0 RSB BT 57950
1 ecaqennee P

e

545
T

0%

39 805

Red colour (DC) face Green colour (GC) face
Arex precision = 0.924 mm
Point density: (5x5) sq.mm
01
+  Flang’
E 0.2 . - Flane2
'E + Plane3
% 3. v planed
o Apex
<o 04,
I~
-0.5
124
1%‘\
M2 4 &9 S8 8.7 -6 -8.5

y-directicn (mj) -direction (m

Figure: L1-1: Fitting a best fit plane to data and intersecting planes of each fitted side of square based
pyramid.
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Point Point no. Point oapex (mm) Range (mm)
density for 3faces | no. for
(Sq.mm) 4faces [“3faces | 4 faces | 3 faces | 4 faces
(5x5) 1036 1777 0.475 0.924 10600 13500
(10x10) 79 107 2.238 3.296 | IA=27° | IA=40°
(20x20) 78 105 2.218 4.062
(25x25) 54 68 2.205 4.400

TableL1-1: Apex precision Vs different resolutions.

Apex precision = 0.924 mm
Point density: (5x5) sq.mm
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Figure: L1-2: Point density (scan resolution) vs precision and accuracy at around 13.5 m range and 40°

IA.
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Apex precision = 0.475 mm Planet Apex precision = 2.238 mm
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Figure: L1-3: Point density vs precision and accuracy at around 10.5 m range and 27° |A.

L2: The effect of IA at fixed range 10.0 m.
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Figure: L2-1: Incidence angle vs precision and accuracy at fixed range 10.0 m.
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L.3: Fitting a best-fit line to data using Matlab functions- Scan resolution (5x5)

mm at a range around 10.0 m at normal IA.

Residual = y-(a+bz)
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Noisy data y a+bx Non-noisy data: y=-0.011899*x+309.590910
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Figure L3-2: Fitting the best fit line to data. Top left: Noisy data of line1 (matrix E1) as depicted in blue
dot. Top right: non noisy data after fitting. Middle Left : Noisy data of line 2 (matrix D1) as
depicted in the red dot. Middle right fitting data Lower left: Noisy data of line 3 (matrix C1) as
depicted on black dot. Lower right: fitting data. The detailed process of fitting line to data can
be found in the attached CD.

L4: Accuracy of the pyramids apex.

Accuracy of the apex computed from different scan resolution and rages around 6.0

mto 15.0 m of SCP1, SCP2, SCP2 and SCP4.

Scan position 1 to 4 (SPC1-SPC4)
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Scan Target | Res(5x5) | Res(10 x | Res(15x Res(20x Res(2.5x2.5) | Missing
position | type sq. mm 10) sq. mm | 15) sq. mm | 20) sq. mm | sq. mm Face
RMSEI RMSE2 RMSE3 RMSE4 RMSES5 (mm)
(mm) | (mm) (mm) (mm)

SCP1 8 sides | 2.41 2.83 2.88 4.46 5.11 -

Ssides | 2.68 5.00 4.65 6.02 8.13 -

4 sides | 6.80 9.29 Fail 11.67 12.63 -

3 sides | 6.50 8.94 Fail 9.46 6.14 -
SCP2 8 sides | 2.81 4.04 4.76 6.10 8.02 3

Ssides | 5.30 6.02 Fail 11.68 11.90 2

4 sides | 4.93 9.37 7.82 9.98 10.83 -

3 sides | 5.26 7.82 9.15 12.01 12.91 -
SCP3 8 sides | 4.61 5.64 7.20 9.50 10.10 3

Ssides | 4.20 5.22 Fail 8.10 8.25 2

4 sides | 6.74 9.23 9.65 11.47 11.74 1

3 sides | Fail: very steep IA, 3 faces missing 1
SCP4 8 sides [ 6.60 | 8.24 | Fail | 9.35 | 10.15 4

5sides | Fail: very steep IA, 3 faces missing 3

4 sides | Fail: very steep IA, 2 faces missing 2

3 sides | Fail: very steep IA, 2 faces missing 2

Table L4-1: Shows RMSE vs resolution of the scanner for pyramid faces at different positions.

=4=SCP4 =#=SCPI SCP2 =*=SCP3 ==SCP3 =#=SCPI SCP2

12 1 ; 14

" Pyrami 8 faces 0 Pyramid 5 faces |
’E‘ ] ~ (/ | | £ 3 %

e — A &24 j
2 ]
2 " %/
( 0 e
0 5 10 15 20 25 30 0 5 10 15 20 25 30
Scan resolution sq. (mm) Resohtion sg ()
=+SCP3 =#=SCPI SCP2 =¢=SCP2 =#=SCP1

14 ¢ . 14—

1 Pyramid 4 faces 10— Pyramid 3 faces )
10 /.‘.r : 1o ‘
e 8
E: ( g 0 ,V/ N
0 r 2 4
M : )

2 ; M | I - 1 ] Ll 1l 1 I -

0 5 10 15 2 25 30
Resolution sq. (mm)

0 5 10 15 20 25 30

Resolution sq. (mm)

Figure L4-1: RMSE Vs Scan resolution between minimum (5x5) to maximum (25x25) mm of the

pyramid (8, 5, 4 and 3) faces.
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Appendix M: Registration process and Statistical results.

M1: Registration process

Accur. (1.6, 3.2, 0.1)mm

Figure M1-1: Point cloud to cloud registration based on natural feature.

Left scan- a part of point cloud Right scan- a part of point cloud

Figure M1-2: Registration of point cloud. Top left: Scan position 1, a part of point cloud. Top right: Scan

position 2, a part of point cloud. Lower: Point cloud after registration.
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M2: Registration of point cloud based on the sphere and designed targets
(pyramids and cube).

Figure M2-1: Different targets used in registration. Left: Cube and triangular based pyramid. Right.:

Overall correspondence view with visible points of the pyramid and cube.

Figure M2-2: 3D view of the point cloud (left), and Clear view mode (right).

M3: Sphere and other targets (corner points) based Registration.

e Sphere and corner point.
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Figure M3-1: Registration of point cloud using sphere and corner point. All highlighted corner points
are detected automatically from scan 1, 2 and 3. Green colour represents points detect in
three scans. Purple, Red and blue represent point appeared in scan1, 2 and 3, respectively.
Black represents point not corresponding in any two scans.

e Sphere and rectangular object

Rectangular object of scan001

Rectangular object of scan002

Figure M3-2: Registration point cloud based on sphere and rectangular. Top left, right and lower right
for scan position 1, 2 and 3 respectively. Lower left: combined all three scan position.
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Appendix N: Vehicle Trajectory of the StreetMapper360 system — GPS/IMU

and Riegl laser scanner from the two period 2009 and 2012.

4.  Figures of processing MLS data of 2009.
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Figure N-1: Vehicle trajectory, position and attitude quality field errors. Top left: Attitude quality of field

1.

errors (RMS roll and pitch). Top

right: RMS heading errors. Bottom left: RMS position

(altitude, east and north) respectively. Bottom right: position (latitude, longitude and height)

respectively.

Figure of processing MLS data, Nov. 2012
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- INS Ground speed in Jubilee Campus- Nov.2009 a5 INS Ground speed -Nov.2012
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Figure N-2: INS Ground speed around Jubilee campus of 2009 and 2012. Left and right: INS Ground

speed in November .2009 and November 2012 respectively.
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Figure N-3: Standard deviation of the GPS position quality in (E, N and H) direction around Jubilee
campus. Left: stdv., of each components, and right: square root of the position (enh).
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Figure N-3: Standard deviation of the GPS position quality in Area 1 and Area2. Left: Areal. Right:
Area2-2012.
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Number of satellite around Jubilee campus Number of satellite in Area1 and Area2
9 9
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Figure N-4: Number of satellite visible in the entire Jubilee campus: Left: the entire area. Right in both

areas, red dot and blue represent number of satellite in Area 1 and Area2 respectively-2012.

X 10Weohicle trajectory around Area1 and Area2 and targets positions
3.399

3.3985

3.398

3.3975

y-direction (m)

3.397

3.3965
4.547 4.5472 45474 4.5476 4.5478 4.548 4.5482 4.5484 4.5486 4.5488 4.549

x-direction (m) x 10°

Figure N-5: Vehicle trajectory around areal and area2 overlay, targets positions. Black and green
colours represent cone targets horizontally and vertically installed respectively, red and blue

represent sphere 200 and 145 mm dia., respectively, and yellow represents pyramid targets.
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Appendix O: Network adjustment result and analysis.

After performing adjustment network using TGO software, the adjustment results

show that Chi-square test was passed with 95% confidence with a maximum error

ellipse of 3 mm for the adjusted coordinates. The result figures are the network

geometry and error ellipses figure for the adjusted point in both selected area (Figure

Ao-1). It is worth mentioning that all coordinates used in the adjustments are in the

national Grid OSGB36 coordinate system.

.....
LA

IR

o
-
o

.........................................................

% | AH=0.019 m

Closure error:
AE=0.007 m

AN=0.002 m

Figure Ao-1: Network geometry and error ellipse output from TGO.

Other output figures from TGO includes, vertical angles residuals, distance residuals,

Northing residual, histogram of standardised residuals plot and distance and

elevation a-posterior plot. For example, Figure Ao-2 shows Azimuth in different

Dist., and Elev. a-posteriori Error.

=#= A-poster. Elev.

== A-poster. Dist.

plots.
g A-posteriori Horizontal angle (Az) Error (1.960):
Z RMSE: 3.797 (sec.) 003
810 Che
: 5 N é 0.02
2 ——— 2 001
20 f—t—t+—+ f——t— ‘ z -
g 0 5 10 15 % 5
g Point ® 0

Points

8
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[N ] s Critical Tau: 297

297 297
: Histograms of Standardized Residuals

: + Frequency distrbution of the
N B standardized residuals

: +  Observation outliers

+  Nommal distribution curve

+ Critical Tanvalues (outher),

bl

N T TR | N S, l-_-__l_ ) I 1

Figure Ao-2 Azimuth angle a-posterior error plot (left), distance and elevation a-posterior plot (right)

and histogram residuals plot for Hor, Vert, components (bottom) for the adjusted network.

In general, most of the residuals of the total station observation (distance and angle)
were found to be located within the normal distribution in the histogram plot.
However, the observations were not found within the tails (alpha of 5%). The
residual of the output adjusted coordinates (E, N and Ht) was found within the
normal distribution in the histogram plot. These results illustrate the good quality of
the observation as well as for the adjusted coordinates. The vertical dot line indicates
the Critical Tau value. Residuals outside these lines are considered outlier. The local
scale represents the sigma value. The Histograms show the frequency distribution of
the observations standardized residuals from the most recent adjustment as shown in

the (Figure Ao-2, bottom).

Coordinates Deltas (convergence value) coordinates error (Grid )
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Residuals
=@ Res dist. =#=Res. Elv.

0.015 /\
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0 2 4 6 8 10 12 14
Poimts

Figure Ao-3: Coordinates error deltas plot (top left) coordinates errors (top right) and residuals distance

and elevation plot (bottom) for the two area network around Jubilee campus.

The standard deviation was found to be equal to 1.9 mm, 1.1mm and 5.0 mm for the
error in Northing, Easting and height respectively. The deviations in Northing and
Easting coordinates could be due to the use of different uncertainties in TGO
software. In TGO, various uncertainties were used in the horizontal angles and
distances. In addition, fixed uncertainties of the horizontal angles and distances of
the GCPs (NGB10, NGB11 and NGB12) were used within adjustment. Also, one of
the GCP (NGB10) has been rejected due to out of the tolerance fixed by the TGO
(0.02 and 0.05) m for horizontal and vertical tolerance respectively. Another reason
could be the adjustment of a combined network 3D network rather than 2D network.
Within the 3D adjustment, the vertical angle can affect the height coordinates which
as a result, can affect the slope distance. The error in the height might be due to the
used of levelling procedure for measuring the height differences which is less

accurate than the use of precise levelling technique (Duggal, 2004).

In general, it was decided that the adjusted coordinates of the network, result from
TGO software, and were suitable for use as “truth” coordinates for the two selected

areas in which the designed targets have been tested.

For comparison purpose, the network was adjusted using a simple linear distribution
error as described in appendix D “levelling closure and adjustment”. The closure
obtained from the traversed network is within the allowable accuracy of the first

order traverse for horizontal control (see Table Ao-1). Since the permissible closure
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for a traverse circuit (loop) is based upon length of lines and numbers of setups, it is
logical to adjust each element (AE, AN and AH) on this basis.
The adjusted coordinates (E, N and H) from TGO compared with coordinates

calculated from linear distribution errors (Figure Ao-4).

RMSE E=0.0026 m, RMSE N =0.0011 m, RMSE AElev.=0.0029 m

0.006 |
0.004
0.002
g =
- 0 Berken Aoy o L AE
= = b= -
o 0002 wSVEnEbun-gbiv; o I,
£ .0.004
R 0.006 | | \;L_ AElev.
-0.008 i/
0.01 !
Points Id TI T2 T3 Pl P2 P3 P4 P5 P6 P7 P8 P9 NGBII

Figure Ao-4: 3D network, differences between TGO coordinates and linear distribution method in

Horizontal and height coordinates.

The centre or apex coordinates of the designed target were also adjusted following
the same procedure using TGO. The adjusted coordinates of the two areas were
utilised as control values. The results of TGO adjustment show that Chi square test
failed with 95% confidence with a maximum error ellipse of less than 2 mm for the

adjusted coordinates (Figure Ao-6).

Type of Traverse Angular error | Total Linear
of closure error of
closure

First order traverse for horizontal control 6 =N 1 in 25,000

Second order traverse for horizontal control and for 5 =+N 1 in 10,000

important and accurate surveys

Thrid order traverse for surveys of important| 30" =+ | 1in35,000

boundaries etc.

Minor theodolite traverse for detailing 1" =+N 1 in 300

Compass traverse 15" =+/N | 1in300to 1 in

600

Table Ao-1: Errors of closure (source: (Punmia et al., 2005)).
A 02 Error Ellipse

In general, the 95% confidence region ellipses can be seen in Table Ao-2 (Olyazadeh

etal., 2011):
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Confidence region

39.4 (%)

86.5 (%)

95.0 (%)

98.9 (%)

Factor

1

2

2.477

3

Table Ao-2: Confidence region ellipses (source: (Olyazadeh et al., 2011)).
The factor 2.477 was used for the adjustment of GCPs in both areas and for testing

the centre of the designed targets.
Standard Error Y

F‘TH,"{" Ly ‘EZT_%\_T‘;‘ [
AR e
-5_1- 1 ?, t I 1
L [ > _ : » \r
Figure Ao-5: Error ellipse (source:(Olyazadeh et al., W/ R N -
Vo v,
2011)). % !
o o — - -
-

I
Standard Error Rectangle

Figure Ao-5 illustrates a standard error ellipse where (Wolf and Ghilani, 1997):

1. ¢ is the rotation angle from Y axis to axis of largest error.
2. Su and Sv are the semi-major (largest error) and semi-minor (Least error).axes of
ellipse respectively.

3. Sx and Sy are the standard deviation in X and Y coordinate respectively.

(Setan, 2008) explained that the 95% confidence region semi major axis and semi
minor axis can be calculated following the equation below

Su=2.447c, sv=2.447c.

In the TGO adjustment, the point error Ellipses graphically obtained after adjustment
(see Figure Ao-6) and show,

e The adjusted point’s horizontal coordinate a posteriori errors consider these
guidelines when viewing the error ellipses:

e The top of each plot is oriented to north.

e Arrows to the right of the ellipse represent the a-posterior errors for the

heights and elevations.

Farsat Heeto Abdulrahman 339



Appendices

36 | 37 I 38

3 2 A

Tick Size: 0.0001m Honzontal Bivariate Scalar: 2.45¢ Vertical Univariate Scalar: 1.96c

39 40 42

& 2 A0°

Tick Size: 0.0001m Horizontal Bivariate Scalar: 2.45¢ Vertical Univariate Scalar: 1.96¢

Figure (Ao-6): A sample of Point error ellipse obtained after adjustments.

Ao03: Network adjustments for coordinating of the targets apex/centre in two

areas.
Areal:
Cx: Cone Vertical
[ Cys; Cone Vertical steel
\ +7£_\\ Ch: Cone Horizontal
\ : . i _ . Chs: Con; Heorizonta! steel
gm}\ o Spb: Sphere big size
S S5 Sps: Sphere small siae
~— o TR Pyidfs: P}Ta.n.ud-ifaocs steel
T1. TS position s=tup
\ NGB12: Back-sight poin:

Figure Ao-.7: Testing- coordinating centre of different targets network geometry and error ellipse output

from TGO.in Areatlin one set up position.
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RMSE Easting, Northing and Elev., are (0.001, 0.001 and 0.003)

Coordinates Deltas (convergence)

=#=North.,error m =*—East.,error =#=Elev., error 0.001 =#=AN_=4=AE_=¢=AHt
0.004 A
G H-\_._‘ — % 0.0005
7 0.002 E 0
> 2
[ 2-0.0005 Yoo
=}
0 ' ‘ © 0.001
Points  © 5 10 15 0 5 10 15 20
Points

Figure Ao-.8: Easting, Northing and Elevation RMSE plot (top), Convergence for the testing-targets

centre/apex
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Figure Ao-9: Survey network for area1 and area2 drawn using Matlab functions.
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Area2:

Network Geometry and Error Ellipses: Maximum error ellipse=2mm

Cv: Cone Vertical:

Cvs: Cone Vertical steel
Ch: Cone Horizontal
Chs Cone Honzontal steel
Sph; Spherebig size

Sps: Sphere siall size
Py3f: Pyraud 3 faces
Pyarl: Pyruaiddfaces
PySf: Pyraid 5 fices
Pyal: Pyramid8 faces

339830
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339800
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. Chi 145
~ o ¥
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Figure Ao-.10: Testing- coordinating centre/apex of different targets network geometry and error ellipse

output from TGO.in Area2 in one set up position.

The fail of chi square test poses the importance analysis of adjustments observation
residuals. RMSE of Easting, Northing and heights, were plotted in different figures. These

figures show the residuals,
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RMSE Easting, Northing and Elv., are (0.001,0.001 and 0.003) m

== N error =#=F error == FElv. error

0.006
0.005
0.004
0.003
0.002
0.001

0

Errors (m)

Points

=== AN <=fll=AE <= AElev.

0.002
0.0015 ﬂ
0.001

0.0005

-0.0005
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-0.0015

Convergence (m)

nel
o.
2

Figure Ao-.11: Easting, Northing and Elevation RMSE plot (top), Convergence for the testing-targets

centre/apex (bottom) in Area2.

The results of 3D coordinates (E, N and Elev.,) obtained from TGO of testing target
centre show that the RMSE values are (1.0, 1.0, and 3.0) mm for E, N and Elev.,
respectively. These differences could be due to the same reasons that found in TGO
network adjustments. Based on these results, the adjusted 3D coordinates of the
targets from TGO software were considered to be suitable for use as “truth”

coordinates for all tests with MLS data.
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Appendix P: Developed the second part of the UNT1 algorithm (see
the file in the attached CD).

Appendix Q: Report summary of GPS/ IMU data processing

provide by 3DLM Ltd. (see the file in the attached
CD).

Appendix R: MLS data processing and figures.

R1: Fitting pyramid faces.
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Figure R1-1: Precision of the apex vs single and multi-scans in area 1: Top left: Run1. Top right.
Run2. Bottom: Multi-runs.
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Apex precision = 1.137 mm

Apex precision = 1.418 mm
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Figure R1-2: Precision of the apex vs multi-scans in area 2: Top left and right: pyramid square base,

cardboard and aluminium respectively. Middle left and right: Pyramid triangular and pentagon

base, aluminium and cardboard respectively. Bottom: Pyramid octagon base, cardboard.
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Appendix S: Paper in preparation for this research

The importance of designing targets for improving the accuracy of MLS data in

urban areas

In many application and processes in MLS there is a need to identify precise target
points in the point cloud. This is not easily when you do not have an observation
hitting exactly on the target point. This often tends to model the geometry of natural
features, which can be very difficult. So introducing targets which have a known
geometric shape is an easy and convenient way to obtain a target which can be

recognised and an exact target point found.

Farsat Heeto Abdulrahman 346



