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Abstract

A two dimensional boundary element method (BEM) formulation and computer program for creep problems based on an initial strain approach has been successfully implemented using Fortran code. Two creep laws which can be used in this program are time hardening and strain hardening. The details of the numerical algorithm are presented using isoparametric quadratic elements to model the boundary with 3-node boundary elements, and to model the interior domain with 8-node quadrilateral cells. The BEM program also covers the variable stress load problems. The creep problems of a square plate, a plate with a circular hole and a plate with a semicircular notch are investigated.

The boundary element formulation for creep problems has also been applied to creep damage mechanics problems. These types of problems have not been done by using the boundary element method before. A single damage variable is used in the program. The details of the numerical algorithm are presented. The two dimensional problems of creep damage in a rectangular plate and a square plate with a circular hole are tested and compared with the finite element solutions using ABAQUS UMAT.

A BEM program for combined plasticity and creep problems has also been established. It is assumed that the plasticity and creep processes are separable. The details of the numerical algorithm are presented. The problems of a square plate, a plate with a circular hole and a plate with a semicircular notch are investigated.
A BEM program for frictionless creep contact problems has been created. Similar to plasticity and creep problems, it is assumed that contact and creep processes are separable. In this program, it is assumed that the actual contact area is fixed during the creep procedure. The problems of a punch and a cylindrical punch on foundations are investigated.

The results of all problems above are compared with the finite element solutions using ABAQUS and the analytical solutions where available and shown to be in good agreement.
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Notation

Some of the key variables used in this work are listed below. All other symbols are defined when first introduced. Some symbols may have more than one meaning.

\( \varepsilon_{\text{eff}}^c \) = Effective creep strain
\( \varepsilon_{ij}^c \) = Creep strains
\( \dot{\varepsilon}_{ij}^c \) = Creep strain rates
\( \dot{\sigma}_{ij} \) = Stress rates
\( \dot{\varepsilon}_{ij} \) = Total strain rates
\( i_i \) = Traction rates
\( \dot{u}_i \) = Displacement rates
\( \dot{\varepsilon}_{ij}^e \) = Elastic strain rates
\( \dot{\omega} \) = Damage rate
\( \hat{\sigma} \) = Maximum principal stress
\( \dot{\varepsilon}_{ij}^p \) = Plastic strain rates
\( \lambda \) = Proportionality factor
\( \nu \) = Poisson's ratio
\( \mu \) = Shear modulus
\( \omega \) = Damage parameter
\( \sigma_{\text{eff}} \) = Effective or equivalent stress
\( \delta_{ij} \) = Kronecker delta
\( \delta_i \) = Slip displacement in the tangential direction
\( \sigma_y \) = Yield stress
\( [A^*] \) = Solution matrix multiply the unknown vector [ \( \hat{x} \) ]
\( [A] \) = Matrix containing the traction kernels
\( [B^*] \) = Modified form of \( [B] \) after application of the boundary conditions
\( [B] \) = Matrix containing the displacement kernels
\( [C^*] \) = Modified form of \( [B] \) after application of the effect of creep strain rates
\( [W] \) = Matrix containing the third-order stress tensor
\( D_{ij} \) = Third-order displacement tensor for stress
\( E \) = Young’s modulus
\( G_i \) = Galerkin vectors
\( H \) = Plastic hardening modulus
\( J(\xi) \) = Jacobian of transformation for boundary
\( J(\xi_1,\xi_2) \) = Jacobian of transformation for domain
\( m \) = Unit tangential vector at the boundary
\( n \) = Unit outward normal at the boundary
\( N_c(\xi) \) = Quadratic shape functions for the boundary
\( N_c(\xi_1,\xi_2) \) = Quadratic shape functions for the domain
\( s \) = Scaling factor
\( S_{ij} \) = Deviatoric stresses
\( S_{kij} \) = Third-order traction tensor for strain
\( t_{eff} \) = Effective time
\( t_i \) = Traction vectors
\( T_{ij} \) = Traction kernels
\( u_i \) = Displacement vectors

\( U_{ij} \) = Displacement kernels

\( W_{kij} \) = Third-order stress tensor
Chapter 1

Review of the Boundary Element Method in Inelastic Applications

1.1 Inelastic Boundary Element Analysis

The boundary element method (BEM) has been widely used to analyse both elastic and time-dependent inelastic engineering problems. Swedlow and Cruse [1971] proposed the first direct boundary element formulation in rate form for three-dimensional elastoplastic flow based on an initial strain approach. In the early stages of solving time-dependent inelastic deformation problems, time-independent plasticity and time-dependent creep were treated separately and constitutive relationships of material behaviour were not realistic. After Hart [1976] has modelled realistic constitutive relations of material behaviour which combined time-independent plasticity and time-dependent creep together, many researchers used Hart's constitutive model to analyse engineering problems. Hart's constitutive model represents material behaviour more realistically than the power law creep and needs many material parameters which are obtained from load relaxation and constant strain rate tension experiments. Creep power law is simpler and needs fewer material parameters which can be easily determined from a uniaxial creep test.

Kumar and Mukherjee [1977] presented the direct BEM formulation in terms of rates based on an initial strain approach for analysing time-dependent inelastic deformation problems of arbitrary shaped three-dimensional metallic bodies. The BEM formulation included the effects of the thermal strain. The boundary element formulation for two-
dimensional problems (plane stress and plane strain) was also shown. The closed form solutions of the problem of a thick spherical shell and a thick cylinder under internal and external pressures and a rotating disc were derived. The problem of a thick-walled spherical shell subjected to internal pressure increasing at a constant rate was solved using Hart's constitutive model. The surface elements were discretized into plane triangular elements. The surface and volume elements were denoted by their centroids. A modified Euler predictor-corrector scheme and a Simpson's rule were implemented for time integration.

Mukherjee et al. [1978] used the same procedure as Kumar and Mukherjee [1977] and solved the same problems with a different material and different types of loading such as constant internal pressure, interrupted load, load change, and cyclic internal displacement.

Mukherjee and Kumar [1978] introduced the boundary element formulation for 2-D planar problems based on an initial strain approach and solved the problems of uniform plates and plates with circular holes subjected to constant stress and constant stress rate uniaxial and biaxial loading. Two types of constitutive equations, power law creep and Hart's constitutive model, were implemented. A modified Euler predictor-corrector scheme was applied for integration in time. Constant elements were used on both boundary and internal elements and referred to by their centroids. The results were compared and agreed well with analytical solutions.
Morjaria et al. [1980] compared the boundary element method based on an initial strain approach with the finite element method by analysing the same planar problems of a uniform plate under uniaxial load, a circular plate with a concentric cutout under internal pressure increasing at a constant rate, and a square plate with a circular cutout under uniaxial load. Hart’s constitutive model was employed in both the BEM and the FEM. The BEM and FEM elements were represented by linear elements and linear strain triangular elements, respectively. An Euler type strategy with automatic time-step control was used for time integration. The results of the BEM agreed well with the FEM and direct numerical integral solutions. Morjaria et al. [1980] also showed that the BEM had two advantages over the FEM. One advantage was the number of the BEM unknowns was proportional to the number of boundary nodes. The ease of discretisation and input data preparation was another advantage of the BEM.

Morjaria and Mukherjee [1980] used the same BEM formulation as that of Morjaria et al. [1980] to solve the planar problems of a uniform plate under uniaxial load, a circular plate with a concentric circular cutout under internal pressure and a plate with an elliptic cutout under uniaxial load. The results agreed very well with direct numerical integral solutions.

Mukherjee [1980, 1982a] presented the 2-D boundary element formulation for thin plate bending and torsion problems as well as planar deformations. The boundary and domain were discretized into straight boundary elements and triangular internal elements, respectively. The discontinuities at the corners were taken care of by placing a zero length element between two boundary nodes. Hart’s constitutive model was applied to
solve a plate bending problem and the time-hardening creep law was used to analyse a torsion problem. An Euler type strategy with automatic time-step control was implemented for time integration. The solution algorithm was also shown and the results were compared with the FEM solutions.

Telles and Brebbia [1981] presented the BEM formulation based on an initial strain approach for 2-D elastoplastic problems. Linear interpolation functions were employed for the boundary elements and the internal triangular cells. The von Mises yield criterion and the Prandtl-Reuss flow rule were applied for the plastic strain increment. The problems of a perforated aluminium strip under uniaxial tension, a polystyrene crazing problem under uniaxial and biaxial tension and plate strain punch were analysed. The results were compared and agreed well with the FEM and experimental results.

Mukherjee and Morjaria [1981], Morjaria and Mukherjee [1981, 1982], Mukherjee and Banthia [1984], and Banthia and Mukherjee [1985] presented the boundary element formulations for solving plates with cracks in mode I, mode II, and mode III. These formulations were modified from the boundary element formulation for a plate with an elliptical cutout. The crack was modelled as a very thin ellipse. The crack problems of square plates with elliptical cutouts of large axis ratio were analysed in mode I, mode II and mode III with varying loading. Power law creep and Hart's constitutive model were used. The boundary element and the interior were represented by straight boundary elements and triangular internal elements, respectively. An Euler type strategy with
automatic time-step control was employed for time integration. The results were compared and agreed well with asymptotic analytical solutions.

Sarihan and Mukherjee [1982] introduced the 3-D boundary element formulation for axisymmetric viscoplastic bodies subjected to axisymmetric mechanical loads. A uniform cylinder subjected to increasing and constant axial loads was analysed using Hart’s constitutive model. The piecewise linear elements were used on the boundary and internal cells. A march forward time integration scheme was used for time integration. The results agreed well with the FEM and analytical solutions.

Mukherjee [1982b] presented the 3-D boundary element formulation based on an initial strain approach for time-independent plastic and time-dependent viscoplastic deformation. He showed that the governing differential equations of time-independent plasticity and time-dependent viscoplasticity were of the same form with two important differences. The first was that the plastic strain rates in the plasticity equations were replaced by nonelastic strain rates, e.g. creep strain rates. The second was that the rate was with respect to real time. He also showed that there were two methods of calculating the internal stress rates. The first method was the numerical differentiation of the internal displacement rate equation by finite difference or finite element techniques to obtain the strain rates and then applying Hooke’s law to obtain the stress rates. The second method was the analytical differentiation of the internal displacement rate equation to obtain the strain rates and subsequently applying Hooke’s law to get the stress rates.
Cathie and Banerjee [1982] have presented the 3-D boundary element method for inelastic (plasticity and creep) problems. Two approaches, initial stress and initial strain, as well as the solution algorithm were introduced. A combined creep law which included both time hardening and strain hardening creep laws has been presented. The problems of square plates with and without holes under constant uniaxial and biaxial tension and a thick cylinder under internal pressure were analysed using a power law creep function. The boundary geometry and unknowns were represented by quadratic elements. The forward difference approximation (Euler) was implemented for time integration. The results agreed well with the exact solutions.

Telles and Brebbia [1983] have presented the boundary element formulation based on an initial stress approach for 2-D (plane stress and plane strain) and 3-D viscoplasticity and creep problems. Euler’s formula was used for time integration. The problems of a deep beam under uniform load, a thin disc under constant external edge load and a plate under thermal shrinkage were solved and compared with the FEM and the analytical solutions showing good agreement.

Banerjee and Davies [1984] have introduced the direct boundary element formulation based on both initial stress and initial strain approach for 3-D elastoplastic and viscoplastic problems. The geometry and the variations were represented by quadratic isoparametric elements. The initial stress elastoplastic, viscoplastic and creep solution algorithms has been provided. The forward difference approximation (Euler) was applied for time integration. The time step size had to be sufficiently small for the error introduced by this approximation to be negligible. The stress at interior points were
carried out by differentiating the interior displacement equations and then using the elastoplastic stress-strain relationships.

Banerjee and Raveendra [1986] have proposed the boundary element formulation based on an initial stress approach for 2-D and 3-D elastoplastic problems. The quadratic isoparametric representation was used to model the boundary elements and the volume cells. An iterative algorithm has been presented. The problems of 2-D and 3-D thick cylinder and 3-D thick sphere under internal pressure, 2-D and 3-D perforated strip under tension and 2-D notched plate under axial tension were analysed. The results agreed well with the FEM and experimental results. The computational time of 3-D problem was about 5 times of that of 2-D problem.

Lee and Fenner [1986] have presented the isoparametric quadratic boundary element formulation for two-dimensional elastoplastic analysis based on an initial strain approach. The boundary element formulation based on an initial stress approach was also provided. Two methods of calculating the internal stress and strain rates were proposed. The first method obtained the strain rates by analytically differentiating the internal displacement rate equations and the stress rates were obtained by applying the stress-strain relations. The second method obtained the strain rates by numerically differentiating the internal displacement rate equations via the shape functions and the stress-strain relations were applied to obtain the stress rates. An iteration solution algorithm has been shown for both methods. It has been shown that the computational time of the first method took at most one and a half times of that of the second method but the accuracy of the first method is better than that of the second method. The
problems of uniaxial tensile behaviour, bending behaviour, internally pressurised cylinder, perforated plate in tension, and uniaxial behaviour in cyclic plasticity were analysed. The results were compared to and agreed well with the analytical solutions, experimental results and the FEM.

The constitutive equations for non-elastic deformation were modelled with step-wise integration in time and an iterative method. Early work (see, for examples, Kumar and Mukherjee [1977], Mukherjee et al. [1978] and Mukherjee and Kumar [1978]) used the Euler predictor-corrector scheme for step-wise integration in time. Later work (see, for examples, Mukherjee [1980,1982a] and Mukherjee and Morjaria [1981]) used Euler type strategy with automatic time-step control which controlled the incremental time with prescribed limits of error. This method has been found to be relatively simple to use and very efficient.

In most of above works on creep the boundary geometries and unknowns were represented by linear elements and some (see, for examples, Cathie and Banerjee [1982] and Banerjee and Davies [1984]) represented by quadratic elements which gave more accurate results.

1.2 Continuum Damage Mechanics

In creep rupture the constitutive equations must be modified to increase the strain rates rapidly at tertiary stage. Hayhurst [1973] has presented multiaxial creep damage relationships which were based on Norton’s law and Rabotnov’s damage parameter.
The damage parameter has been introduced and defined as the ratio of the void area to the original cross-sectional area. Leckie and Hayhurst [1977] have generalized uniaxial constitutive equations of Rabotnov-Kachanov to multiaxial constitutive equations in an FE formulation. The FE solution has shown a good agreement with experimental data.

The finite element method has been used as a tool to solve the creep damage problems. Chen and Hsu [1987] have used the constitutive equations of Leckie and Hayhurst [1977] to analyse a problem of a thin center-notched plate subjected to uniaxial stress by finite element method.

Murakami et al. [1988] have applied the finite element method based on a local approach to analyse creep crack growth of a plate subjected to biaxial tensile loads. The creep law of the McVetty type based on a von Mises flow rule and the strain hardening hypothesis was used. The effects of the mesh discretization and mesh size have also been investigated.

Othman et al. [1993] have used the finite element method to analyse creep rupture lifetime of single and double notched tensile bars. The sinh law and two damage variables were used to characterise material behaviour.

Since the constitutive equations with damage involved many material constants, Dunne et al. [1990] have shown how to determine such constants from experimental data.
1.3 Contact Problems

The boundary element method has been applied to contact problems which are non-linear in nature since the contact area is not known in advance. Andersson et al. [1980] have presented the BEM for two-dimensional contact problems without friction based on an iteration technique. The problems of an elastic roller on an elastic foundation, an elastic roller in an infinite plate with a hole, and linkage assemblage have been analysed using constant elements. The results agreed well with analytical and finite element solutions.

Andersson [1981] has also presented the BEM for two-dimensional contact problems with friction based on an incremental and iterative procedure. The same types of the above problems have been solved using constant elements. The results agreed well with the analytical solutions. The work has been extended to linear and parabolic elements in Andersson [1982].

Karami and Fenner [1987] have presented the BEM for two-dimensional contact problems with and without friction using isoparametric quadratic representations for both geometry and unknowns. The problems of Hertzian and non-Hertzian contact have been analysed. The results were in good agreement with analytical solutions.

Paris and Garrido [1990] have presented the BEM for 2-D frictional contact problems based on an incremental procedure. The problems of an elastic punch on an elastic foundation subjected to normal and lateral loads, an elastic roller on an elastic
foundation and a rigid curved punch pressed on an elastic foundation have been analysed using discontinuous and linear elements. The results were compared with analytical and finite element solutions and showed good agreement. Dandekar and Conant [1992a,b] and Man et al. [1993] used linear and quadratic elements to solve different contact problems. The results agreed well with analytical solutions.

Paris et al. [1992] and Kamiya and Nishiki [1996] have presented the BEM for three-dimensional elastic contact problems without friction based on an iterative procedure. The different contact problems were solved using triangular and constant elements. The results agreed well with analytical and finite element solutions. Garrido et al. [1994] have presented the BEM for three-dimensional contact problems with friction. The similar problems were analysed using triangular and constant elements.

Kamimura et al. [1996] have presented the BEM of two-dimensional elasto-plastic contact in rolling based on Tresca yield criterion and initial strain approach. The results of rolling analysis was shown.

Xiao et al. [1996] have presented the BEM for three-dimensional elasto-plastic contact for rolling using von Mises yield criterion and Prandtl-Ruess flow rule and based on initial stress approach. The results of rolling analysis agreed with the classical rolling theory.
Leahy and Becker [1999a] have presented a 3-D isoparametric quadratic BEM formulation with friction. Details of the 3-D automatic iteration scheme have been presented in Leahy and Becker [1999b].

Tsuta and Yamaji [1983] have presented the BEM for contact thermo-elastoplastic problems with creep based on von Mises yield criterion and initial strain approach. Three types of problems, contact plasticity, elastoplastic creep and contact creep, have been analysed with different problems.

1.4 Summary

The 2-D and 3-D boundary element method (BEM) for time-independent (plasticity) and time-dependent (creep) inelastic deformation problems based on an initial stress and an initial strain approach have been published by many researchers since the first introduction by Swedlow and Cruse in 1971. The boundary element has been developed from constant element to linear element and quadratic element. The domain element has been developed from triangular to quadrilateral element. Two constitutive models used in publications were Hart and creep power laws. Euler, modified Euler predictor-corrector, and Euler with automatic time-step control scheme were used for time integration. Many types of problems such as planar problems and crack in mode I, II and III have been analysed.

The previous work of BEM on creep problems has been limited to constant and linear elements. Furthermore, vital details of the creep numerical algorithm have not been
published. The BE formulation for continuum damage mechanics problems has never been presented. The objectives of this work are (a) to establish a reliable and accurate two dimensional BEM program for creep, creep damage, elastoplasticity and creep, and creep contact problems using a Fortran code, (b) to create numerical algorithms for such problems, (c) to implement the BEM program to analyse the problems, and (d) to investigate the effects of the convergence criteria, the Gaussian integration points, the initial time steps, and the tolerances. The results are compared with the analytical solutions where available and the finite element solutions using ABAQUS [1997].
Creep is the time dependent deformation and failure of materials. Creep deformation is caused by thermally activated movement of voids and dislocations, under load, usually at high temperature. When a metallic material is subjected to a constant load under a constant temperature for a period of time, creep behaviour usually occurs at $T/T_m > 0.4$, where $T$ and $T_m$ are the absolute operating temperature and absolute melting temperature of that material, respectively. The analysis of creep behaviour has an important role in high-temperature engineering applications such as gas turbines, power plants and engines. Further details on creep theory can be found in Kraus [1980].

2.1 Uniaxial Tensile Creep Curve

When a uniaxial tensile specimen is loaded at a constant load for a period of time under a constant temperature which is high enough to cause creep, a typical uniaxial curve of strain versus time is shown in Figure 2.1. At $t = 0$, the instantaneous strain ($\varepsilon_0$) is elastic or elastoplastic depending on the magnitude of the applied stress. If the experiment is repeated with different loads, the different curves will result as shown in Figure 2.2. Conventionally, the creep curve is divided into three parts. The first part is called \textit{primary or transient creep} in which the creep strain rate decreases rapidly. This part is usually recoverable with time after unloading. The second part is called \textit{secondary or steady creep} in which the creep strain rate is constant or nearly constant. In this part permanent strains occur. The third part is called \textit{tertiary creep} in which the
creep strain rates increases rapidly and leads to rupture. In tertiary creep, the strain rate increases rapidly because of the change of the cross-sectional area of the specimen at large strain. The creep strain rate against time is shown in Figure 2.3.

The information of the basic curves can be represented in different forms such as the *isochronous* (constant time) and the *isostrain* (constant strain) creep curves, shown in Figure 2.4. The isochronous and the isostrain creep curves are plotted on log-log plots of strain rate versus stress, and stress versus time, respectively.

The isochronous creep curve is useful in determining the stress-strain behaviour of the material. The isostrain creep curves can determine the time when a given strain was reached for a given stress level.

### 2.2 Mathematical Model of Uniaxial Creep

In general, the stress-strain relationship of a uniaxial creep curve can be modelled by an expression of the form (see, for example, Kraus [1980] and Boyle and Spence [1983])

$$\varepsilon^c = f(\sigma, T, t)$$  \hspace{1cm} (2.1)

where $\varepsilon^c$ is the creep strain and $f$ is a function of stress $\sigma$, temperature $T$, and time $t$.

This equation is usually assumed to be separable for simplification. Thus the equation can be written as follows:

$$\varepsilon^c = f_1(\sigma) f_2(t) f_3(T)$$  \hspace{1cm} (2.2)

For the stress dependence, many mathematical models have been presented, for example:
\[ f_1(\sigma) = B\sigma^n \quad \text{(Norton)} \\
\]
\[ f_2(\sigma) = C\sinh(\beta \sigma) \quad \text{(Prandtl)} \\
\]
\[ f_3(\sigma) = D\exp(a\sigma) \quad \text{(Dorn)} \\
\]
\[ f_4(\sigma) = E[\sinh(\gamma \sigma)]'' \quad \text{(Garofalo)} \\
\]

where symbols other than \( \sigma \) are material constants.

The time dependence is assumed as follows:

\[ f_2(t) = t \quad \text{(secondary creep)} \\
\]
\[ f_2(t) = bt^m \quad \text{(Bailey)} \\
\]
\[ f_2(t) = (1 + bt^3)e^{kt} \quad \text{(Andrade)} \quad (2.4) \\
\]
\[ f_2(t) = \sum_j a_j t^{m_j} \quad \text{(Graham and Walles)} \\
\]

From the theoretical considerations and experimental evidence, the temperature dependence is

\[ f_3(T) = \exp\left(\frac{-Q}{RT}\right) \quad (2.5) \]

where \( Q \) is the activation energy, \( R \) is Boltzmann’s constant and \( T \) is the absolute temperature. Since the primary creep occurs in a short duration and the tertiary creep leads quickly to rupture, the secondary creep is used in design in many engineering applications; though the primary creep cannot be neglected.

The Norton equation is often used to model secondary creep because of its ease in mathematical analysis. For isothermal conditions the equation is

\[ \varepsilon^c = B\sigma^n t \quad (2.6) \]

where \( B \) and \( n \) are material constants. This equation is used for secondary creep behaviour.
A combination between Norton and Bailey equations is used to model primary and secondary creep in the isothermal conditions as follows (see, for example, Becker and Hyde [1993]):

\[ \varepsilon^c = B \sigma^n t^m \]  

where \( m \) is a material constant and \( m < 1 \) is used for primary creep stage. This equation is called 'Norton-Bailey' equation.

A combination of the secondary creep (equation(2.6)) and Bailey (equation (2.7)) equations can be used to model combined primary and secondary creep behaviour as follows:

\[ \varepsilon^c = B_1 \sigma^{n_1} t + B_2 \sigma^{n_2} t^m \]  

where the first and second terms on the right hand side are secondary creep and primary creep \( (m < 1) \), respectively.

2.3 Variable Stress Creep Behaviour

For a variable stress problem, the strain rate is of interest. Two approximations can be used for the creep strain; time hardening and strain hardening. For time hardening, the creep strain rate equation is obtained by differentiating equation (2.7) with time as follows:

\[ \dot{\varepsilon}^c = m B \sigma^n t^{(m-1)} \]  

where the dot above the strain indicates the rate of change with time. The creep strain rate is assumed to depend on the current stress and the time from the beginning of the test. This equation is not realistic when the step changes in stress are of short duration because
the stress variation with time has been ignored and the time is measured from an arbitrary origin. In the case of constant or approximately constant stress, this equation is widely used and gives reasonable results.

For strain hardening, the creep strain rate is assumed to depend on the current stress and the accumulated creep strain. The creep strain rate equation is obtained by substituting the time from the Norton-Bailey equation into equation (2.9) as follows:

\[ \dot{\varepsilon}^c = m \dot{\sigma}^n \sigma^m (\varepsilon^c)^{m-1} \]  

(2.10)

Note that when \( m = 1 \) (the secondary creep stage), the time hardening is equivalent with the strain hardening. The response of creep strain versus time for time and strain hardening is shown in solid line in Figure 2.5.

The time hardening assumption is easier to use in calculations but the strain hardening assumption is more accurate and agrees well with experimental tests. These two assumptions are not suitable for the case of changing sign of stress or covering all three stages of creep.

2.4 Stress Relaxation

When a uniaxial specimen is loaded up to a stress level of \( \sigma_0 \) and then held at a constant strain \( \varepsilon_0 \), stress relaxation occurs. The strain at any time consists of an elastic strain and a creep strain, as follows:

\[ \varepsilon_0 = \varepsilon^e + \varepsilon^c = \text{constant} \]  

(2.11)
By differentiating this equation with respect to time, the rate form is obtained, as follows:

\[ \frac{d{\varepsilon}_0}{dt} = \dot{\varepsilon}^p + \dot{\varepsilon}^c \quad (2.12) \]

Using the assumptions of the Norton-Bailey creep equation and time hardening (i.e. equation (2.9)), this equation becomes

\[ 0 = \frac{1}{E} \frac{d{\sigma}}{dt} + mB\sigma^m t^{(m-1)} \quad (2.13) \]

By integration this equation, the stress change with time is given by:

\[ {\sigma} = \left[ \frac{1}{\sigma_0^{(n-1)}} + (n - 1) B E t^n \right]^{-1} \quad (2.14) \]

If strain hardening is used instead of the time hardening, equation (2.13) can be written as

\[ 0 = \frac{1}{E} \frac{d{\sigma}}{dt} + \frac{1}{mB^m} \sigma^m (\varepsilon^c)^{m-1} \quad (2.15) \]

From equation (2.11), strain can be rearranged, as follows:

\[ \varepsilon^c = \varepsilon_0 - \varepsilon' = \frac{1}{E} (\sigma_0 - \sigma) \quad (2.16) \]

Substituting equation (2.16) in equation (2.15) and rearranging, the equation becomes

\[ \frac{d{\sigma}}{dt} = -mE B^n \sigma^m \left( \frac{\sigma_0 - \sigma}{E} \right)^{m-1} \quad (2.17) \]
It has been shown that the stress variation with time can be obtained by a simple time marching numerical algorithm where the stress gradient is evaluated over a small time step (see, for example, Becker and Hyde [1993]).

2.5 Multiaxial Creep Model

A mathematical model for creep under multiaxial stress conditions must satisfy these requirements (see, for example, Kraus [1980]):

1. The multiaxial formulation must be valid for the uniaxial case when it is appropriate.

2. The creep process is a constant volume process, i.e. \( \varepsilon'_1 + \varepsilon'_2 + \varepsilon'_3 = 0 \).

3. From experimental observation for creep, the equations should exclude the influence of the hydrostatic state of stress.

4. For isotropic materials, the principal directions of stress and strain should be in the same direction.

Like plasticity formulations, multiaxial creep formulations are usually based on the von Mises effective stress criterion and the Prandtl-Reuss flow rule. In any three-dimensional state of stress, there are three planes on which only the normal stress exists i.e. the shear stress is zero. These planes are called the principal planes and the normal stresses acting on them are called principal stresses, \( \sigma_1, \sigma_2 \) and \( \sigma_3 \). Conventionally, \( \sigma_1 > \sigma_2 > \sigma_3 \).

Any stress can be divided into two different parts, a hydrostatic part, \( \sigma_m \), and a deviatoric part, \( S_{ij} \). In general, creep behaviour is caused by the deviatoric part through the shear component. In the tensor notation form, the hydrostatic and deviatoric stresses can be written as follows:
where \( i \) and \( j \) range from 1 to 3 and \( \delta_{ij} \) is the Kronecker delta which is defined as follows:

\[
\delta_{ij} = \begin{cases} 
1 & (i = j) \\
0 & (i \neq j)
\end{cases}
\]  

From experimental evidence, for small strains, creep is a constant volume process, and a hydrostatic stress state has no effect on creep behaviour in the primary and secondary stages. Since creep behaviour is incompressible, the principal strain rates can be written as follows:

\[
\dot{\varepsilon}_1^c + \dot{\varepsilon}_2^c + \dot{\varepsilon}_3^c = 0
\]  

A von Mises effective or equivalent stress, \( \sigma_{eff} \), which governs the creep behaviour in multiaxial creep formulations, is defined as follows:

\[
\sigma_{eff} = \left( \frac{3}{2} S_{ij} S_{ij} \right)^{\frac{1}{2}} = \frac{1}{\sqrt{2}} \left[ (\sigma_1 - \sigma_2)^2 + (\sigma_2 - \sigma_3)^2 + (\sigma_1 - \sigma_3)^2 \right]^{\frac{1}{2}}
\]  

or in terms of the Cartesian stresses

\[
\sigma_{eff} = \frac{1}{\sqrt{2}} \left[ (\sigma_{xx} - \sigma_{yy})^2 + (\sigma_{yy} - \sigma_{zz})^2 + (\sigma_{xz} - \sigma_{zz})^2 + 6(\tau_{xy}^2 + \tau_{yz}^2 + \tau_{xz}^2) \right]^{\frac{1}{2}}
\]  

where \( \tau_{xy}, \tau_{yz} \) and \( \tau_{xz} \) are shear stresses.

Similarly, the effective creep strain rate, \( \dot{\varepsilon}_{eff}^c \), can be written as follows:
or in terms of the Cartesian strains

\[ \dot{\varepsilon}_{\text{eff}}^c = \frac{\sqrt{2}}{3} \left[ (\dot{\varepsilon}_{xx}^c - \dot{\varepsilon}_{yy}^c)^2 + (\dot{\varepsilon}_{yy}^c - \dot{\varepsilon}_{zz}^c)^2 + (\dot{\varepsilon}_{zz}^c - \dot{\varepsilon}_{xx}^c)^2 + 6(\dot{\gamma}_{xy}^2 + \dot{\gamma}_{yz}^2 + \dot{\gamma}_{zx}^2) \right]^{\frac{1}{2}} \]  (2.25)
Differentiating this equation with time and substituting into equation (2.27), the proportionality factor, $\lambda$, can be written as follows:

$$\lambda = \frac{3}{2} m B \left( \sigma_{\text{eff}} \right)^{(n-1)} t^{(m-1)} \quad (2.29)$$

For the global creep strain rates, based on time hardening rule, an expression can be obtained by substituting the proportionality factor, $\lambda$, of equation (2.29) into the flow rule of equation (2.26), as follows:

$$\dot{\varepsilon}_y^c = \frac{3}{2} m B \left( \sigma_{\text{eff}} \right)^{(n-1)} S_y t^{(m-1)} \quad (2.30)$$

Similarly, if the strain hardening rule of equation (2.10) is applied, the creep law becomes:

$$\dot{\varepsilon}_y^c = \frac{3}{2} m B \left( \sigma_{\text{eff}} \right)^{(n-1)} \left( \frac{1}{m} S_y \left( \varepsilon_{\text{eff}}^c \right)^{\frac{m-1}{m}} \right) \quad (2.31)$$

or can be written in the same form of the time hardening rule by changing the time $t$ to the effective time $t_{\text{eff}}$ as follows:

$$\dot{\varepsilon}_y^c = \frac{3}{2} m B \left( \sigma_{\text{eff}} \right)^{(n-1)} S_y t_{\text{eff}}^{(m-1)} \quad (2.32)$$

where $t_{\text{eff}}$ is defined as follows:

$$t_{\text{eff}} = \left[ \frac{\varepsilon_{\text{eff}}^c}{B \sigma_{\text{eff}}^n} \right]^{\frac{1}{m}} \quad (2.33)$$

The above multiaxial formulation is based on the uniaxial creep law, therefore, it is not suitable for stress reversal situations.
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Figure 2.3 The Creep Strain Rate Response With Time.
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Figure 2.4 (a) Isochronous Creep Curves, (b) Isostrain Creep Curves.
Figure 2.5 Time and Strain Hardening Assumptions.
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Boundary Element Method for Two-Dimensional Creep Problems

The BEM has been widely used to solve many engineering problems because of its advantages over the FEM (see, for example, Becker [1992] and El-Zafrany [1993]). The advantages of the BEM are:

1. The dimensionality of the problem is reduced by one. This means that the two-dimensional problems are modelled on the boundary only and the surface only for the three-dimensional problems. Therefore, it takes less time for data preparation.

2. The stresses at internal points are accurate because no approximation is imposed on the solution at internal points.

3. The BEM takes less computational time for the same level of accuracy because of less number of nodes and elements.

4. The BEM can be easily applicable to incompressible materials where Poisson’s ratio equals 0.5.

There are also some disadvantages of the BEM as follows:

1. The BE solution is poor for thin shell analysis where the distance between nodal points on either side of the shell thickness is very small. This causes inaccuracies in the numerical integration.

2. The BE solution matrix is fully populated and unsymmetric. Therefore, it needs a large space in the computer memory. But comparing with the FE solution for the same level of accuracy, the BE solution still needs less memory space.

3. In non-linear problems, the interior must be modelled.
In the following sections, the analytical formulation and numerical implementation of the BEM for creep problems are presented.

3.1 Analytical Formulation

The BE formulation presented in this section is based on the direct approach which uses actual physical quantities as variables. To derive the BE formulation, the displacement differential equations (Navier equations) have to be derived first and then the point load (Kelvin) solution is used to obtain the fundamental solution. Subsequently, Betti’s reciprocal work theorem is used to obtain the boundary integral equation (see, for example, Telles and Brebbia [1981]).

The displacement differential equations can be derived from three relationships: equilibrium of a differential element, stress-strain equations (Hooke’s law), and strain-displacement equations (strain definitions).

3.1.1 The Displacement Differential Equations (Navier Equations)

Consider a small differential element shown in Figure 3.1. The equilibrium equations can be written, as follows (see, for example, Spencer [1968]):

\[
\frac{\partial \sigma_{ij}}{\partial x_i} + f_j = 0
\]

(3.1)

where \(f_j\) is the body force per unit volume in the \(j\)-direction.
In the absence of thermal strains, the stress-strain equations (Hooke’s law) are defined as follows:

\[
\begin{align*}
\varepsilon_{xx} &= \frac{1}{E}\left[\sigma_{xx} - \nu(\sigma_{yy} + \sigma_{zz})\right] \\
\varepsilon_{yy} &= \frac{1}{E}\left[\sigma_{yy} - \nu(\sigma_{xx} + \sigma_{zz})\right] \\
\varepsilon_{zz} &= \frac{1}{E}\left[\sigma_{zz} - \nu(\sigma_{xx} + \sigma_{yy})\right] \\
\varepsilon_{xy} &= \frac{1}{2\mu}\sigma_{xy} \\
\varepsilon_{yz} &= \frac{1}{2\mu}\sigma_{yz} \\
\varepsilon_{xz} &= \frac{1}{2\mu}\sigma_{xz}
\end{align*}
\] (3.2)

where \(E\) is Young’s modulus, \(\nu\) is Poisson’s ratio and \(\mu\) is the shear modulus. These material properties are not independent. Their relationship is defined as follows:

\[
\mu = \frac{E}{2(1 + \nu)}
\] (3.3)

For two-dimensional plane strain conditions (\(\sigma_{zz} = 0\)), equation (3.2) becomes:

\[
\begin{align*}
\varepsilon_{xx} &= \left(\frac{1 - \nu^2}{E}\right)\sigma_{xx} + \left[\frac{-\nu(1 + \nu)}{E}\right]\sigma_{yy} \\
\varepsilon_{yy} &= \left[\frac{-\nu(1 + \nu)}{E}\right]\sigma_{xx} + \left(\frac{1 - \nu^2}{E}\right)\sigma_{yy} \\
\varepsilon_{xy} &= \frac{1}{2\mu}\sigma_{xy}
\end{align*}
\] (3.4)

For two-dimensional plane stress conditions (\(\sigma_{zz} = 0\)), equation (3.2) becomes:
Both plane strain (equation (3.4)) and plane stress (equation (3.5)) equations can be written in one form by using new effective material properties, $E^*, \nu^*$ and $\mu^*$. By sticking to plane strain equations, the new equations which cover both plane strain and plane stress conditions can be written, as follows:

\[
\begin{align*}
\varepsilon_{xx} &= \left(\frac{1 - \nu^*}{E^*}\right) \sigma_{xx} + \left(\frac{-\nu^*(1+\nu^*)}{E^*}\right) \sigma_{yy} \\
\varepsilon_{yy} &= \frac{1}{2\mu^*} \sigma_{yy} \\
\varepsilon_{xy} &= \frac{1}{2J^*} a_{xy}
\end{align*}
\]

(3.6)

where

\[
E^* = E; \quad \nu^* = \nu; \quad \mu^* = \mu \quad \text{for plane strain}
\]

\[
E^* = \frac{E(1+2\nu)}{(1+\nu)^2}; \quad \nu^* = \frac{\nu}{1+\nu}; \quad \mu^* = \mu \quad \text{for plane stress}
\]

(3.7)

For convenience, the asterisk will be dropped from the material properties but are still implied unless otherwise stated. The equation (3.6) can be rearranged so that the stress is a function of the strain, as follows:

\[
\sigma_{ij} = \frac{2\mu \nu}{1-2\nu} \delta_{ij} \varepsilon_{nm} + 2\mu \varepsilon_{ij}
\]

(3.8)

where $\delta_{ij}$ is the Kronecker delta defined in equation (2.20). For small strains, the strain-displacement equations are defined, as follows:
By substituting the strain-displacement relationship of equation (3.9) into the stress-strain relationship of equation (3.8), the stress-displacement equations can be obtained, as follows:

$$
\sigma_{ij} = \frac{2\mu\nu}{1-2\nu} \frac{\partial u_i}{\partial x_j} \delta_{ij} + \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right)
$$  \hspace{1cm} (3.10)

By substituting the stress-displacement relationship of equation (3.10) into the force equilibrium of equation (3.1), the displacement differential equations can be obtained, as follows:

$$
\frac{\partial^2 u_i}{\partial x_i \partial x_j} + \frac{1}{(1-2\nu)} \frac{\partial^2 u_j}{\partial x_i \partial x_j} = -\frac{f_i}{\mu}
$$  \hspace{1cm} (3.11)

The displacement differential equations are called the Navier equations. The Navier equations are difficult to solve analytically. It can be solved by expressing the displacement vectors in term of another vectors, as follows:

$$
u_i = \frac{\partial^2 G_j}{\partial x_j \partial x_j} - \frac{1}{2(1-\nu)} \frac{\partial^2 G_j}{\partial x_i \partial x_j}
$$  \hspace{1cm} (3.12)

The vector $G$ is called the Galerkin vector. By substituting equation (3.12) into Navier equation of equation (3.11), the biharmonic equations are obtained:

$$
\nabla^4 G_i = \nabla^2 \left( \nabla^2 G_i \right) = -\frac{f_i}{\mu}
$$  \hspace{1cm} (3.13)
where $\nabla^2$ is the Laplacian operator which is defined as:

$$\nabla^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}$$

(3.14)

### 3.1.2 Kelvin Solution

The fundamental solution of equation (3.13) can be obtained by considering the physical domain of Figure 3.2 with load point $p$ of coordinates $X_p$ and $Y_p$ and a field point $Q$ on the boundary of coordinates of $x_Q$ and $y_Q$. Capital letters mean fixed coordinates and lower case letters mean variable coordinates. The Kelvin solution, which is a three-dimensional solution of a unit point force in an infinite medium, is used to obtain the fundamental solution and must satisfy two physical conditions:

(i) All stresses must become zero as the distance between point $p$ and $Q$ tends to infinity.

(ii) The stresses must be singular at 'p' itself, i.e. the stresses become infinity as the distance between point $p$ and $Q$ tends to zero.

The Galerkin vectors, which are the solutions of equation (3.13) and satisfy both physical conditions, are given by:

$$G_x = G_y = \frac{1}{8\pi\mu} r^2(p,Q) \ln \left( \frac{1}{r(p,Q)} \right)$$

(3.15)

where $r(p,Q)$ is a distance between point $p$ and $Q$ and defined as follows:

$$r(p,Q) = \sqrt{(X_p - x_Q)^2 + (Y_p - y_Q)^2}$$

(3.16)
By substituting the Galerkin vector of equation (3.15) into the displacement vector of equation (3.12), the displacement vector can be written:

\[
 u_i = \frac{1}{8\pi\mu(1-\nu)} \left\{ (3-4\nu)\ln \frac{1}{r(p,Q)} \delta_{ij} + \frac{\partial r(p,Q)}{\partial x_i} \frac{\partial r(p,Q)}{\partial x_j} \right\} x e_j \quad (3.17)
\]

The displacement vector can be written in the form of tensor functions, as follows:

\[
 u_i = U_y(p,Q) e_j \quad (3.18)
\]

where the function \( U_y(p,Q) \) are given by

\[
 U_y(p,Q) = \frac{1}{8\pi\mu(1-\nu)} \left\{ (3-4\nu)\ln \frac{1}{r(p,Q)} \delta_{ij} + \frac{\partial r(p,Q)}{\partial x_i} \frac{\partial r(p,Q)}{\partial x_j} \right\} \quad (3.19)
\]

The functions \( U_y(p,Q) \) are called the displacement kernels where the first subscript refers to the direction of the displacement of the boundary point \( Q \) due to a unit load at interior load point \( p \) in the direction of the second subscript.

The traction vector can be derived by differentiating the displacement vector of equation (3.17) and substituting into the stress-strain equation (3.8), as follows:

\[
 t_i = \frac{-1}{4\pi(1-\nu)r(p,Q)} \left( (1-2\nu)\delta_{ij} + 2 \frac{\partial r(p,Q)}{\partial x_i} \frac{\partial r(p,Q)}{\partial x_j} \right) x e_j \quad (3.20)
\]

\[
 -\frac{1-2\nu}{4\pi(1-\nu)r(p,Q)} \left[ \frac{\partial r(p,Q)}{\partial x_j} n_j - \frac{\partial r(p,Q)}{\partial x_i} n_i \right] x e_j
\]

Similar to the displacement vector, the traction vector can be written in the form of tensor function as follows:

\[
 t_i = T_y(p,Q) e_j \quad (3.21)
\]

where the function \( T_y(p,Q) \) are given by
The function $T_y(p,Q)$ are called the traction kernels. The normal derivative $\frac{\partial r}{\partial n}$ is given by

$$\frac{\partial r}{\partial n} = \frac{\partial r}{\partial x} \frac{\partial x}{\partial n} + \frac{\partial r}{\partial y} \frac{\partial y}{\partial n}$$

(3.23)

where $\frac{\partial r}{\partial x}$ and $\frac{\partial r}{\partial y}$ are given by differentiating equation (3.16), as follows:

$$\frac{\partial r(p,Q)}{\partial x} = \frac{x_Q - X_p}{r(p,Q)}$$

$$\frac{\partial r(p,Q)}{\partial y} = \frac{y_Q - Y_p}{r(p,Q)}$$

(3.24)

and $\frac{\partial x}{\partial n}$ and $\frac{\partial y}{\partial n}$ are the components of the unit outward normal in the $x$ and $y$ directions, $n_x$ and $n_y$, as follows:

$$n_x = \frac{\partial x}{\partial n}$$

$$n_y = \frac{\partial y}{\partial n}$$

(3.25)

### 3.1.3 Reciprocal Work Theorem (Betti's Theorem)

Consider an isotropic and elastic body in equilibrium under two different sets of stresses and strains: set (a) of applied stresses $\sigma^{(a)}_y$ which cause strains $\varepsilon^{(a)}_y$ and set (b) of applied stresses $\sigma^{(b)}_y$ which cause strains $\varepsilon^{(b)}_y$. The Betti's theorem states that the work done by the stresses of system (a) on the displacements of system (b) is equal to
the work done by the stresses of system \((b)\) on the displacements of system \((a)\).

Therefore, this theorem can be written, as follows:

\[
\int_{V} \sigma_{ij}^{(a)} \varepsilon_{ij}^{(b)} \, dV = \int_{V} \sigma_{ij}^{(b)} \varepsilon_{ij}^{(a)} \, dV \tag{3.26}
\]

The above equation can be written in terms of stresses and displacements, as follows:

\[
\frac{1}{2} \int_{V} \sigma_{ij}^{(a)} \left[ \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right] \, dV = \frac{1}{2} \int_{V} \sigma_{ij}^{(b)} \left[ \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right] \, dV \tag{3.27}
\]

Using the summation convention, the above equation can be written:

\[
\int_{V} \sigma_{ij}^{(a)} \frac{\partial u_i}{\partial x_j} \, dV = \int_{V} \sigma_{ij}^{(b)} \frac{\partial u_i}{\partial x_j} \, dV \tag{3.28}
\]

The left-hand side term can be expanded, as follows:

\[
\int_{V} \sigma_{ij}^{(a)} \frac{\partial u_i}{\partial x_j} \, dV = \int_{V} \left[ \frac{\partial \sigma_{ij}^{(a)} u_i^{(b)}}{\partial x_j} - \frac{\partial \sigma_{ij}^{(a)}}{\partial x_j} u_i^{(b)} \right] \, dV \tag{3.29}
\]

The last term can be substituted by equilibrium equation (3.1), as follows:

\[
\int_{V} \sigma_{ij}^{(a)} \frac{\partial u_i}{\partial x_j} \, dV = \int_{V} \left[ \frac{\partial (\sigma_{ij}^{(a)} u_i^{(b)})}{\partial x_j} \right] \, dV + \int_{V} f_i^{(a)} u_i^{(b)} \, dV \tag{3.30}
\]

Applying Green’s theorem (also called divergence theorem) which transforms a
volume integral into a surface integral, as follows:

\[
\int_{V} \frac{\partial f_i}{\partial x_i} \, dV = \int_{\Gamma} \mathbf{f} \cdot \mathbf{n} \, d\Gamma \tag{3.31}
\]
into the first term of the right-hand side of equation (3.30), results in:

\[ \int \sigma_{i}^{(a)} \frac{\partial u_{i}^{(b)}}{\partial x_j} \, dV = \int (\sigma_{i}^{(a)} u_{i}^{(b)}) n_j \, d\Gamma + \int f_{i}^{(a)} u_{i}^{(b)} \, dV \tag{3.32} \]

Applying the stress-traction relationship, which is, in tensor notation:

\[ t_{i} = \sigma_{i} n_{j} \tag{3.33} \]

into equation (3.32), the equation becomes:

\[ \int \sigma_{i}^{(a)} \frac{\partial u_{i}^{(b)}}{\partial x_j} \, dV = \int t_{i}^{(a)} u_{i}^{(b)} \, d\Gamma + \int f_{i}^{(a)} u_{i}^{(b)} \, dV \tag{3.34} \]

Using the same procedure as above for the right-hand side term of equation (3.28),
gives:

\[ \int \sigma_{i}^{(b)} \frac{\partial u_{i}^{(a)}}{\partial x_j} \, dV = \int t_{i}^{(b)} u_{i}^{(a)} \, d\Gamma + \int f_{i}^{(b)} u_{i}^{(a)} \, dV \tag{3.35} \]

By substituting equation (3.34) and (3.35) into equation (3.28), the equation for Betti’s
theorem becomes:

\[ \int t_{i}^{(a)} u_{i}^{(b)} \, d\Gamma + \int f_{i}^{(a)} u_{i}^{(b)} \, dV = \int t_{i}^{(b)} u_{i}^{(a)} \, d\Gamma + \int f_{i}^{(b)} u_{i}^{(a)} \, dV \tag{3.36} \]

The above equation can be used to derive an boundary integral equation by setting set
(a) to be the actual problem to be solved, where the traction and displacement vectors
\( t_{i}^{(a)} \) and \( u_{i}^{(a)} \) are unknown and satisfy the boundary conditions of the actual problem,
and set (b) to be a known set of traction and displacement vectors \( t_{i}^{(b)} \) and \( u_{i}^{(b)} \) which
must be valid for any geometry in equilibrium. In this case, the three-dimensional
Kelvin solution for tractions and displacements at any surface point $Q$ due to a unit load applied on an interior point $p$ in an infinite domain is used for set (b). Therefore, the displacement and traction vectors of both systems can be written, as follows:

$$
\begin{align*}
\mathbf{u}^{(a)}_i &= \mathbf{u}_i(Q), & \mathbf{t}^{(a)}_i &= \mathbf{t}_i(Q), & f^{(a)}_i &= f_i(q) \\
\mathbf{u}^{(b)}_i &= U_y(p,Q)\mathbf{e}_j, & \mathbf{t}^{(b)}_i &= T_y(p,Q)\mathbf{e}_j, & f^{(b)}_i &= 0
\end{align*}
$$

(3.37)

where $U_y(p,Q)$ and $T_y(p,Q)$ can be obtained from equation (3.19) and (3.22), respectively. Note that $q$ is a point inside the solution domain. By substituting equation (3.37) into equation (3.36), the equation becomes:

$$
\int T_y(p,Q)\mathbf{t}_i(Q)\,d\Gamma + \int U_y(p,q)f_i(q)\,dV = \int T_y(p,Q)\mathbf{u}_i(Q)\,d\Gamma
$$

(3.38)

The Kelvin solution is singular when point $p$ coincides with point $Q$. To solve this problem, a sphere of an infinitesimal radius $\varepsilon$ and surface area $\Gamma_\varepsilon$ is used to surround the interior point $p$ and examine the integrals as $\varepsilon \to 0$. Therefore, the boundary integral equation becomes:

$$
\mathbf{u}_i(p) + \int T_y(p,Q)\mathbf{u}_i(Q)\,d\Gamma = \int U_y(p,Q)\mathbf{t}_i(Q)\,d\Gamma + \int U_y(p,q)f_i(q)\,dV
$$

(3.39)

This equation is known as the Somigliana identity for the displacements. In the absence of body forces, the above equation becomes:

$$
\mathbf{u}_i(p) + \int T_y(p,Q)\mathbf{u}_i(Q)\,d\Gamma = \int U_y(p,Q)\mathbf{t}_i(Q)\,d\Gamma
$$

(3.40)

or in terms of second-order kernels $U_y$ and $T_y$:

$$
\begin{bmatrix}
\mathbf{u}_x(p) \\
\mathbf{u}_y(p) \\
\mathbf{u}_z(p)
\end{bmatrix} + \int \begin{bmatrix}
T_{xx}(p,Q) & T_{xy}(p,Q) \\
T_{yx}(p,Q) & T_{yy}(p,Q) \\
T_{zx}(p,Q) & T_{zy}(p,Q)
\end{bmatrix} \begin{bmatrix}
\mathbf{u}_x(Q) \\
\mathbf{u}_y(Q) \\
\mathbf{u}_z(Q)
\end{bmatrix} \,d\Gamma = \int \begin{bmatrix}
U_{xx}(p,Q) & U_{xy}(p,Q) \\
U_{yx}(p,Q) & U_{yy}(p,Q) \\
U_{zx}(p,Q) & U_{zy}(p,Q)
\end{bmatrix} \begin{bmatrix}
\mathbf{t}_x(Q) \\
\mathbf{t}_y(Q) \\
\mathbf{t}_z(Q)
\end{bmatrix} \,d\Gamma
$$

(3.41)
The interior stresses at point \( p \) can be obtained by differentiating the BIE of equation (3.40) at \( p \) and substituting in the Hooke's law equation (3.10), as follows (see, for example, Becker [1992]):

\[
\sigma_y(p) + \int \left[ \frac{2\mu}{1-2\nu} \frac{\partial T_mk(p,Q)}{\partial x_m} + \mu \left( \frac{\partial T_mk(p,Q)}{\partial x_j} + \frac{\partial T_{jk}(p,Q)}{\partial x_i} \right) \right] u_k(Q) d\Gamma \\
= \int \left[ \frac{2\mu}{1-2\nu} \frac{\partial U_mk(p,Q)}{\partial x_m} + \mu \left( \frac{\partial U_mk(p,Q)}{\partial x_j} + \frac{\partial U_{jk}(p,Q)}{\partial x_i} \right) \right] t_k(Q) d\Gamma \\
\tag{3.42}
\]

or in terms of new third-order kernels \( S_{kij} \) and \( D_{kij} \), as follows:

\[
\sigma_y(p) + \int S_{kij}(p,Q) u_k(Q) d\Gamma = \int D_{kij}(p,Q) t_k(Q) d\Gamma \\
\tag{3.43}
\]

where

\[
S_{kij}(p,Q) = \frac{\mu}{2\pi(1-\nu)} \left( \frac{1}{r^2} \right) n_i \left[ 2\nu \frac{\partial r}{\partial x_j} \frac{\partial r}{\partial x_k} + (1-2\nu) \delta_{jk} \right] \\
+ \frac{\mu}{2\pi(1-\nu)} \left( \frac{1}{r^2} \right) n_j \left[ 2\nu \frac{\partial r}{\partial x_i} \frac{\partial r}{\partial x_k} + (1-2\nu) \delta_{ik} \right] \\
+ \frac{\mu}{2\pi(1-\nu)} \left( \frac{1}{r^2} \right) n_k \left[ 2(1-2\nu) \frac{\partial r}{\partial x_i} \frac{\partial r}{\partial x_j} - (1-4\nu) \delta_{ij} \right] \\
+ \frac{\mu}{\pi(1-\nu)} \left( \frac{1}{r^2} \right) \frac{\partial r}{\partial n} \left[ (1-2\nu) \delta_{ij} \frac{\partial r}{\partial x_k} + \nu \left( \delta_{jk} \frac{\partial r}{\partial x_i} + \delta_{ik} \frac{\partial r}{\partial x_j} \right) - 4 \frac{\partial r}{\partial x_i} \frac{\partial r}{\partial x_j} \frac{\partial r}{\partial x_k} \right] \\
\tag{3.44}
\]

\[
D_{kij}(p,Q) = \frac{1}{4\pi(1-\nu)} \left( \frac{1}{r} \right) \left[ (1-2\nu) \left( \delta_{jk} \frac{\partial r}{\partial x_i} + \delta_{ik} \frac{\partial r}{\partial x_j} - \delta_{ij} \frac{\partial r}{\partial x_k} \right) + 2 \frac{\partial r}{\partial x_i} \frac{\partial r}{\partial x_j} \frac{\partial r}{\partial x_k} \right] \\
\tag{3.45}
\]

For solving the boundary-only problem, the interior load point \( p \) has to move to the boundary and referred to as \( P \). Therefore, the boundary integral equation (3.40) can be written, as follows:
There are two approaches, direct and indirect approaches, to calculate the function $C_y(P)$. In the direct approach, the boundary point $P$ is surrounded by a small circle of radius $\varepsilon$ and each term is taken in equation (3.46) in the limit as $\varepsilon \to 0$, as follows (see, for example, Brebbia et al. [1984]):

$$C_y(P) = \delta_y + \lim_{\varepsilon \to 0} \int_{\Gamma_y} T_y(P,Q) d\Gamma$$

In the indirect approach, the rigid body motion, which results in zero tractions everywhere, is used.

### 3.1.4 The BEM for Two-Dimensional Creep Problems

The BE formulation for creep problems can be obtained by using a similar procedure as that of the BE formulation for elastostatic problems. Mukherjee [1982b] has shown that the BE formulation for time-dependent (creep) viscoplasticity has the same form as that for time-independent (plastic) viscoplasticity, except for two differences. The first is that the plastic strain rates are replaced by the creep strain rates. The second is that a rate form is used with real time. Generally, there are two types of the BE formulations for creep. One is based on an initial strain approach, and the other is based on an initial stress approach. In this chapter, the initial strain approach is used because this approach is suitable for traction-controlled problems and for strain hardening materials.
The above boundary integral equations are for elasticity which assume that the total strain consists of the elastic strain only. To derive the boundary integral equations for creep problems, the total strain is assumed to comprise the elastic strain \( \varepsilon^e \) and the creep strain \( \varepsilon^c \) as follows:

\[
\varepsilon = \varepsilon^e + \varepsilon^c
\]  

Since creep behaviour is time and path dependent, the BE formulation must be written in rate form. Therefore, the total strain in rate form can be written as follows:

\[
\dot{\varepsilon} = \dot{\varepsilon}^e + \dot{\varepsilon}^c
\]  

The elastic strain rate can be written in terms of the total strain rate and the creep strain rate as follows:

\[
\dot{\varepsilon}^e = \dot{\varepsilon} - \dot{\varepsilon}^c
\]  

The force equilibrium equation (3.1) can be written in rate form as follows:

\[
\frac{\partial \sigma_{ij}}{\partial x_i} + \dot{f}_j = 0
\]  

The stress-strain equation (3.8) can be written in the rate form as follows:

\[
\dot{\sigma}_{ij} = \frac{2\mu
}{1-2\nu} \sigma_{ij} \dot{\varepsilon}_{mn} + 2\mu \dot{\varepsilon}_{ij}^c
\]  

And the strain-displacement equation (3.9) can be written in the rate form as follows:
\[ \dot{\epsilon}_y = \frac{\partial \dot{u}_i}{\partial x_j} + \frac{\partial \dot{u}_j}{\partial x_i} \]  

Substituting equation (3.50) into equation (3.52), the equation becomes:

\[ \sigma_y = \frac{2\mu v}{1-2v} \delta_{yy} \epsilon_{mm} + 2\mu \dot{\epsilon}_y - \left( \frac{2\mu v}{1-2v} \delta_{yy} \dot{\epsilon}_y^c + 2\mu \dot{\epsilon}_y^c \right) \]  

Substituting equation (3.53) into equation (3.54) and then applying the result into equation (3.51), the displacement differential equation can be obtained as follows:

\[ \frac{\partial \dot{u}_i}{\partial x_j} \frac{1}{1-2v} \frac{\partial \dot{u}_j}{\partial x_i} + k \left( \frac{\partial \dot{\epsilon}_y}{\partial x_i} + 2\frac{\partial \dot{\epsilon}_y^c}{\partial x_i} \right) = \frac{\dot{f}_i}{\mu} \]  

where the effective material properties of equation (3.7) are still held and the parameter \( k \) is defined as:

\[ k = 0 \quad \text{for plane strain} \ (\epsilon_{zz} = 0) \]

\[ k = \frac{2v}{1-2v} \quad \text{for plane stress} \ (\sigma_{zz} = 0) \]  

The direct BE formulation for creep based on an initial strain approach can be obtained by using Betti’s theorem and including the effects of creep. Therefore, the boundary integral equation, excluding body force effects, can be written as before for the elastostatic problems with an additional term containing an initial strain rate as follows (see, for example, Lee and Fenner [1986]):

\[ \dot{u}_i(p) + \int_T T_i(p, Q) \dot{u}_j(Q) d\Gamma(Q) = \int_T U_i(p, Q) \dot{\epsilon}_j(Q) d\Gamma(Q) + \int_A W_{ij}(p, q) \dot{\epsilon}_y^c(q) dA(q) \]  

(3.57)
where the kernels \( T_{ij} \) and \( U_{ij} \) are the same kernels as those of elastostatic problems and \( W_{kj} \) is the third-order kernel for the stress at the field point due to a unit orthogonal load at the load point in the \( k^{th} \) direction and can be expressed as follows:

\[
W_{kj}(p,q) = -\frac{1}{4\pi(1-\nu)} \left( \frac{1}{r} \right) \left[ (1-2\nu) \left( \delta_{jk} \frac{\partial r}{\partial x_i} + \delta_{ik} \frac{\partial r}{\partial x_j} - k_i \delta_{ij} \frac{\partial r}{\partial x_k} \right) + 2 \frac{\partial r}{\partial x_i} \frac{\partial r}{\partial x_j} \frac{\partial r}{\partial x_k} \right]
\]

(3.58)

where the parameter \( k_1 \) is given as follows:

\[
k_1 = \begin{cases} 
\frac{1}{1-2\nu} & \text{for plane strain} \\
1 & \text{for plane stress}
\end{cases}
\]

(3.59)

To solve the boundary-only problem, the interior load point \( p \) has to move to the boundary and referred to it as \( P \). Therefore, the equation (3.57) can be written as follows:

\[
C_y(P)\tilde{u}_i(P) + \int_T T_{ij}(P,Q)\tilde{u}_j(Q)\Gamma(Q) = \int_T U_{ij}(P,Q)\gamma_j(Q)d\Gamma(Q) + \int_A W_{kj}(P,q)\delta_i^k(q)dA(q)
\]

(3.60)

### 3.2 Numerical Implementation

To solve the BIE solution of any shape of the boundary, numerical integration is the only method to obtain the solution. To perform the numerical integration of the boundary integral equation (3.60), the boundary and domain must be divided into a number of boundary elements and domain elements or cells. Each element and cell are defined by some nodal points. Over each element and cell, the variation of the
geometry and variables, which can be constant, linear, quadratic, cubic or higher order, must be derived.

In this section, isoparametric quadratic elements for boundary elements and eight-node quadrilateral elements for domain cells (see Figure 3.3), which use the quadratic order of variation for both the geometry and unknown variables, are used since they give the best compromise between accuracy and efficiency.

3.2.1 Division of the Boundary into Elements and the Domain into Cells

(a) Division of the Boundary into Elements

The boundary of the solution domain is divided into a number of connected elements. As mentioned previously, isoparametric quadratic elements are used. It is convenient to use a new coordinate system that is local to the element using an intrinsic variable \( \xi \) with its origin at the midpoint node and values -1 and +1 at the end nodes, as shown in Figure 3.3(a). Therefore, the geometry of an element can be described by the coordinates of its three nodes and the shape function, as follows:

\[
x_i(\xi) = \sum_{c=1}^{3} N_c(\xi)(x_i) = N_1(\xi)(x_i)_1 + N_2(\xi)(x_i)_2 + N_3(\xi)(x_i)_3 \quad (3.61)
\]

where the shape functions \( N_c(\xi) \) are quadratic functions that satisfy two conditions:

1. \( N_c(\xi) = 1 \) at the node \( c \) and,

2. \( N_c(\xi) = 0 \) at the other two nodes.

and are given as follows:
\[ N_1(\xi) = \frac{-\xi}{2}(1-\xi) \]
\[ N_2(\xi) = (1+\xi)(1-\xi) \]  \hspace{1cm} (3.62)
\[ N_3(\xi) = \frac{\xi}{2}(1+\xi) \]

Since the elements are isoparametric, the same shape functions can be used for the solution variables, as follows:

\[ \tilde{u}_i(\xi) = \sum_{c=1}^{3} N_c(\xi)(\tilde{u}_i)_c = N_1(\xi)(\tilde{u}_i)_1 + N_2(\xi)(\tilde{u}_i)_2 + N_3(\xi)(\tilde{u}_i)_3 \]
\[ \tilde{i}_i(\xi) = \sum_{c=1}^{3} N_c(\xi)(\tilde{i}_i)_c = N_1(\xi)(\tilde{i}_i)_1 + N_2(\xi)(\tilde{i}_i)_2 + N_3(\xi)(\tilde{i}_i)_3 \]  \hspace{1cm} (3.63)

(b) Division of the Domain into Cells

For the domain discretisation, the geometry of a quadrilateral element and the solution variables can be described by a quadratic shape function \( N_e(\xi) \) of two local intrinsic coordinates, \( \xi_1 \) and \( \xi_2 \), which vary from -1 to +1 (see Figure 3.3(b)) as follows:

\[ x_i(\xi_1,\xi_2) = \sum_{c=1}^{8} N_c(\xi_1,\xi_2)(x_i)_c \]
\[ \tilde{u}_i(\xi_1,\xi_2) = \sum_{c=1}^{8} N_c(\xi_1,\xi_2)(\tilde{u}_i)_c \]  \hspace{1cm} (3.64)
\[ \tilde{i}_i(\xi_1,\xi_2) = \sum_{c=1}^{8} N_c(\xi_1,\xi_2)(\tilde{i}_i)_c \]
\[ \tilde{\varepsilon}_y^e(\xi_1,\xi_2) = \sum_{c=1}^{8} N_c(\xi_1,\xi_2)(\tilde{\varepsilon}_y^e)_c \]

where the shape function \( N_c(\xi_1,\xi_2) \) is given as follows:
\[ N_1(\xi_1, \xi_2) = \frac{-1}{4} (1 - \xi_1)(1 - \xi_2)(1 + \xi_1 + \xi_2) \]

\[ N_2(\xi_1, \xi_2) = \frac{1}{2} (1 - \xi_1^2)(1 - \xi_2) \]

\[ N_3(\xi_1, \xi_2) = \frac{-1}{4} (1 + \xi_1)(1 - \xi_2)(1 - \xi_1 + \xi_2) \]

\[ N_4(\xi_1, \xi_2) = \frac{1}{2} (1 + \xi_1^2)(1 - \xi_2) \]

\[ N_5(\xi_1, \xi_2) = \frac{-1}{4} (1 + \xi_1)(1 + \xi_2)(1 - \xi_1 - \xi_2) \]

\[ N_6(\xi_1, \xi_2) = \frac{1}{2} (1 - \xi_1^2)(1 + \xi_2) \]

\[ N_7(\xi_1, \xi_2) = \frac{-1}{4} (1 - \xi_1)(1 + \xi_2)(1 + \xi_1 - \xi_2) \]

\[ N_8(\xi_1, \xi_2) = \frac{1}{2} (1 - \xi_1)(1 - \xi_2^2) \]

### 3.2.2 Numerical Integration of the Kernels

Since the variable from the boundary curve \( \Gamma \) has to transform to the local intrinsic coordinate \( \xi \), the Jacobian of transformation, \( J(\xi) \), must be calculated, as follows:

\[ J(\xi) = \frac{d\Gamma}{d\xi} = \sqrt{\left( \frac{dx(\xi)}{d\xi} \right)^2 + \left( \frac{dy(\xi)}{d\xi} \right)^2} \]  \hspace{1cm} (3.66)

To determine the components of the unit outward normal, the unit tangential vector, \( m \), is defined, as follows:

\[ m = \frac{m_x e_x}{|m|} + \frac{m_y e_y}{|m|} \]  \hspace{1cm} (3.67)

where the magnitude of the vector \( m \) is given by

\[ |m| = \sqrt{(m_x)^2 + (m_y)^2} = \sqrt{\left( \frac{dx(\xi)}{d\xi} \right)^2 + \left( \frac{dy(\xi)}{d\xi} \right)^2} \]  \hspace{1cm} (3.68)
which is equal to the Jacobian $J(\xi)$. Therefore, the components of the unit tangential vector can be written, as follows:

$$m_x = \frac{1}{J(\xi)} \left[ \frac{dx(\xi)}{d\xi} \right]$$

$$m_y = \frac{1}{J(\xi)} \left[ \frac{dy(\xi)}{d\xi} \right] \quad (3.69)$$

The normal vector is equal to the cross product of the vector $m$ and $e_z$, which is the unit vector in the z-direction normal to the two-dimensional plane, as follows:

$$n = m \times e_z$$

$$= \begin{vmatrix} e_x & e_y & e_z \\ dx(\xi)/d\xi & dy(\xi)/d\xi & 0 \\ 0 & 0 & 1 \end{vmatrix}$$

$$= \left[ \frac{dy(\xi)}{d\xi} \right] e_x - \left[ \frac{dx(\xi)}{d\xi} \right] e_y \quad (3.70)$$

Therefore, the components of the unit outward normal can be written, as follows:

$$n_x = \frac{1}{J(\xi)} \left[ \frac{dy(\xi)}{d\xi} \right]$$

$$n_y = -\frac{1}{J(\xi)} \left[ \frac{dx(\xi)}{d\xi} \right] \quad (3.71)$$

The differentials of the coordinates $x(\xi)$ and $y(\xi)$ with respect to $\xi$ are given by

$$\frac{dx(\xi)}{d\xi} = \frac{dN_1(\xi)}{d\xi} x_1 + \frac{dN_2(\xi)}{d\xi} x_2 + \frac{dN_3(\xi)}{d\xi} x_3$$

$$\frac{dy(\xi)}{d\xi} = \frac{dN_1(\xi)}{d\xi} y_1 + \frac{dN_2(\xi)}{d\xi} y_2 + \frac{dN_3(\xi)}{d\xi} y_3 \quad (3.72)$$
where the differentials of the shape functions are given by

\[
\frac{dN_1(\xi)}{d\xi} = \xi - \frac{1}{2}
\]
\[
\frac{dN_2(\xi)}{d\xi} = -2\xi
\]
\[
\frac{dN_3(\xi)}{d\xi} = \xi + \frac{1}{2}
\]  
(3.73)

For quadrilateral elements, the Jacobian of transformation, \(J(\xi_1, \xi_2)\), can be written as follows:

\[
J(\xi_1, \xi_2) = \frac{\partial (x, y)}{\partial (\xi_1, \xi_2)} = \begin{vmatrix}
\frac{\partial x}{\partial \xi_1} & \frac{\partial y}{\partial \xi_1} \\
\frac{\partial x}{\partial \xi_2} & \frac{\partial y}{\partial \xi_2}
\end{vmatrix}
\]

(3.74)

The boundary integral equations (3.60) can now be written in terms of the local coordinate \(\xi, \xi_1, \xi_2\) as follows:

\[
C_y(P)\dot{u}_j(P) + \sum_{m=1}^{M} \sum_{c=1}^{3} \tilde{u}_j(Q) \int_{-1}^{1} T_{ij}(P, Q) N_c(\xi) J(\xi) d\xi = \sum_{m=1}^{M} \sum_{c=1}^{3} i_j(Q) \int_{-1}^{1} U_{ij}(P, Q) N_c(\xi) J(\xi) d\xi \\
+ \sum_{d=1}^{D} \sum_{c=1}^{8} \tilde{e}_{ij}(q) \int_{-1}^{1} W_{kd}(P, q) N_c(\xi_1, \xi_2) J(\xi_1, \xi_2) d\xi_1 d\xi_2
\]  
(3.75)

where \(M\) is the total number of the boundary elements and \(D\) is the total number of the domain cells. By taking each node in turn as the load point \(p\) and performing the integration, a set of linear equations can be written as follows:

\[
[A][\ddot{u}] = [B][\dot{u}] + [W][\ddot{\varepsilon}]
\]  
(3.76)
where the matrices \([A]\), \([B]\) and \([W]\) contain the integrals of the kernels \(T_{ij}\), \(U_{ij}\), and \(W_{kij}\), respectively. Note that the parameter \(C_{ij}(P)\) contributes only to the diagonal coefficients of the \([A]\) matrix (when \(P\) is equal to \(Q\)).

3.2.3 Singularity Treatment

For the boundary integrations, the \(U_{ij}\) and \(T_{ij}\) kernels contain terms of the order \(\ln(1/r)\) and \((1/r)\), respectively. Therefore, the kernels are singular as \(r \to 0\). Since the kernels are dependent on the distance between \(P\) and \(Q\), there are three possibilities of the positions of \(P\) and \(Q\).

1. \(P\) and \(Q\) are in different elements. In this case, the \(U_{ij}\) and \(T_{ij}\) kernels are not singular. Therefore, the integrals can be determined by using the standard Gaussian quadrature, as follows:

\[
\int_{-1}^{1} f(\xi) d\xi = \sum_{g=1}^{G} f(\xi_g) w_g
\]

(3.77)

where \(G\) is the total number of Gaussian integration points and \(\xi_g\) is the Gaussian coordinate with an associated weighting function \(w_g\).

2. \(P\) and \(Q\) are in the same element but \(P \neq Q\). In this case, the \(U_{ij}\) and \(T_{ij}\) kernels are singular but the shape function \(N_{e}(\xi)\) in the vicinity of \(P\) is of the order \(r(P,Q)\). Therefore, the product of the kernels and the shape function is not singular and the integrals can be evaluated by using the standard Gaussian quadrature.
3. \( P \) and \( Q \) are in the same element and \( P = Q \). In this case, the \( U_{ij} \) and \( T_{ij} \) kernels are singular and the standard Gaussian quadrature cannot be used. The \( U_{ij} \) kernel is singular of the order \( \ln(1/r) \) as \( r \to 0 \). This form of integral can be accurately calculated by using the special logarithmic Gaussian quadrature and changing the limits of integration to become 0 to 1, as follows:

\[
\int_{0}^{1} f(\eta) \ln\left(\frac{1}{\eta}\right) d\eta = \sum_{gl=1}^{Gl} f(\eta_{gl}) w_{gl} \quad (3.78)
\]

where \( Gl \) is the total number of logarithmic Gaussian integration points and \( \eta_{gl} \) is the Gaussian coordinate with an associated weighting function \( w_{gl} \). A simple linear transformation can be used to accommodate the 0 and 1 integration limits, as follows:

1. If \( P \) is the first node of the element, \( \eta = 0.5 (1 + \xi) \).
2. If \( P \) is the second node of the element, the element is divided into two sub-elements: \( \eta = -\xi \) (for \(-1 < \xi < 0\)) and \( \eta = \xi \) (for \(0 < \xi < 1\)).
3. If \( P \) is the third node of the element, \( \eta = 0.5 (1 - \xi) \).

The \( T_{ij} \) kernel is singular of the order \( 1/r \) as \( r \to 0 \). This means the diagonal coefficients of the \([A]\) matrix are singular. To evaluate these coefficients, this singular kernel needs a special treatment. Since the BIE matrices must apply to any physical problem with a unique solution, any physical problem can be chosen as long as the solution does not depend on the geometry. In elastostatic problems, the rigid body motion (constant displacement of all the nodes in any direction) is chosen. This motion results in zero tractions everywhere which makes the right-hand side of equation (3.76) zero:

\[
[A][u_c] = [B][0] = 0 \quad (3.79)
\]
where $u_c$ is a constant arbitrary displacement in any direction. Therefore, the sum of all the coefficients in any row of $[A]$ must be zero. The diagonal terms of $[A]$ can then be calculated as the sum of all the other non-diagonal coefficients, as follows:

$$[A]_{ii} = -\sum_{j=1, j\neq i}^{N} [A]_{ij}$$  \hspace{1cm} (3.80)$$

where $i$ and $j$ are the row and column counters, respectively, while $N$ is the total number of nodes.

On the domain integrations, the domain integral containing the $W_{kij}$ kernel which is singular of order $1/r$ requires special treatment. There are two possibilities for the position of load point $p$.

1. When $p$ is not a node of domain elements. In this case, there is no singularity of the $W_{kij}$ kernel. Therefore, the standard Gaussian quadrature (for area integrals) can be used as follows:

$$\sum_{m=1}^{G_m} \sum_{n=1}^{G_n} f(\xi_m, \xi_n) w_m w_n = \int_{-1}^{+1} \int_{-1}^{+1} f(\xi_1, \xi_2) d\xi_1 d\xi_2$$  \hspace{1cm} (3.81)$$

where $G_m$ and $G_n$ are the total number of Gaussian integration points and $\xi_m$ and $\xi_n$ are the Gaussian coordinates with associated weighting functions $w_m$ and $w_n$, respectively.

2. When $p$ is a node of a domain element. In this case, the $W_{kij}$ kernel is singular of order $1/r$. To deal with this singularity, the domain element must be divided into two or three triangular sub-elements depending on whether $p$ is a corner or midpoint node, as shown in Figure 3.4. The new set of local intrinsic coordinates, $\eta_1$ and $\eta_2$, with their
origin at the centre of the element and vary from -1 to +1, must be used and a new set of linear shape functions is defined as follows:

\[ \xi_1(\eta_1, \eta_2) = L_1(\eta_1, \eta_2)(\xi_1)_1 + L_2(\eta_1, \eta_2)(\xi_1)_2 + L_3(\eta_1, \eta_2)(\xi_1)_3 + L_4(\eta_1, \eta_2)(\xi_1)_4 \]
\[ \xi_2(\eta_1, \eta_2) = L_1(\eta_1, \eta_2)(\xi_2)_1 + L_2(\eta_1, \eta_2)(\xi_2)_2 + L_3(\eta_1, \eta_2)(\xi_2)_3 + L_4(\eta_1, \eta_2)(\xi_2)_4 \]

(3.82)

where the linear rectangular shape functions \( L_1, L_2, L_3 \) and \( L_4 \) are defined as follows:

\[
L_1(\eta_1, \eta_2) = \frac{1}{4}(1-\eta_1)(1-\eta_2) \\
L_2(\eta_1, \eta_2) = \frac{1}{4}(1+\eta_1)(1-\eta_2) \\
L_3(\eta_1, \eta_2) = \frac{1}{4}(1+\eta_1)(1+\eta_2) \\
L_4(\eta_1, \eta_2) = \frac{1}{4}(1-\eta_1)(1+\eta_2)
\]

(3.83)

When \( p \) is located at the vertex, the points 1 and 2 of rectangular are jointed together as follows:

\[
(\xi_1)_1 = (\xi_1)_2 \\
(\xi_2)_1 = (\xi_2)_2
\]

(3.84)

The Jacobian of transformation, \( J(\eta_1, \eta_2) \), is defined as:

\[
J(\eta_1, \eta_2) = \frac{\partial(\xi_1, \xi_2)}{\partial(\eta_1, \eta_2)} \\
\left| \begin{array}{cc}
\frac{\partial \xi_1}{\partial \eta_1} & \frac{\partial \xi_1}{\partial \eta_2} \\
\frac{\partial \xi_2}{\partial \eta_1} & \frac{\partial \xi_2}{\partial \eta_2}
\end{array} \right| \\
\left| \begin{array}{cc}
\frac{\partial \xi_1(\eta_1, \eta_2)}{\partial \eta_1} & \frac{\partial \xi_1(\eta_1, \eta_2)}{\partial \eta_2} \\
\frac{\partial \xi_2(\eta_1, \eta_2)}{\partial \eta_1} & \frac{\partial \xi_2(\eta_1, \eta_2)}{\partial \eta_2}
\end{array} \right|
\]

(3.85)
where the differentials of the coordinates, $\xi_1$ and $\xi_2$, with respect to $\eta_1$ and $\eta_2$ can be written as follows:

\[
\begin{align*}
\frac{\partial \xi_1(\eta_1, \eta_2)}{\partial \eta_1} &= \frac{\partial L_1(\eta_1, \eta_2)(\xi_1)_1}{\partial \eta_1} + \frac{\partial L_2(\eta_1, \eta_2)(\xi_1)_2}{\partial \eta_1} + \frac{\partial L_3(\eta_1, \eta_2)(\xi_1)_3}{\partial \eta_1} + \frac{\partial L_4(\eta_1, \eta_2)(\xi_1)_4}{\partial \eta_1} \\
\frac{\partial \xi_1(\eta_1, \eta_2)}{\partial \eta_2} &= \frac{\partial L_1(\eta_1, \eta_2)(\xi_1)_1}{\partial \eta_2} + \frac{\partial L_2(\eta_1, \eta_2)(\xi_1)_2}{\partial \eta_2} + \frac{\partial L_3(\eta_1, \eta_2)(\xi_1)_3}{\partial \eta_2} + \frac{\partial L_4(\eta_1, \eta_2)(\xi_1)_4}{\partial \eta_2} \\
\frac{\partial \xi_2(\eta_1, \eta_2)}{\partial \eta_1} &= \frac{\partial L_1(\eta_1, \eta_2)(\xi_2)_1}{\partial \eta_1} + \frac{\partial L_2(\eta_1, \eta_2)(\xi_2)_2}{\partial \eta_1} + \frac{\partial L_3(\eta_1, \eta_2)(\xi_2)_3}{\partial \eta_1} + \frac{\partial L_4(\eta_1, \eta_2)(\xi_2)_4}{\partial \eta_1} \\
\frac{\partial \xi_2(\eta_1, \eta_2)}{\partial \eta_2} &= \frac{\partial L_1(\eta_1, \eta_2)(\xi_2)_1}{\partial \eta_2} + \frac{\partial L_2(\eta_1, \eta_2)(\xi_2)_2}{\partial \eta_2} + \frac{\partial L_3(\eta_1, \eta_2)(\xi_2)_3}{\partial \eta_2} + \frac{\partial L_4(\eta_1, \eta_2)(\xi_2)_4}{\partial \eta_2}
\end{align*}
\]

where the differentials of the linear shape functions are given in Appendix A. Since the Jacobian $J(\eta_1, \eta_2)$ is of order $r$, the singularity of the $W_{kij}$ kernel is removed. Therefore, the integrals for these triangular sub-elements can be calculated by using standard Gaussian quadrature of equation (3.81).

### 3.2.4 Application of the Boundary Conditions

At this step, all of the coefficients of the $[A]$, $[B]$ and $[W]$ matrices have been calculated. The boundary conditions must be applied to obtain a unique solution. There are typically three types of boundary conditions: prescribed displacement rates, prescribed traction (or stress) rates and linear relationship between traction and displacement rates (e.g. spring attached to the boundary). Assuming that there are $N$ nodal points on the boundary, each node has four variables, $u_x$, $u_y$, $t_x$ and $t_y$. Therefore, there are $4N$ variables on the boundary. Equation (3.60) shows that there are two equations for each nodal point on the boundary or $2N$ equations for all the nodal points on the boundary. For the unique solution, half the variables must be prescribed on
every nodal point. Therefore, a particular nodal point must have both displacements or both tractions or a displacement component and a traction component prescribed. If a nodal point has no prescribed value of any kind, it is automatically assumed that both tractions are set to zero (i.e. stress free).

There are 2N unknowns after giving 2N prescribed value of variables. The 2N equations are needed to solve the problem. To create these equations, a force is placed at node 1 and the displacements and tractions at every node from 1 to N are calculated using the fundamental solution. This gives the first set of two linear equations. To obtain the second set of two linear equations, the force is placed at node 2 and the displacements and tractions at every node from 1 to N are calculated using the fundamental solution. This procedure is repeated until the force is placed at the last node N. Therefore, there are 2N equations with 2N unknowns which produce a unique solution. Note that the matrices \([A]\) and \([B]\) are square matrices of size 2Nx2N and the matrix \([W]\) is of size 2Nx3J where J is the total number of domain nodes.

To be able to use a standard solver, after applying the boundary conditions, the equation (3.76) must be rearranged such that all the unknown variables are on the left-hand side and all the known variables on the right-hand side. Therefore, the system of linear algebraic equations can be written, as follows:

\[
[A^*][\dot{x}]=[B^*][\dot{y}]+[W][\dot{\epsilon}]
= [C]+[W][\dot{\epsilon}]
\]  

(3.87)

where \([\dot{x}]\) contains the unknown displacement and traction rates at the boundary and \([\dot{y}]\) contains all the prescribed values of displacement and traction rates. Therefore, the
vector \([C]\) is known. In creep problems, the creep strain rates are known from the creep law. Therefore, equation (3.87) can be written as follows:

\[
[A^*][\dot{x}] = [C^*]
\]  (3.88)

where \([C^*]\) is a known vector which contains the effect of creep strain rates in the domain. The \([A^*]\) matrix is not symmetric and fully populated with non-zero coefficients. Because of this, the Gaussian elimination is suitably the choice of solution solver, although any other direct technique can be used.

In practical elastostatic problems, the displacement magnitudes are usually several orders of magnitude less than the traction magnitudes (because of the very high value of Young's modulus). This means that the values of the \([A]\) coefficients are several orders of magnitude larger than the \([B]\) coefficients. Since the \([A]\) and \([B]\) coefficients are placed together in the \([A^*]\) matrix before solving the equations, they should be roughly of the same order of magnitude to avoid suffering from numerical inaccuracies.

This can be achieved by multiplying the matrix \([B]\) by a suitable scaling factor, as follows:

\[
[A][u] = s[B] \times \frac{1}{s}[t]
\]  (3.89)

where the scaling factor, \(s\), is defined, as follows:

\[
s = \frac{E}{L_{max}}
\]  (3.90)

where \(E\) is Young's modulus and \(L_{max}\) is the maximum distance between any two nodes.
3.2.5 Calculation of the Boundary Stress and Strain Rates

To calculate the boundary stresses, Figure 3.5 is used to show the directions of tractions at any node on the boundary. The unit tangential vector $\mathbf{m}$, which has two components $m_x$ and $m_y$ in the $x$ and $y$ directions, respectively, is defined in equation (3.67). The local directions 1 and 2 are defined as tangential and normal directions, respectively. Therefore, the load tangential component of the displacement vector $u_1$ can be written in terms of the Cartesian displacements, as follows:

$$\dot{u}_1(\xi) = \dot{u}_x(\xi)m_x + \dot{u}_y(\xi)m_y$$  \hspace{1cm} (3.91)

Using the shape functions from equation (3.63), the above equation becomes

$$\dot{u}_1(\xi) = \left[ \sum_{c=1}^{3} N_c(\xi)(\dot{u}_x)_c \right] m_x + \left[ \sum_{c=1}^{3} N_c(\xi)(\dot{u}_y)_c \right] m_y$$  \hspace{1cm} (3.92)

Differentiating the above equation with respect to the tangential direction, the tangential strain $\varepsilon_{11}$ is obtained, as follows:

$$\dot{\varepsilon}_{11}(\xi) = \frac{1}{J(\xi)} \left\{ \sum_{c=1}^{3} \frac{\partial N_c(\xi)}{\partial \xi} (\dot{u}_x)_c \right\} m_x + \left[ \sum_{c=1}^{3} \frac{\partial N_c(\xi)}{\partial \xi} (\dot{u}_y)_c \right] m_y$$  \hspace{1cm} (3.93)

Note that the Jacobian, $J(\xi)$, is used in the above equation because of the relationship between the intrinsic coordinate $\xi$ and the boundary path $\Gamma$. 
The local components of the traction vector, \( t_1 \) and \( t_2 \), can be defined as the tangential and normal tractions to the surface, respectively, as shown in Figure 3.5. The local traction rates can be written in terms of the Cartesian global tractions, as follows:

\[
\begin{align*}
\dot{t}_1 &= -i_x \sin \alpha + i_y \cos \alpha \\
\dot{t}_2 &= i_x \cos \alpha + i_y \sin \alpha
\end{align*}
\]  

(3.94)

where \( \alpha \) is the angle between the normal traction and the global x-direction. Note that the positive tangential traction should point to the left of the outward normal. To obtain the stresses in the local directions 1 and 2, the stress-strain relationships (Hooke’s law) of equation (3.2) are used, as follows:

\[
\begin{align*}
\dot{\sigma}_{11} &= \frac{1}{E} \left[ \sigma_{11} - \nu (\sigma_{22} + \sigma_{33}) \right] \\
\dot{\sigma}_{22} &= \frac{1}{E} \left[ \sigma_{22} - \nu (\sigma_{11} + \sigma_{33}) \right] \\
\dot{\sigma}_{33} &= \frac{1}{E} \left[ \sigma_{33} - \nu (\sigma_{11} + \sigma_{22}) \right]
\end{align*}
\]  

(3.95)

Creep deformation is an incompressible process. Therefore, the following expression can be written:

\[
\dot{\varepsilon}^c + \dot{\varepsilon}^c + \dot{\varepsilon}^c = 0
\]  

(3.97)

For plane stress case \((\sigma_{33} = 0)\), the local tangential stress rate can be derived by substituting \( \sigma_{33} = 0 \) and equation (3.96) into the first equation (3.95) as follows:

\[
\dot{\sigma}_{11} = \nu \dot{t}_2 + E(\dot{\varepsilon}^c_{11} - \dot{\varepsilon}^c_{11})
\]  

(3.98)
For plane strain case ($\varepsilon_{33} = 0$), the local tangential stress rate and the local stress rate in the third direction can be obtained by substituting $\varepsilon_{33} = 0$ into the third equation (3.95) and then substituting the results into the first equation (3.95) and applying equation (3.97), as follows:

$$
\begin{align*}
\dot{\sigma}_{11} &= \frac{v}{1-v^2} \dot{\varepsilon}_{12} + \frac{E}{1-v^2} (\dot{\varepsilon}_{11}^c + \dot{\varepsilon}_{22}^c) + \frac{E}{1-v^2} (\dot{\varepsilon}_{11}^c - \dot{\varepsilon}_{11}^c) \\
\dot{\varepsilon}_{33} &= \nu (\dot{\sigma}_{11} + \dot{\varepsilon}_{12}) + E (\dot{\varepsilon}_{11}^c + \dot{\varepsilon}_{22}^c)
\end{align*}
$$

Note that the material properties of equation (3.98) and (3.99) are actual (not effective) material properties. The local stress rates can be transformed to the global Cartesian stress rates by using a transformation matrix as follows:

$$
\begin{bmatrix}
\dot{\sigma}_{xx} \\
\dot{\sigma}_{yy} \\
\dot{\sigma}_{xy}
\end{bmatrix}
= 
\begin{bmatrix}
\sin^2 \alpha & \cos^2 \alpha & -2 \sin \alpha \cos \alpha \\
\cos^2 \alpha & \sin^2 \alpha & 2 \sin \alpha \cos \alpha \\
-\sin \alpha \cos \alpha & \sin \alpha \cos \alpha & (\cos^2 \alpha - \sin^2 \alpha)
\end{bmatrix}
\begin{bmatrix}
\dot{\sigma}_{11} \\
\dot{\sigma}_{22} \\
\dot{\sigma}_{12}
\end{bmatrix}
$$

(3.100)

where $\alpha$ is the angle between the normal traction and the global x-direction. Inversely, the local stress rates can be obtained from the global Cartesian stress rates by using the inversion of the transformation matrix.

### 3.2.6 Calculation of the Interior Variables

After solving the boundary integral equation, all values of displacement and traction rates at the boundary are known. Using the boundary integral equation (3.57) with known displacement and traction rates at the boundary, the interior displacement rates can be obtained. The strain and stress rates can be obtained by analytically differentiating the boundary integral equation (3.57) to obtain strain rates and then
using the stress-strain relationships to obtain stress rates (see, for example, Lee and Fenner [1986]). There is another approach to calculate the strain and stress rates at internal points by differentiating via the shape functions (see, for example, Gun [1997]). The numerical differentiation is used in this work, since it is easier to implement in a numerical scheme.

The differentials of the displacement vector components with respect to the local intrinsic coordinates, $\xi_1$ and $\xi_2$, can be written as follows:

\[
\begin{align*}
\frac{\partial \dot{u}_1}{\partial \xi_1} &= \frac{\partial u_1}{\partial x_1} \frac{\partial x_1}{\partial \xi_1} + \frac{\partial \dot{u}_1}{\partial x_1} \frac{\partial x_1}{\partial \xi_1} + \frac{\partial \dot{u}_1}{\partial x_2} \frac{\partial x_2}{\partial \xi_1} \\
\frac{\partial \dot{u}_1}{\partial \xi_2} &= \frac{\partial u_1}{\partial x_1} \frac{\partial x_2}{\partial \xi_2} + \frac{\partial \dot{u}_1}{\partial x_1} \frac{\partial x_2}{\partial \xi_2} + \frac{\partial \dot{u}_1}{\partial x_2} \frac{\partial x_2}{\partial \xi_2} \\
\frac{\partial \dot{u}_2}{\partial \xi_1} &= \frac{\partial u_2}{\partial x_1} \frac{\partial x_1}{\partial \xi_1} + \frac{\partial \dot{u}_2}{\partial x_1} \frac{\partial x_1}{\partial \xi_1} + \frac{\partial \dot{u}_2}{\partial x_2} \frac{\partial x_2}{\partial \xi_1} \\
\frac{\partial \dot{u}_2}{\partial \xi_2} &= \frac{\partial u_2}{\partial x_1} \frac{\partial x_2}{\partial \xi_2} + \frac{\partial \dot{u}_2}{\partial x_1} \frac{\partial x_2}{\partial \xi_2} + \frac{\partial \dot{u}_2}{\partial x_2} \frac{\partial x_2}{\partial \xi_2}
\end{align*}
\] (3.101)

or in the matrix form,

\[
\begin{bmatrix}
\frac{\partial \dot{u}_1}{\partial \xi_1} \\
\frac{\partial \dot{u}_1}{\partial \xi_2} \\
\frac{\partial \dot{u}_2}{\partial \xi_1} \\
\frac{\partial \dot{u}_2}{\partial \xi_2}
\end{bmatrix} =
\begin{bmatrix}
\frac{\partial x_1}{\partial \xi_1} & \frac{\partial x_2}{\partial \xi_1} \\
\frac{\partial x_1}{\partial \xi_2} & \frac{\partial x_2}{\partial \xi_2} \\
\frac{\partial x_1}{\partial \xi_1} & \frac{\partial x_2}{\partial \xi_1} \\
\frac{\partial x_1}{\partial \xi_2} & \frac{\partial x_2}{\partial \xi_2}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial u_1}{\partial x_1} \\
\frac{\partial u_1}{\partial x_2} \\
\frac{\partial u_2}{\partial x_1} \\
\frac{\partial u_2}{\partial x_2}
\end{bmatrix} = [J]
\begin{bmatrix}
\frac{\partial \dot{u}_1}{\partial x_1} \\
\frac{\partial \dot{u}_1}{\partial x_2} \\
\frac{\partial \dot{u}_2}{\partial x_1} \\
\frac{\partial \dot{u}_2}{\partial x_2}
\end{bmatrix}
\] (3.102)

where $[J]$ is the Jacobian matrix. Therefore, the differentials of the displacement rates with respect to $x_1$ and $x_2$ directions can be written as follows:
\[
\begin{bmatrix}
\frac{\partial \hat{u}_1}{\partial x_1} \\
\frac{\partial \hat{u}_1}{\partial x_2}
\end{bmatrix} = [J]^{-1}
\begin{bmatrix}
\frac{\partial u_1}{\partial \xi_1} \\
\frac{\partial u_1}{\partial \xi_2}
\end{bmatrix}
\]

(3.103)

\[
\begin{bmatrix}
\frac{\partial \hat{u}_2}{\partial x_1} \\
\frac{\partial \hat{u}_2}{\partial x_2}
\end{bmatrix} = [J]^{-1}
\begin{bmatrix}
\frac{\partial u_2}{\partial \xi_1} \\
\frac{\partial u_2}{\partial \xi_2}
\end{bmatrix}
\]

where \([J]^{-1}\) is the inverse of the Jacobian and defined as follows:

\[
[J]^{-1} = \frac{1}{\begin{vmatrix}
\frac{\partial x_2}{\partial \xi_1} & -\frac{\partial x_2}{\partial \xi_2} \\
\frac{\partial x_1}{\partial \xi_1} & \frac{\partial x_1}{\partial \xi_2}
\end{vmatrix}}
\]

(3.104)

The differentials of \(x_1\) and \(x_2\) with respect to the coordinates \(\xi_1\) and \(\xi_2\) can be written as follows:

\[
\begin{align*}
\frac{\partial x_1}{\partial \xi_1} &= \sum_{c=1}^{8} \frac{\partial N_c(\xi_1, \xi_2)}{\partial \xi_1}(x_1)_c \\
\frac{\partial x_1}{\partial \xi_2} &= \sum_{c=1}^{8} \frac{\partial N_c(\xi_1, \xi_2)}{\partial \xi_2}(x_1)_c \\
\frac{\partial x_2}{\partial \xi_1} &= \sum_{c=1}^{8} \frac{\partial N_c(\xi_1, \xi_2)}{\partial \xi_1}(x_2)_c \\
\frac{\partial x_2}{\partial \xi_2} &= \sum_{c=1}^{8} \frac{\partial N_c(\xi_1, \xi_2)}{\partial \xi_2}(x_2)_c
\end{align*}
\]

(3.105)

where the differentials of the shape function with respect to the local coordinates \(\xi_1\) and \(\xi_2\) are given in Appendix B.

From equation (3.9), the total strain rates can be written as follows:
For plane stress case ($\sigma_{zz} = 0$), the total strain rates in the third direction ($\dot{e}_{zz}$) can be obtained by using equation (3.54) as follows:

$$\dot{e}_{zz} = 1 - 2v^{(3)} c_{zz} - (e_{xx} + e_{yy})$$

(3.107)

Note that in the above equation, the Poisson's ratio is the actual (not effective) Poisson's ratio.

For the plane stress case ($\sigma_{zz} = 0$), the stress rates can be obtained from equation (3.54) and equation (3.107) as follows:

$$\sigma_{xx} = \frac{2\mu}{1 - 2\nu} (\dot{e}_{xx} + \dot{e}_{yy} - \dot{e}_{xx}^{e} - \dot{e}_{yy}^{e}) + 2\mu (\dot{e}_{xx} - \dot{e}_{xx}^{e})$$

$$\sigma_{yy} = \frac{2\mu}{1 - 2\nu} (\dot{e}_{xx} + \dot{e}_{yy} - \dot{e}_{xx}^{e} - \dot{e}_{yy}^{e}) + 2\mu (\dot{e}_{yy} - \dot{e}_{yy}^{e})$$

(3.108)

For the plane strain case ($\dot{e}_{zz} = 0$), the stress rates can be obtained from equation (3.54) as follows:
Note that the material properties in equation (3.108) and (3.109) are the effective material properties.

3.3 BE-Creep Algorithm

The algorithm for BE-creep can be summarised in the following steps:

Step 1 – Solve for elastic solution

- At \( t = 0 \), \( \varepsilon^c_{ij} = 0 \), obtain the elastic solution using equation (3.46) with prescribed displacements and tractions.
- The displacements \( (u_i) \) and tractions \( (t_i) \) at boundary nodes are now known.
- The stresses at boundary nodes are calculated using equation (3.96) and (3.98) or (3.99) in non-rate form and the transformation matrix (equation (3.100)) in non-rate form is used to transform stresses from local to global coordinates.
- The strains at boundary nodes are calculated using Hooke’s Law equation (3.2).
Step 2 – Calculate elastic stresses and strains

- Use equation (3.40) with known displacements and tractions at boundary to solve for displacements at internal nodes. Now displacements at all nodes (domain and boundary) are known.

- The strains \( \varepsilon_{ij} \) at internal nodes are calculated using differentiation via the shape functions.

- The stresses \( \sigma_{ij} \) at internal nodes are then calculated from the strains using equation (3.8).

- At this point, displacements, strains and stresses at all boundary and interior nodes are known.

- Store the solution matrix \([A^*]\).

- Choose the initial time increment or time step \(\Delta t\) (for the first calculation).

Step 3 – Solve for creep solution

- Calculate the creep strain rates \( \dot{\varepsilon}_{ij}^c \) from equation (2.30) for time hardening or equation (2.32) for strain hardening. Note that these equations use total time and, for the first calculation, time \(t\) is zero.

- Substitute the creep strain rates \( \dot{\varepsilon}_{ij}^c \) in the right hand side (RHS) of equation (3.87) with prescribed displacement and traction rates which are zero where constant prescribed values are used (i.e. \([B^*][\dot{y}] = 0\) and note that \([A^*]\), and \([W]\) are not changed) and solve for \([\dot{x}]\), the unknown displacement and traction rates at boundary nodes. Then all displacement rates \(\dot{u}_i\) and traction rates \(i_t\) at boundary nodes are known.
- Use equation (3.57) to solve for displacement rates at all internal nodes. Now all displacement rates (\( \dot{u}_i \)) at all nodes are known.

- Store the solution matrix \([W]\).

**Step 4 – Calculate creep stresses and strains**

- (a) **Boundary nodes**: use displacement rates (\( \dot{u}_i \)) and traction rates (\( i_j \)) to calculate stress rates (\( \dot{\sigma}_{ij} \)) using equation (3.96) and equation (3.98) or equation (3.99) and the transformation matrix (3.100), then use Hooke’s law equation (3.95) to obtain strain rates (\( \dot{\varepsilon}_{ij} \)).

- (b) **Internal nodes**: strain rates (\( \dot{\varepsilon}_{ij} \)) are obtained by differentiation via the shape function, then stress rates (\( \dot{\sigma}_{ij} \)) are calculated by equation (3.54).

**Step 5 – Check the convergence**

- Check the convergence using the following equation.

\[
\frac{\Delta t}{|\varepsilon_i|} \leq e_{\text{max}} \quad \text{or} \quad \frac{\Delta t}{|\sigma_j|} \leq e_{\text{max}}
\]  
(3.110)

- (a) **No Convergence**: If the difference is not smaller than or equal to maximum prescribed tolerance (\( e_{\text{max}} \)) multiply \( \Delta t \) by a factor (\( f_i < 1 \)), say 0.5, and check the convergence again. This process will be repeated until convergence is achieved. If the number of iterations exceeds a set number (say 50), then stop the program.

- (b) **Convergence**: If the difference is smaller than or equal to maximum prescribed tolerance, then update all variables using Euler’s method as follows:
\( y_{l+1} = y_l + \Delta t \dot{y}_l \)  \hspace{1cm} (3.111)

and update the time, \( t_{l+1} = t_l + \Delta t \).

**Step 6 - Select the next time increment**

- If the difference is between minimum and maximum prescribed tolerances, the current time increment (\( \Delta t \)) is used for next calculation.

- If the difference is less than minimum prescribed tolerance (\( e_{\text{min}} \)), the current time increment (\( \Delta t \)) is multiplied by a factor (\( f_2 > 1 \)), say 2.0, and is used for the next calculation.

**Step 7**

- Repeat steps 3-6 until \( t_{l+1} \) equals the final time.

For primary creep problems where \( m < 1 \), the creep strain rates (\( \dot{\varepsilon}_y^c \)) of both time hardening and strain hardening at \( t = 0 \) cannot be found because the creep strain rates are infinite at \( t = 0 \). This problem can be solved by using an incremental form coupled with the initial time increment \( \Delta t \) as follows:

\[
\Delta \varepsilon_y^c = \frac{3}{2} B (\sigma_{\text{eff}})^{(n-1)} S_y (t_{l+1} - t_l^n) \hspace{1cm} (3.112)
\]

where \( l \) is a counter and \( t_l \) is zero and \( t_{l+1} \) is equal to \( \Delta t \). Therefore, the creep strain rate (\( \dot{\varepsilon}_y^c \)) at time \( t = 0 \) can be defined as follows:

\[
(\dot{\varepsilon}_y^c)_{t=0} = \frac{\Delta \varepsilon_y^c}{\Delta t} \hspace{1cm} (3.113)
\]
The flow chart for BE creep program is shown in Figure 3.6.

### 3.4 Convergence Criteria

The Euler method which is used to update the variables at each time step has a form as follows:

\[ \mathbf{y}_{i+1} = \mathbf{y}_i + \Delta t_i \mathbf{\dot{y}}_i \]  

(3.114)

Although it is relatively simple to apply, Euler method is a very slow process if a constant time step is employed. To enhance the Euler method, the automatic time step control which will automatically select the next time step for the next calculation is implemented. The main idea is to compare the error, \( e \), at each time step, with the two predefined errors or prescribed tolerances, the maximum error, \( e_{\text{max}} \) and the minimum error, \( e_{\text{min}} \). Therefore, there will be three possibilities:

(i) If \( e > e_{\text{max}} \), the current time step is reduced by a factor of less than 1.0 and the analysis is repeated.

(ii) If \( e_{\text{max}} > e > e_{\text{min}} \), the current time step is used for the next calculation.

(iii) If \( e_{\text{min}} > e \), the current time step is increased by a factor of greater than 1.0 for the next calculation.

The creep strain error which occurs in each time step can be defined as follows (see, Mukherjee [1982b]):

\[ e = \frac{|\Delta t_i (\dot{\mathbf{e}}_i^c - \dot{\mathbf{e}}_{i-1}^c)|}{|\mathbf{\varepsilon}_i^c|} \]  

(3.115)
where $\dot{\varepsilon}_i^c$ is the creep strain rate at $i$th step and $\varepsilon_i^c$ is the total creep strain. Note that the stress rate can alternatively be used in equation (3.115) instead of the creep strain rate.

Since there are a number of nodes in one problem and each node has six components of the stress or the strain, only one maximum value of the stress error or strain error is needed to compare with the prescribed errors. To evaluate this value, there are four possible methods as follows:

1. Method one is called ‘Criterion 1’ which uses the maximum magnitudes of the components of the stresses or strains. This method will calculate the error $e$ using the equation (3.115) for all components and all nodes and then choose the maximum one as the maximum error of this time step.

2. Method two is called ‘Criterion 2’ which uses the maximum magnitudes of the effective stress or strain. The effective stress or strain will be calculated at each node and then used in equation (3.115) to calculate the error $e$ for each node. The node that has the maximum value of the error will be used to compare with the prescribed tolerances.

3. Method three is called ‘Criterion 3’ which uses the norm of the stress or strain components. The norm is defined as follows:

$$
e = \sqrt{\sum_{i=1}^{n} (e_i)^2} \quad (3.116)$$

where $n$ is the total number of nodes. This method will calculate the error $e$ in each stress or strain component for all nodes using equation (3.115) and then use equation (3.116) to calculate the norm of the error of each...
component. The norm of the error of the component that has a maximum value will be used as a maximum error to compare with the prescribed tolerances. Note that if the average value is used, the term inside the square root must be divided by \( n \) and the error will be less.

4. Method four is called ‘Criterion 4’ which uses the norm of the error of the effective stress or strain. This method will calculate the effective stress or strain at each node and use equation (3.115) to calculate the error \( e_i \) at each node and then use equation (3.116) to calculate the error \( e \) which is used to compare with the prescribed tolerances.

In this work, the factor used to reduce the current time step is 0.5 and the factor used to increase the current time step is 2.0.

3.5 The Creep Computer Program

The structure of a typical BEM program for elasticity can be found, for example, in Becker [1992] and El-Zafrany [1993]. The BEACON program for BE elasticity is developed to solve creep problems. Thousands of lines of the creep computer program are written using Fortran code. The computer program is debugged and checked for errors. Additional subroutines are written to analyse creep problems and listed as below:
<table>
<thead>
<tr>
<th>Subroutine Name</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARRBCU2</td>
<td>To arrange the prescribed displacement after solving the equations.</td>
</tr>
<tr>
<td>ASSEMB</td>
<td>To assemble the equations in matrix form.</td>
</tr>
<tr>
<td>CELLDOM</td>
<td>To specify the cell number in each domain (used for multidomain problems).</td>
</tr>
<tr>
<td>CONTROL</td>
<td>To input the analysis parameters.</td>
</tr>
<tr>
<td>CPDAMAGE</td>
<td>To analysis creep damage.</td>
</tr>
<tr>
<td>CPDATA</td>
<td>To read creep parameters.</td>
</tr>
<tr>
<td>CPDATA</td>
<td>To input creep parameters and convergence criterion.</td>
</tr>
<tr>
<td>CPOUT</td>
<td>To output creep strains and stresses.</td>
</tr>
<tr>
<td>CPRHS</td>
<td>To calculate the right hand side matrix of equation (3.88).</td>
</tr>
<tr>
<td>CREEP</td>
<td>To analyse creep.</td>
</tr>
<tr>
<td>DBLTIME</td>
<td>To check current time step if it needs to increase for next calculation.</td>
</tr>
<tr>
<td>DMDATA</td>
<td>To input damage parameters.</td>
</tr>
<tr>
<td>EFFBOTH</td>
<td>To check convergence of both stresses and creep strains using criterion 2.</td>
</tr>
<tr>
<td>EFSTRAIN</td>
<td>To check convergence of creep strains using criterion 2.</td>
</tr>
<tr>
<td>EFSTRESS</td>
<td>To check convergence of stresses using criterion 2.</td>
</tr>
<tr>
<td>INPUT</td>
<td>To read the data modules.</td>
</tr>
<tr>
<td>L2EFBOTH</td>
<td>To check convergence of both stresses and creep strains using criterion 4.</td>
</tr>
<tr>
<td>Subroutine Name</td>
<td>Purpose</td>
</tr>
<tr>
<td>-----------------</td>
<td>---------</td>
</tr>
<tr>
<td>L2EFSTRN</td>
<td>To check convergence of creep strains using criterion 4.</td>
</tr>
<tr>
<td>L2EFSTRS</td>
<td>To check convergence of stresses using criterion 4.</td>
</tr>
<tr>
<td>L2MXBOTH</td>
<td>To check convergence of both stresses and creep strains using criterion 3.</td>
</tr>
<tr>
<td>L2MXSTRN</td>
<td>To check convergence of creep strains using criterion 3.</td>
</tr>
<tr>
<td>L2MXSTRS</td>
<td>To check convergence of stresses using criterion 3.</td>
</tr>
<tr>
<td>MAXBOTH</td>
<td>To check convergence of both stresses and creep strains using criterion 1.</td>
</tr>
<tr>
<td>MXSTRAIN</td>
<td>To check convergence of creep strains using criterion 1.</td>
</tr>
<tr>
<td>MXSTRESS</td>
<td>To check convergence of stresses using criterion 1.</td>
</tr>
<tr>
<td>NODEDOM</td>
<td>To specify the internal node number in each domain (used for multidomain problems).</td>
</tr>
<tr>
<td>OUT2D</td>
<td>To output the elastic variables.</td>
</tr>
<tr>
<td>PLASTIC</td>
<td>To analyse combined plasticity and creep (full load approach).</td>
</tr>
<tr>
<td>PLCREEP</td>
<td>To analyse combined plasticity and creep (part-load approach).</td>
</tr>
<tr>
<td>PLDIFF</td>
<td>To calculate the internal creep variables using differentiation of displacements via the shape functions.</td>
</tr>
<tr>
<td>PLINT</td>
<td>To calculate the internal displacement.</td>
</tr>
<tr>
<td>STRAIN</td>
<td>To calculate the strains from stresses at the boundary.</td>
</tr>
<tr>
<td>STRES2D</td>
<td>To calculate the stresses at the boundary.</td>
</tr>
<tr>
<td>UPDATE</td>
<td>To update the variables using Euler method.</td>
</tr>
<tr>
<td>ZEROINC</td>
<td>To initialise all incremental variables.</td>
</tr>
<tr>
<td>Subroutine Name</td>
<td>Purpose</td>
</tr>
<tr>
<td>-----------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>ZEROTOT</td>
<td>To initialise all total variables.</td>
</tr>
</tbody>
</table>
Figure 3.1 A small differential element.

Figure 3.2 A two-dimensional physical domain.
Figure 3.3 (a) An isoparametric quadratic element, (b) Eight-noded quadrilateral element.

Figure 3.4 Subdivision of the quadrilateral element into triangular sub-elements.
Figure 3.5 Local and Cartesian components of the traction vector.
Set this time step = \(t_{J\cdot t}/2\)

Read the input file

At \(t_0=0\), solve BEM for elastic solution, \([A][x]=[B][y]\) to get \(u_i, t_i\), and calculate \(\sigma_{ij}\) and \(\varepsilon_{ij}\)

Choose initial time increment, \(\Delta t\)

Use power law creep equation to calculate creep strain rate at all nodes

\[
\dot{\varepsilon}^c = \frac{3}{2} m B (\sigma_{cp})^{m-1} S_b t^{(m-1)}
\]

Solve BEM for creep, \([A][x]= [B][y]+ [W][\dot{\varepsilon}]\) to get displacement rate \((u_i)\) and traction rate \((t_i)\)

Calculate stress \((\sigma_{ij})\) and strain \((\varepsilon_{ij})\) rates at boundary nodes and internal nodes

Set this time step = \(\Delta t/2\)

Do \(n = 1, \text{max. no. of iterations}\)

\[\frac{|\Delta t_1(\dot{\varepsilon}_i - \dot{\varepsilon}_{i,1})|}{|\varepsilon_i|} \leq \varepsilon_{\text{max}}\]

Yes

Update variables using Euler method

\[y_{i+1} = y_i + \Delta t_i \dot{y}_i\]

and time \(t_{i+1} = t_i + \Delta t_i\)

\[t_{i+1} = t_{\text{final}}\]

Stop Program

Yes

Print "No Convergence"

No

Set next time step = \(2(\Delta t)\)

Set next time step = \(\Delta t\)

Yes

|\[\frac{|\Delta t_1(\dot{\varepsilon}_i - \dot{\varepsilon}_{i,1})|}{|\varepsilon_i|} \leq \varepsilon_{\text{max}}\]

No

Print Output

Figure 3.6 Flow chart of BEM for creep
Chapter 4

Creep Examples Using the Boundary Element Method

The boundary element formulation for creep problems is implemented in a computer program and is used to analyse the creep problems of a square plate subjected to biaxial constant stress and constant displacement loads, a plate with a circular hole and a plate with a semicircular notch subjected to a constant tensile stress load. The results are compared with the analytical solutions (Becker and Hyde [1993]) and the finite element solutions using ABAQUS [1997].

4.1 Square Plate Tests

Four cases of square plates subjected to constant stress loads, constant displacement loads and variable stress loads are tested. These tests include both primary creep and secondary creep. The dimensions of the square plate are 100 mm x 100 mm. The boundary and domain are divided into 4 boundary elements and 1 cells, respectively. The BE mesh is shown in Figure 4.1. The creep parameters and mechanical material properties are as follows:

Creep Parameters:

\[ B = 3.125 \times 10^{-14} \text{ (stress in MPa, time in hour)} \]

\[ m = 1.0 \quad \text{for secondary creep} \]

\[ m = 0.5 \quad \text{for primary creep} \]

\[ n = 5 \]
Material Properties:

Young’s Modulus (E) = $200 \times 10^3$ N/mm$^2$

Poisson’s Ratio (\(\nu\)) = 0.3

The boundary conditions are as follows:

\[ u_y = 0 \text{ along line } ab \]

\[ u_x = 0 \text{ along line } ad \]

The details of the 4 tests are listed below:

1. TEST 1. The square plate is subjected to biaxial constant tensile stresses of 200 N/mm$^2$. This test is the plane stress and secondary creep problem. The test is performed for 100 hours using the automatic time step control (criterion 4) with the maximum and minimum stress tolerances of $10^{-3}$ and $10^{-4}$, respectively. The initial time step of $10^{-3}$ hour and 6 integration points are used. The time hardening law is applied. The creep strains at BE node 1 with coordinates (0,0) are plotted against time and shown in Figure 4.2. The results are compared with analytical solutions and shows very good agreement with the error being less than 0.005%.

2. TEST 2. The square plate is subjected to biaxial constant tensile stresses of 200 N/mm$^2$. This test is the plane stress and primary creep problem. The test is performed for 100 hours using the automatic time step control (criterion 4) with the maximum and minimum creep strain tolerances of $10^{-3}$ and $10^{-4}$, respectively. The initial time step of $10^{-3}$ hour and 6 integration points are used. The time hardening law is implemented. The creep strains at BE node 1 are plotted against time and shown in Figure 4.3. It can be seen that the results are in good agreement with analytical solutions with the error being less than 0.4%.
3. TEST 3. The square plate is subjected to biaxial constant tensile displacements of 0.1 mm. This test is the plane stress and primary creep problem. The test is performed for 100 hours using the automatic time step control (criterion 2) with the maximum and minimum stress tolerances of $10^{-3}$ and $10^{-4}$, respectively. The initial time step of $10^{-4}$ hour and 6 integration points are used. Both time hardening and strain hardening law are employed. The stresses at BE node 1 in the x-direction are plotted against time and shown in Figure 4.4. It can be seen that the stresses drop sharply in a short time period at the beginning. This period requires very small time steps. The results for both creep laws agree very well with analytical solutions with the error being less than 1%.

4. TEST 4. The square plate is subjected to biaxial variable constant tensile stresses of 200 N/mm$^2$ and 250 N/mm$^2$. This test is the plane stress and primary creep problem. The test is performed for 100 hours for the first applied stresses of 200 N/mm$^2$ and for another 100 hours for the second applied stresses of 250 N/mm$^2$. The automatic time step control (criterion 4) with the maximum and minimum creep strain tolerances of $10^{-4}$ and $10^{-5}$, respectively, is used. The initial time step of $10^{-3}$ hour and 6 integration points are employed. Both time hardening and strain hardening laws are applied. The creep strains at BE node 1 in the x-direction are plotted against time and shown in Figure 4.5. The results are in good agreement with analytical solutions for both creep laws with the error being less than 0.1%. It can be seen that the strain hardening assumption predicts higher creep strain.
4.2 Plate with a Circular Hole Test

A plate with a circular hole at the centre is tested. Because of symmetry, only a quarter of the plate is used. The quarter of the plate with a circular hole has the dimensions of 10 mm x 18 mm with a hole of a radius of 5 mm. The boundary and domain are discretised into 24 boundary elements and 32 cells, respectively. The BE mesh is shown in Figure 4.6. The boundary conditions are as follows:

\begin{align*}
u_y &= 0 \quad \text{along line ab.} \\
u_x &= 0 \quad \text{along line de.}
\end{align*}

The creep parameters and mechanical material properties are the same as those used in the square plate test. The plate with a circular hole is subjected to a constant tensile stress of 50 N/mm² in the x-direction. This test is the plane stress and secondary creep problem. The test is conducted for 10 hours. The initial time step of $10^{-3}$ hour and 4 integration points are used. The automatic time step control (criterion 4) with the maximum and minimum stress tolerances of 0.1 and 0.01 is employed. The time hardening law is used.

The results are compared with finite element solutions, with the same mesh, using ABAQUS [1997]. The stresses in the x-direction is plotted along the root of the plate and shown in Figure 4.7 where $y/r$ is the ratio of the distance along the y-axis to the hole radius. The results agree well with the finite element solutions with the error being less than 1% except for the nodes at $y/r = 1.25, 1.75$ and $2.0$ which have percentages of error of $3.32\%, 10.11\%$ and $6.74\%$, respectively.
4.3 Plate with a Semicircular Notch Test

A plate with a semicircular notch is tested. Similar to the plate with a circular hole, only a quarter of the plate is used. The dimensions of the plate are 10 mm x 18 mm with a semicircle of the radius of 5 mm. The boundary and domain are divided into 24 boundary elements and 32 cells, respectively. The BE mesh is shown in Figure 4.8. The boundary conditions are as follows:

\[
\begin{align*}
    u_y &= 0 & \text{along line cd.} \\
    u_x &= 0 & \text{along line de.}
\end{align*}
\]

The creep parameters and mechanical material properties are the same as those of the square plate test. The plate with a semicircular notch is subjected to a constant tensile stress of 50 N/mm\(^2\) in the x-direction. This test is the plane stress and secondary creep problem. The test is conducted for 10 hours. The initial time step of \(10^{-3}\) hour and 4 integration points are used. The automatic time step control (criterion 4) with the maximum and minimum stress tolerances of 0.1 and 0.01 is employed. The time hardening law is used.

The results are compared with the finite element solutions, with the same mesh, using ABAQUS [1997]. The stresses in the x-direction is plotted along the root of the plate and shown in Figure 4.9 where \(y/r\) is the ratio of the distance along the y-axis to the notch radius. The results agree well with the finite element solutions with the error being less than 4%. It can be seen that the common nodes have higher difference. This might be because the average value is used at the common nodes.
Figure 4.1 BE mesh of the square plate, 4 boundary elements and 1 cell.

Figure 4.2 The solutions of the square plate, TEST 1, plane stress, secondary creep.
Figure 4.3 The solutions of the square plate, TEST 2, plane stress, primary creep.

Figure 4.4 The solutions of the square plate, TEST 3, plane stress, primary creep.
Figure 4.5 The solutions of the square plate, TEST 4, plane stress, primary creep.

Figure 4.6 BE and FE meshes of the plate with a circular hole, 24 boundary elements and 32 cells.
Figure 4.7 The solutions along the root of the plate with a circular hole.

Figure 4.8 BE and FE meshes of the plate with a semicircular notch, 24 boundary elements and 32 cells.
Figure 4.9 The solutions along the root of the plate with a semicircular notch.
Chapter 5

The Effects of Gaussian Integration Points, Initial Time Steps and Tolerances

Since the accuracy of the results of running the BE creep program is dependent on the number of Gaussian integration points, initial time steps and tolerances used, the following work is to investigate the effects of these factors. Before investigating the effects of these factors, the four convergence criteria must be compared in order to choose the best criterion to investigate these effects. Single precision is used for all tests.

5.1 Comparison of Convergence Criteria

In order to compare the four convergence criteria, a number of test cases are analysed as follows: (a) a square plate subjected to biaxial tensile stresses of 200 N/mm², (b) square plate subjected to biaxial tensile displacements of 0.1 mm. All tests are plane stress and include primary and secondary creep for 10 hours. The square plate is divided into 8 boundary elements and 4 cells. The BE meshes are shown in Figure 5.1. The automatic time step control is used with the maximum and minimum prescribed tolerances of $10^{-3}$ and $10^{-4}$, respectively. The initial time step of $10^{-3}$ hour and 6 Gaussian integration points are employed. The convergence criteria are based on creep strains. The creep parameters and material properties are as follows: $B = 3.125 \times 10^{-14}$ (stress in MPa, time in hour), $m = 1$ for secondary creep and $m = 0.5$ for primary creep, $n = 5$, $E = 200 \times 10^3$ N/mm², and $\nu = 0.3$. The results of the square plate are compared.
with the analytical benchmark of Becker and Hyde [1993] with the tolerance of $10^{-3}$ for the constant displacement load cases. The BE solutions of the square plate cases are shown in Table 5.1. The results show that criterion 4 is more effective than the others by comparing the accuracy.

5.2 The Effect of the Integration Points

The number of Gaussian integration points which can be used in this program are 4, 6, 8 and 10 points. The same problems as above are tested with varying the Gaussian integration points. The initial time step is $10^{-3}$ hour. The automatic time step control with the maximum and minimum tolerances of $10^{-3}$ and $10^{-4}$, respectively, is used. The convergence criterion 4 based on creep strain is implemented. The tests are performed for 10 hours. The results are compared with the analytical benchmark of Becker and Hyde [1993] and shown in Table 5.2. It can be seen that the solutions are not stable for 4 Gaussian integration points. It seems that, for the straight side, 6 Gaussian integration points is suitable to use in the program because it gives the same level of accuracy compared to 8 and 10 Gaussian integration points but uses less computational time. Note that in some problems the number of time steps is the same for all Gaussian integration points.

5.3 The Effect of the Initial Time Steps

The size of the initial time step is very crucial for the case of primary creep problem, in which the creep strain rates decrease with time, and the case of constant displacement
load problem, in which stress relaxation occurs. The Euler method used to update the
variables assumes that the rates of variables are constant over the time step. Figure 5.2
shows the stress relaxation with time in which two initial time steps $\Delta t_1$ and $\Delta t_2$ may be
used. It can be seen that the larger initial time step ($\Delta t_2$) gives the greater error of stress
($\Delta \sigma_2$). This initial error will spread to the next time step. Consequently, the
accumulated error at the final time will be very large. The same problems as those in
section 5.1 are tested for 10 hours. The automatic time step control with the maximum
and minimum tolerances of $10^{-3}$ and $10^{-4}$, respectively, is used. Six Gaussian integration
points are used. The convergence criterion 4 based on creep strain is employed. The
initial time steps are varied from $10^{-1}$ hour through $10^{-6}$ hour. The results are compared
with the analytical benchmark of Becker and Hyde [1993] and shown in Table 5.3. It
can be seen that the initial time step of $10^{-2}$ hour is acceptable for use in the program
except the problem of primary creep and constant displacement load which needs the
initial time step of $10^{-4}$. In this case considerable error occurs if the initial time step is
larger than $10^{-4}$. Therefore, the results may be incorrect if the initial time step is not
small enough. From the results, after the solutions converge at a certain initial time
step, the solutions are almost not changed and the number of time steps increase as the
initial time step gets smaller.

5.4 The Effect of the Tolerances

Tolerances are used in convergence criteria to determine the next time step for the next
calculation. If automatic time step control is used, the maximum and minimum
tolerances must be prescribed. In this program, the minimum tolerance is determined
by dividing the maximum tolerance by 10. Therefore, the minimum tolerance is one order less than the maximum tolerance. To investigate the effect of the tolerances, the same problems as those in section 5.1 are tested for 10 hours with varying the maximum tolerances from $10^{-1}$ to $10^{-6}$. The convergence criterion 4 based on creep strain is employed. The initial time step is $10^{-3}$ hour. Six Gaussian integration points are used. The results are compared with the analytical benchmark of Becker and Hyde [1993] and shown in Table 5.4. It can be seen that the maximum tolerance of $10^{-3}$ is acceptable for use by comparing the accuracy. Note that, in most cases, the number of time steps increases by about three times while the maximum tolerance decreases by one order. Unlike the initial time steps, the solutions improve as the maximum tolerance gets smaller.
Table 5.1 Square plate tests with varying convergence criteria,

(a) secondary creep, (b) primary creep.
### Table 5.2 Square plate tests with varying Gaussian integration points,

(a) secondary creep, (b) primary creep.

#### (a)

<table>
<thead>
<tr>
<th>Constant stress load</th>
<th>Benchmark solution</th>
<th>Integration points = 4</th>
<th>Integration points = 6</th>
<th>Integration points = 8</th>
<th>Integration points = 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stress xx (N/mm²)</td>
<td>200</td>
<td>181.8 - 201.8</td>
<td>199.9 - 200.2</td>
<td>199.9 - 200.2</td>
<td>199.9 - 200.2</td>
</tr>
<tr>
<td>Strain xx (x10⁻²)</td>
<td>5</td>
<td>4.343 - 5.083</td>
<td>4.999 - 5.01</td>
<td>5.0 - 5.001</td>
<td>4.999 - 5.001</td>
</tr>
<tr>
<td>No. of time steps</td>
<td>-</td>
<td>145</td>
<td>88</td>
<td>96</td>
<td>86</td>
</tr>
</tbody>
</table>

#### (b)

<table>
<thead>
<tr>
<th>Constant displacement load*</th>
<th>Benchmark solution</th>
<th>Integration points = 4</th>
<th>Integration points = 6</th>
<th>Integration points = 8</th>
<th>Integration points = 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stress xx (N/mm²)</td>
<td>48.62</td>
<td>48.46 - 48.47</td>
<td>48.46</td>
<td>48.46</td>
<td>48.46</td>
</tr>
<tr>
<td>Strain xx (x10⁻⁴)</td>
<td>8.298</td>
<td>8.297 - 8.307</td>
<td>8.304</td>
<td>8.304</td>
<td>8.304</td>
</tr>
<tr>
<td>No. of time steps</td>
<td>-</td>
<td>682</td>
<td>682</td>
<td>682</td>
<td>682</td>
</tr>
</tbody>
</table>

* Use initial time step of 10⁻⁴ hour.
<table>
<thead>
<tr>
<th>Constant Stress load</th>
<th>Benchmark solution</th>
<th>Initial time steps (hour)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10^{-1}</td>
<td>10^{-2}</td>
</tr>
<tr>
<td>Stress xx (N/mm²)</td>
<td>200</td>
<td>199.1 -</td>
</tr>
<tr>
<td></td>
<td></td>
<td>202.8</td>
</tr>
<tr>
<td>Strain xx (x10^{-4})</td>
<td>5</td>
<td>4.999 -</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.009</td>
</tr>
<tr>
<td>No. of time steps</td>
<td>-</td>
<td>94</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Constant displacement load</th>
<th>Benchmark solution</th>
<th>Initial time steps (hour)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10^{-1}</td>
<td>10^{-2}</td>
</tr>
<tr>
<td>Stress xx (N/mm²)</td>
<td>48.62</td>
<td>-48.56</td>
</tr>
<tr>
<td>Strain xx (x10^{-4})</td>
<td>8.298</td>
<td>11.70</td>
</tr>
<tr>
<td>No. of time steps</td>
<td>-</td>
<td>525</td>
</tr>
</tbody>
</table>

Table 5.3 Square plate tests with varying initial time steps, 
(a) secondary creep, (b) primary creep.
### Table 5.4 Square plate tests with varying tolerances,

(a) secondary creep, (b) primary creep.
Figure 5.1 BE mesh of the square plate, 8 boundary elements and 4 cells.

Figure 5.2 The stress relaxation with time.
Chapter 6

Boundary Element Method for Creep Damage Problems

The only numerical method that has been used so far to solve the creep continuum damage problems is the finite element method. Most of the FE work (see, for example, Hyde et al. [1990] and Dyson and Hayhurst [1993]) has been done using constitutive equations based on a phenomenological approach which uses one or many internal variables called damage parameters, \( \omega \), to characterise the deterioration of material. This approach is considered as macroscale. Another approach called a physical approach, which uses microscopic mechanisms such as the rate of formation of voids and the rate of growth of void size, can be used. This approach is considered as microscale.

For the boundary element method, the constitutive damage equations used in the finite element method can be adopted. In this work a single damage parameter is used.

6.1 Creep Damage Constitutive Equations

There are two types of creep rupture; ductile and brittle ruptures. In ductile rupture, as the tensile specimen elongates due to creep, the cross-sectional area decreases. Since the creep deformation is a constant volume process and the load is held constant, the stress increases during decreasing of the cross-sectional area. Finally, it causes the specimen to neck and fail. At rupture, the cross-sectional area of the specimen reduces to zero. The ductile failure time, \( t^D \), can be determined (see, for example, Boyle and Spence [1983]).
In brittle rupture, as the tensile specimen elongates due to creep, voids appear and grow and grain boundaries begin to crack due to the increase in stress in these regions. This reduces the effective load-bearing area of the specimen. A damage parameter, $\omega$, is introduced to describe this phenomenon and defined as the ratio of the area of voids at any cross-section to the overall cross-sectional area ($A_0$). The effective area is given by $(1-\omega)A_0$ and the actual stress is

$$\sigma = \frac{P}{A} = \frac{P}{(1-\omega)A_0} = \frac{\sigma_0}{1-\omega}$$

where $\omega$ ranges from zero at the initial state to unity at rupture. In practice, $\omega$ never reaches unity. Therefore, the creep rate of equation (2.30) based on time hardening can include the damage parameter as follows (see, for example, Chen and Hsu [1987]):

$$\dot{\varepsilon}_0^\sigma = \frac{3}{2} m B \left( \frac{\sigma_{\text{eff}}^{(n-1)}}{(1-\omega)^n} \right) S_0 t^{(m-1)}$$

It is assumed that the damage evolution depends on the current stress and damage parameter and can be defined as follows (see, for example, Smith et al. [1989] and Duan et al. [1991]):

$$\dot{\omega} = \frac{M[\alpha \hat{\sigma} + (1-\alpha)\sigma_{\text{eff}}] t^{(m-1)}}{(1+\phi)(1-\omega)^\phi}$$

where $m, M, \alpha, \chi$, and $\phi$ are material constants and $\hat{\sigma}$ is the maximum tensile principal stress.
6.2 BE Creep Damage Algorithm

The BE algorithm of creep damage problems is similar to that of creep problems by replacing the creep strain rate of equation (2.30) with equation (6.2) and adding equation (6.3) in the program. The BE algorithm for creep damage problems can be summarised as follows:

1. At \( t = 0 \), \( \varepsilon_{ij}^c = 0 \) and \( \omega = 0 \). Solve the elastic solution and calculate stresses and strains at boundary and internal nodes as before.

2. Calculate the strain rates from equation (6.2) and substitute the strain rates into RHS of equation (3.87) and then solve for the creep damage. Note that, for the first calculation, time \( t \) and damage parameter \( \omega \) are zero.

3. Calculate the maximum tensile principal stress and effective stress at each node and then substitute in equation (6.3) to obtain the damage parameter rate at each node.

4. Calculate the stresses and strains at boundary and internal nodes as before.

5. Check the convergence as before. After converging, update the variables, time and damage parameter using Euler method as follows:

\[
\omega_{i+1} = \omega_i + \Delta t \dot{\omega}_i \tag{6.4}
\]

6. Select the next time step for next calculation as before.

7. Repeat 2 – 6, until the final time is reached or the rupture occurs.

In this BE program, the value of damage parameter at rupture can be specified at the beginning and the program will stop when this value at one node is reached. Usually, the value of damage parameter is equal to one at the rupture. It is impractical at \( \omega = 1 \).
since the creep strain rates approach infinity. Therefore, \( \omega \) at rupture is set at 0.9. It should be noted that while \( \omega \) approach one, the time steps needed will be very small.

6.3 BE Creep Damage Examples

The boundary element formulation for creep damage problems is implemented in a computer program and is used to analyse the creep damage problems of a rectangular plate and a square plate with a circular hole subjected to a uniaxial constant tensile stress load. The results are compared with the finite element solutions using ABAQUS UMAT.

Since the creep strain rate equation has been changed to incorporate damage evolution, ABAQUS allows users to put their own creep law by using ABAQUS UMAT Code. In this work, the ABAQUS UMAT Damage Code of SAQ KONTROLL AB, Sweden, modified for 2-D problems by Sun et al. [1999] is used. The constitutive equations used in ABAQUS UMAT Damage Code are as follows:

\[
\dot{\varepsilon}_y^c = \frac{3}{2} B \sigma_{eff}^{(n-1)} S_y \left[ (1 - \rho) + \frac{1}{(1 - \omega)^n} \right] \quad (6.4)
\]

\[
\dot{\omega} = g A \left[ \alpha \dot{\sigma} + (1 - \alpha) \sigma_{eff} \right] \quad (6.5)
\]

where \( B, n, \rho, g, A, \alpha, \nu \) and \( \phi \) are material constants. When \( m = 1 \) (secondary creep) in equation (6.2) and (6.3) and \( \rho = g = 1 \) in equation (6.4) and (6.5), equation (6.2) and (6.3) are identical to equation (6.4) and (6.5), respectively, by using equivalent material constants as shown in the table below:
6.3.1 A Rectangular Plate

A rectangular plate of CrMoV steel subjected to a uniaxial constant stress load of 54 MPa in the y-direction is tested. This test is plane stress and secondary creep problem with damage. The dimensions of the rectangular plate are 25 mm x 100 mm. The boundary and domain are divided into 10 boundary elements and 4 cells, respectively. The meshes of BE and FE are the same and shown in Figure 6.1. The creep damage parameters and mechanical material properties of CrMoV Steel at 640° C (see Sun et al. [1999]) based on BE creep damage constitutive equations are as follows:

<table>
<thead>
<tr>
<th>Equation (6.2) and (6.3)</th>
<th>$B$</th>
<th>$n$</th>
<th>$m (=1)$</th>
<th>$M$</th>
<th>$\chi$</th>
<th>---</th>
<th>$\phi$</th>
<th>---</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equation (6.4) and (6.5)</td>
<td>$B$</td>
<td>$n$</td>
<td>---</td>
<td>$A$</td>
<td>$\nu$</td>
<td>$g (=1)$</td>
<td>$\phi$</td>
<td>$\rho (=1)$</td>
<td>$\alpha$</td>
</tr>
</tbody>
</table>

Creep Damage Parameters (based on stress in MPa and time in hour):

\[
B = 6.599 \times 10^{-16}
\]

\[
m = 1.0
\]

\[
n = 6.108
\]

\[
M = 5.998 \times 10^{-14}
\]

\[
\phi = 4.5
\]

\[
\chi = 5.767
\]

\[
\alpha = 0.3
\]
Material Properties:

Young's Modulus (E) = $200 \times 10^3$ N/mm$^2$

Poisson's Ratio (v) = 0.3

The boundary conditions are as follows:

\[ u_y = 0 \] along line ab

\[ u_x = 0 \] along line ad

The test is performed for 1,700 hours and the value of damage parameter at rupture in the BE program is set at 0.9. The program will stop when either the total time or the set maximum value of damage parameter at rupture is reached. The automatic time step control (criterion 4) with the maximum and minimum creep strain tolerances of $10^{-7}$ and $10^{-8}$, respectively, is employed. The initial time step of $10^{-3}$ hour and 8 Gaussian integration points are used.

The total numbers of time steps used in BE and FE are 77,366 and 4,848, respectively. The BE program uses much more time steps than FE because a simple time integration (Euler) is used in the BE algorithms. The creep strain at BE node 1 with coordinate (0,0) in the y-direction and creep damage parameter are plotted against time and shown in Figure 6.2. The BE and FE curves are plotted every 900 and 50 time steps, respectively. The results are compared with the finite element solutions using ABAQUS UMAT Damage Code and show very good agreement. It can be seen that after sharp curve the time steps are very small.
6.3.2 A Square Plate With a Circular Hole

A square plate with a circular hole of Titanium Alloy subjected to a uniaxial constant stress load of 140 MPa in the y-direction is tested. This test is plane stress and secondary creep problem with damage. Because of symmetry, only a quarter of plate is used and has dimensions of 50 mm x 50 mm with a hole radius of 10 mm. The boundary and domain are divided into 32 boundary elements and 64 cells, respectively. The BE and FE meshes are the same and shown in Figure 6.3. The creep damage parameters and mechanical material properties of Titanium Alloy at 650°C (see Sun et al. [1999]) based on BE creep damage constitutive equations are as follows:

Creep Damage Parameters (based on stress in MPa and time in hour):

\[ B = 5.623 \times 10^{-16} \]
\[ m = 1.0 \]
\[ n = 5.911 \]
\[ M = 1.114 \times 10^{15} \]
\[ \phi = 4.8 \]
\[ \chi = 5.416 \]
\[ \alpha = 0.0 \]

Material Properties:

Young’s Modulus (E) = 200x10^3 N/mm^2

Poisson’s Ratio (v) = 0.3
The boundary conditions are as follows:

\[ u_y = 0 \text{ along line } ab \]
\[ u_x = 0 \text{ along line } de \]

The test is performed for 300 hours and the value of damage parameter at rupture is set at 0.9. The program will stop when either the total time or the set maximum value of damage parameter at rupture is reached. The automatic time step control (criterion 4) with the maximum and minimum creep strain tolerances of \(10^{-4}\) and \(10^{-5}\), respectively, is employed. The initial time step of \(10^{-3}\) hour and 8 Gaussian integration points are used.

The total numbers of time steps used in BE and FE are 8,050 and 1,036, respectively. The stress and creep strain in the y-direction and damage parameter at BE node 1 are plotted against time and shown in Figure 6.4. The BE and FE curves are plotted every 300 and 30 time steps, respectively. The results are compared with the finite element solutions using ABAQUS UMAT Damage Code and show good agreement with the error being less than 17.0\%.
Figure 6.1 BE and FE meshes of the rectangular plate, 10 elements and 4 cells.
Figure 6.2  (a) creep strain against time, (b) creep damage parameter against time.
Figure 6.3 BE and FE meshes of the square plate with a circular hole, 32 boundary elements and 64 cells.
Figure 6.4 At BE node 1; (a) stress, (b) creep strain and (c) creep damage parameter.
Chapter 7

The Boundary Element Method for Combined Plasticity and Creep Problems

In this chapter, plasticity and creep is modelled by including the plastic strain in the total strain. For isothermal condition, the total strain rate consists of the elastic, plastic and creep strain rates as follows:

\[
\dot{\varepsilon} = \dot{\varepsilon}^e + \dot{\varepsilon}^p + \dot{\varepsilon}^c
\]  

(7.1)

where \( \dot{\varepsilon} \) is the total strain rate and \( \dot{\varepsilon}^e \), \( \dot{\varepsilon}^p \) and \( \dot{\varepsilon}^c \) are the elastic, plastic and creep strain rates, respectively.

7.1 The Constitutive Equations

The constitutive equation for time hardening creep can be written as follows:

\[
\dot{\varepsilon}^c = \frac{3}{2} m B (\sigma_{eff})^{(n-1)} S_{ij} t^{(m-1)}
\]  

(7.2)

where \( B \), \( m \) and \( n \) are the material constant dependent on the temperature.

The constitutive equation for plasticity based on von-Mises yield criterion and Prandtl-Reuss flow rule can be written as follows (see, for example Lee [1983] and Gun [1997]).

\[
\dot{\varepsilon}^p = \frac{3}{2} \left( \frac{\dot{S}_{ij} \dot{\sigma}_{ij}}{1 + \frac{H}{3\mu} (\dot{\sigma}_{eff})^2} \right)
\]  

(7.3)
where $H$ is the plastic hardening modulus and $\mu$ is the shear modulus. The details of the BE formulation for elastoplasticity can be found, for example, in Lee [1983] and Gun [1997]. Since the BE for elastoplasticity is a time-independent process and the BE for creep is a time-dependent process, it is assumed that the plasticity and creep processes are separable. Therefore, superposition is used to combine the plastic and creep parts.

### 7.2 BE Combined Plasticity and Creep Algorithm

The numerical BE algorithm for elastoplasticity can be briefly summarised as follows (see, for example, Gun [1997] for more details):

1. Solve the elastic solutions with the full applied load to find the highest stress node.
2. Scale down the full applied load such that the highest stress node begins yielding.
3. Divide the applied load from the first yielding to the full applied load into a small number of incremental applied loads.
4. Solve the BE for elastoplasticity with an incremental applied load.
5. After convergence, update the variables.
6. Repeat step 4 - 5 until the full applied load is reached.

In this work, two approaches are used. The first approach called 'full load approach' is that the BE for elastoplasticity is applied first until the full applied load is reached and then the BE for creep is performed until the final time is reached. Another approach called 'part-load approach' is that the BE for elastoplasticity is applied for an
incremental applied load and then the BE creep analysis is performed for a small finite time. The procedure is repeated until the full applied load and the final time are reached.

The BE combined plasticity and creep algorithm for full load approach can be summarised as follows:

1. Follow steps 1 to 6 as in the plasticity algorithm above.
2. After the plastic solutions are solved, apply the BE for creep using algorithm as mentioned in section 3.3 until the total time is reached.

The BE combined plasticity and creep algorithm for part-load approach can be summarised as follows:

1. Follow step 1 to 5 as in the plasticity algorithm above.
2. Apply the BE for creep for a small finite time using the creep algorithm as mentioned in section 3.3.
3. Repeat the plasticity for another load increment followed by a finite creep time, until the full applied load and total time are reached.

7.3 BE Combined Plasticity and Creep Examples

The BE formulation for plasticity and creep has been tested for the problems of a square plate, a plate with a circular hole, and a plate with a semicircular notch subjected to a uniaxial tensile load. All results are compared with the finite element solutions using ABAQUS [1997]. The finite element solutions are obtained using the same
procedure as the BE solutions. For the part-load approach, the finite element data file needs first yield load information from the BE solutions in order to obtain the corresponding applied load.

7.3.1 Square Plate

A square plate subjected to a uniaxial tensile stress of 300 N/mm$^2$ in the x-direction is examined. The square plate has the dimension of 100 mm x 100 mm. The material properties and creep parameters are as follows:

Material properties:

\[
E = 207 \times 10^3 \text{ N/mm}^2 \\
\nu = 0.3 \\
\sigma_y = 250 \text{ N/mm}^2 \\
H = 4223.8267 \text{ N/mm}^2
\]

Creep parameters:

\[
B = 3.125 \times 10^{-14} \text{ (stress in MPa, time in hour)} \\
m = 1.0 \text{ for secondary creep} \\
n = 5
\]

The BE mesh and boundary conditions are the same as Figure 4.1. The initial time step of $10^3$ hour and Gaussian integration points of 6 are used. The automatic time step control (criterion 4) with the maximum and minimum creep strain tolerances of $10^{-4}$
and $10^{-5}$ is employed. This test is secondary creep and plane stress problem. The test is performed for the total time of 1 hour for both full load and part-load approaches. The first yield occurs at the applied stress of 250 N/mm$^2$. The rest of the applied load after first yield is divided into 10 incremental applied loads of 5 N/mm$^2$. For the part-load approach, after solving the BE plastic solutions for each incremental applied load, the BE for creep is performed for 0.1 hour. The results at the final time are compared with the analytical solutions and the corresponding finite element solutions of the same mesh using ABAQUS [1997] and shown in Tables 7.1 and 7.2. The results are in good agreement with the analytical solutions and the finite element solutions. The analytical plastic strain solutions can be found in Appendix C. The percentage of BE error is less than 2%. It can be seen that the finite element solutions are very close to the analytical solutions. The total plastic strains for both approaches are the same while the total creep strains of part-load approach are less than that of full load approach. This is because the creep strains depend on current stresses.

### 7.3.2 Plate with a Circular Hole

A plate with a circular hole is subjected to a uniaxial tensile stress of 12 N/mm$^2$ in the x-direction. Because of symmetry, only a quarter of the plate with a circular hole is used and has the dimensions of 10 mm x 18 mm with a hole radius of 5 mm. The material properties and creep parameters are as follows:

**Material properties:**

$$E = 7000 \text{ N/mm}^2$$
\( \nu = 0.2 \)
\( \sigma_y = 24.3 \, \text{N/mm}^2 \)
\( H = 224 \, \text{N/mm}^2 \)

Creep parameters:

\( B = 3.125 \times 10^{-10} \) (stress in MPa, time in hour)
\( m = 1.0 \) for secondary creep
\( n = 5 \)

The BE mesh and the boundary conditions are the same as Figure 4.6. The test is secondary creep and plane stress problem and conducted for the total time of 1 hour. The initial time step of \( 10^{-3} \) hour and Gaussian integration points of 6 are used. The automatic time step control (criterion 4) with the maximum and minimum creep strain tolerances of \( 10^{-3} \) and \( 10^{-4} \) is employed. The first yield occurs at the applied stress of 5.598 N/mm\(^2\). The applied load is divided into 10 increments of 0.6402 N/mm\(^2\). For the part-load approach, the BE for creep is performed for 0.1 hour after solving the BE plastic solutions for each incremental load. The stress results in the x-direction at the final time are compared with the finite element solutions of the same mesh using ABAQUS [1997] and shown in Figure 7.1 and 7.2 where \( y/r \) is the ratio of the distance along the root in the y-direction to the hole radius. The results agree well with the finite element solutions with the error being less than 10.0\% except at \( y/r = 1.88 \) and 2.0 which have the percentages of error of 12.91\% and 30.92\%, respectively, for the full load approach and 16.16\% and 17.67\% for the part-load approach.
7.3.3 Plate with a Semicircular Notch

A plate with a semicircular notch is subjected to a uniaxial tensile stress of 12 N/mm\(^2\) in the x-direction. Because of symmetry, a quarter of the plate with a semicircular notch is used and has the dimensions of 10 mm x 18 mm with a semicircular notch radius of 5 mm. The material properties and creep parameters are the same as those used in the plate with a circular hole problem.

The BE mesh and the boundary conditions are the same as Figure 4.8. The test is secondary creep and plane stress problem and conducted for the total time of 1 hour. The initial time step of 10\(^{-3}\) hour and Gaussian integration points of 6 are used. The automatic time step control (criterion 4) with the maximum and minimum creep strain tolerances of 10\(^{-3}\) and 10\(^{-4}\) is employed. The first yield occurs at the applied stress of 7.5408 N/mm\(^2\). The applied load is divided into 10 increments of 0.44592 N/mm\(^2\). For the part-load approach, the BE for creep is calculated for 0.1 hour after solving the BE plastic solutions for each incremental load. The stress results in the x-direction at the final time are compared with the finite element solutions of the same mesh using ABAQUS [1997] and shown in Figures 7.3 and 7.4 where y/r is the ratio of the distance along the root in the y-direction to the notch radius. The results agree well with the finite element solutions with the error being less than 4%.
<table>
<thead>
<tr>
<th></th>
<th>Stress (N/mm²)</th>
<th>Plastic strains</th>
<th>Creep strains</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>σ_{xx}</td>
<td>ε^{p}_{xx}</td>
<td>ε^{p}_{yy}</td>
</tr>
<tr>
<td>FE</td>
<td>300</td>
<td>1.1838E-02</td>
<td>-5.9188E-03</td>
</tr>
<tr>
<td>BE</td>
<td>299.2</td>
<td>1.173E-02</td>
<td>-5.859E-03</td>
</tr>
<tr>
<td>Analytical</td>
<td>300</td>
<td>1.1838E-02</td>
<td>-5.9188E-03</td>
</tr>
<tr>
<td>%FE error</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>%BE error</td>
<td>-0.27</td>
<td>-0.91</td>
<td>-1.01</td>
</tr>
</tbody>
</table>

Table 7.1 The solutions of the square plate, full load approach.

<table>
<thead>
<tr>
<th></th>
<th>Stress (N/mm²)</th>
<th>Plastic strains</th>
<th>Creep strains</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>σ_{xx}</td>
<td>ε^{p}_{xx}</td>
<td>ε^{p}_{yy}</td>
</tr>
<tr>
<td>FE</td>
<td>300</td>
<td>1.1838E-02</td>
<td>-5.9188E-03</td>
</tr>
<tr>
<td>BE</td>
<td>299.2</td>
<td>1.173E-02</td>
<td>-5.859E-03</td>
</tr>
<tr>
<td>Analytical</td>
<td>300</td>
<td>1.1838E-02</td>
<td>-5.9188E-03</td>
</tr>
<tr>
<td>%FE error</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>%BE error</td>
<td>-0.27</td>
<td>-0.91</td>
<td>-1.01</td>
</tr>
</tbody>
</table>

Table 7.2 The solutions of the square plate, part-load approach.
Figure 7.1 The solutions of the plate with a circular hole, full load approach.

Figure 7.2 The solutions of the plate with a circular hole, part-load approach.
Figure 7.3 The solutions of the plate with a semicircular notch, full load approach.

Figure 7.4 The solutions of the plate with a semicircular notch, part-load approach.
The boundary element method has been successfully applied to contact problems (see, for example, Olukoko et al. [1993]). Contact problems are non-linear problems in nature since the contact area for non-conforming contact problems is usually unknown in advance and does not change linearly with the applied load. Therefore, the prescribed displacements and tractions of the nodes on the contact surface are unknown as well. But there are two relationships that the nodes on the contact surface must satisfy (see, for example, Becker [1992]):

1. Continuity of displacements in the normal contact direction.
2. Equilibrium conditions (i.e. equal and opposite tractions).

There are usually two types of contacts: frictionless contact and frictional contact. For frictionless contact, only normal compressive stresses are present at the contact area. For frictional contact, both normal and shear stresses are present in the contact area. The applications of creep and contact problems can be found in Hyde et al. [1996a, 1996b]. In this chapter, the frictionless contact with creep is investigated using the boundary element method. The results are compared with the finite element solutions using ABAQUS [1997].

8.1 Contact Conditions

The contact conditions for frictionless contact problems must satisfy the continuity and equilibrium relationships. This results in four relationships as follows:
where the superscripts $A$ and $B$ refer to body $A$ and body $B$, respectively, and the subscripts $n$ and $t$ refer to normal and tangential directions, respectively. $\delta_t$ is the amount of the slip displacement in the tangential direction. The normal and tangential directions of the contact surface can be shown as Figure 8.1.

### 8.2 BE Creep Contact Algorithm

Since the contact problems are non-linear and the actual contact area is usually unknown in advance, the iterative procedure is needed. The boundary element method for contact problems based on an iterative procedure is used in this work. To solve the contact problems, the contact area is usually assumed first. Then the boundary element method for elasticity for multi-domain can be applied with the help of contact conditions of equation (8.1). When two bodies come into contact, the boundary on each domain can be divided into two parts, the boundary outside the contact area ($\Gamma_o$) and the boundary inside the contact area ($\Gamma_c$). The boundary conditions of $\Gamma_o$ can be used as mentioned in section 3.2.4. In the contact area, each node pair has eight variables, $u^A_n, u^A_t, t^A_n, t^A_t, u^B_n, u^B_t, t^B_n$ and $t^B_t$, but only four equations can be established from boundary integral equations (two equations per node for each domain). To get a unique solution, equation (8.1) must be applied for each node pair.
After the first iteration (first assumed contact area), the pairs of elements in the assumed contact area must be checked for edge overlap and tensile stress. If edge overlap occurs just outside the assumed contact area, this means the assumed contact area is too small. Therefore, the next iteration must include the overlapped element pairs. If the tensile stress occurs in the contacting elements in the assumed contact area, this means the assumed contact area is too large. Therefore, the next iteration must release these elements. The iterations are terminated when there are no edge overlap and no tensile stress elements. The numerical algorithm of elastic contact problems can be found, for example, in Becker [1992].

Like plasticity, contact problems are time-independent. To combine contact with creep, it is assumed that the contact and creep processes are separable. The BE creep contact algorithm can be summarised as follows:

1. At $t = 0$, solve elastic contact solutions and calculate stresses and strains at all nodes. At this point, the actual contact area is known.
2. Solve the multi-domain creep solutions using the creep algorithm as mentioned in section (3.3) coupled with the contact conditions of equation (8.1).

8.3 BE Creep Contact Examples

The boundary element program for creep contact problems has been established. Two kinds of contact problems, a punch on a foundation and a cylinder on a foundation, are investigated. The results are compared with the corresponding finite element solutions using ABAQUS [1997].
8.3.1 A Punch on a Foundation

A punch compressed on a foundation is investigated. Because of symmetry, only a half of the geometry is used. The dimensions of the punch and the foundation are 2 mm x 2 mm and 8 mm x 4 mm, respectively. The boundary and domain of the punch are discretised into 24 boundary elements and 40 cells, respectively. The boundary and domain of the foundation is divided into 28 boundary elements and 72 cells, respectively. The BE and FE meshes are the same and shown in Figure 8.2. The creep parameters and mechanical material properties are as follows:

Creep Parameters:

\[ B = 3.125 \times 10^{-14} \text{ (stress in MPa, time in hour)} \]
\[ m = 1.0 \text{ for secondary creep} \]
\[ n = 5 \]

Material Properties:

Young's Modulus (E) = 200x10^3 N/mm^2

Poisson's Ratio (\( \nu \)) = 0.3

The boundary conditions are as follows:

\[ u_y = 0 \text{ along line ab.} \]
\[ u_x = 0 \text{ along line af.} \]

The punch is subjected to a constant compressive stress of 200 N/mm^2 in the y-direction. This test is the plane strain and secondary creep problem based on time
hardening law. The test is conducted for creep for 1 hour after solving the BE frictionless contact solutions. The initial time step of $10^{-3}$ hour and Gaussian integration points of 6 are used. The automatic time step control (criterion 4) with the maximum and minimum stress tolerances of 0.1 and 0.01 is employed. In this test, the actual contact area is known in advance and six pairs of elements are in contact. The normal stresses of the punch at the final time are plotted along the contact interface and compared with the corresponding finite element solutions using ABAQUS [1997] and shown in Figure 8.3. The results show a good agreement with the finite element solutions. From Figure 8.3 (a), it can be seen that the elastic solutions of BE are different from those of FE at the element near the end of contact area. This might be because: (i) the effects of the high stresses at the corner of the punch and (ii) the BE program use the average value of stress at common nodes. From Figure 8.3 (b), the normal stresses along contact interface seem to converge to one value except at the end element of the contact area.

8.3.2 A Cylindrical Punch on a Flat Foundation

A cylindrical punch compressed on a flat foundation is investigated. Because of symmetry, only a half of the geometry is used. The diameter of the cylindrical punch is 2 mm and the dimensions of the foundation are 4 mm x 2 mm. The boundary and domain of the cylindrical punch are discretised into 44 boundary elements and 120 cells, respectively. The boundary and domain of the foundation are divided into 32 boundary elements and 80 cells, respectively. The BE and FE meshes are the same and shown in Figure 8.4. The creep parameters and mechanical material properties are as follows:
Creep Parameters:
\[ B = 3.125 \times 10^{-20} \text{ (stress in MPa, time in hour)} \]
\[ m = 1.0 \text{ for secondary creep} \]
\[ n = 5 \]

Material Properties:
\[ \text{Young's Modulus (E)} = 200 \times 10^3 \text{ N/mm}^2 \]
\[ \text{Poisson's Ratio (v)} = 0.3 \]

The boundary conditions are as follows:
\[ u_y = 0 \quad \text{along line ab.} \]
\[ u_x = 0 \quad \text{along line ad.} \]

The cylindrical punch is subjected to a constant compressive stress of \( 2.8128 \times 10^4 \) N/mm\(^2\) on the top boundary element in the y-direction. This high stress is used to make the contact surface and creep strains not too small since the creep constant B is very small. This test is the plane strain and secondary creep problem based on time hardening law. The test is conducted for creep for 1 hour after solving the BE frictionless contact solutions. The initial time step of \( 10^{-6} \) hour and Gaussian integration points of 6 are used. The automatic time step control (criterion 4) with the maximum and minimum stress tolerances of 0.1 and 0.01 is employed. In this test, the actual contact area is unknown in advance. After solving the BE contact solutions, there are four pairs of elements in contact. The normal stresses of the cylindrical punch at the final time are plotted along the contact interface and compared with corresponding finite element solutions using ABAQUS [1997] and shown in Figure 8.5. It can be seen that the BE elastic solutions agree well with the FE solutions except...
the node at the end of contact. This might be because the BE solutions use the average values of stress at common nodes. The actual elastic contact area is around 0.18 mm. From Figure 8.5 (b), the BE creep stresses along the contact interface agree well with the FE solutions up to a distance of around 0.1 mm. After this point, large differences occur. This is because the BE program keeps the contact area constant during the creep process while the FE program adjusts the contact area during the creep process. For the FE solutions, the new contact area expands to around 0.29 mm.
Figure 8.1 Normal and tangential directions in contact problems.

Figure 8.2 The BE and FE meshes of the punch on the foundation.
Figure 8.3 Normal stress distributions along the contact interface,

(a) elastic contact solutions, (b) creep contact solutions.
Figure 8.4 The BE and FE meshes of the cylindrical punch on the foundation.
Figure 8.5 Normal stress distributions along the contact interface, 
(a) elastic contact solutions, (b) creep contact solutions.
9.1 Conclusions

The 2-D boundary element program for creep problems based on an initial strain approach has been successfully established. The boundary integral equations for creep have the same form as those for elastoplasticity except the plastic strain rates are replaced by the creep strain rates. The main difference between the BE for elastoplasticity and the BE for creep is that the BE for elastoplasticity is written in an incremental form (time-independent form) while the BE for creep is written in the rate form (time-dependent form).

The BE program for creep is tested for the problems of a square plate, a plate with a circular hole and a plate with a semicircular notch. The tests include primary and secondary creep and plane stress and plane strain cases. Both creep laws, time hardening and strain hardening, have been applied. The results are compared with the corresponding finite element solutions using ABAQUS and analytical solutions where available. The results agree very well with both the finite element solutions and the analytical solutions.

The size of the initial time step is very crucial for accurate solutions. If it is too large, the final solutions will not be accurate. If it is too small, the final solutions will be more accurate but it will take longer CPU time and the computational cost will be very high. The prescribed tolerances also give the same effect as the initial time step. Therefore,
the initial time step and the prescribed tolerances must be chosen as a compromise between accuracy and computational cost.

The 2-D BE program for creep damage has been written as well. The procedure of BE for creep damage is the same as that of BE for creep with an addition of a damage evolution equation. The problems of a rectangular plate and a plate with a hole are tested and compared with the 2-D finite element solutions using ABAQUS UMAT. The results agree well for the rectangular plate while, for the plate with a hole, the results are slightly different in values but the trend is the same.

The 2-D BE program for combined plasticity and creep has also been established. It is assumed that the plasticity process and the creep process are separable. Superposition is then used to combine plastic and creep strains. Two approaches have been investigated for the problems of a square plate, a plate with a circular hole and a plate with a semicircular notch. The first approach called "full load" approach is that the plastic part is calculated for the full applied load and then the creep part is calculated until the total time is reached. The second approach called "part-load" approach is that the plastic part is calculated for an incremental applied load and then the creep part is calculated for a certain time. The procedure is repeated until the full applied load and the total time are reached. The results are compared with the corresponding finite element solutions using ABAQUS and are shown to be in very good agreement.

The 2-D BE program for creep contact problems without friction has been established as well. The procedure is similar to that of combined plasticity and creep. The problems of a punch and a cylindrical punch on foundations are investigated and
compared with the corresponding finite element solutions using ABAQUS. The program works well with the problems of fixed contact area because the BE program has been written such that the contact area is held constant during the creep process.

9.2 Further Studies

The 2-D BE formulation for creep can be extended to three dimensional applications by including the z-components in the program. The kernels $U_{ij}$, $T_{ij}$, and $W_{kij}$ used in the 2-D boundary integral equations must be changed. These kernels would be the same as those of the 3-D BE for elastoplasticity. The domain must be divided into surface elements and volume cells. The surface elements and volume cells can be eight-node quadrilateral elements and twenty-node cubic cells, respectively. The numerical creep algorithm would be similar to that of 2-D BE for creep.

The 2-D axisymmetric BE formulation for creep is another possibility for further work. The transformation from 2-D to axisymmetric BE creep formulation is not straightforward to apply. All the 2-D kernels as well as creep laws have to change from cartesian to cylindrical coordinate system.

In the frictionless contact problems, the BE for creep contact can be rewritten to check contact conditions and update the contact area after each time step of the creep procedure. This might improve the solutions of creep contact problems in which the contact area changes with time. Friction contact problems can also be added in the program.
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Appendix A: Differentials of the Linear Shape Functions.

$$\frac{\partial L_1(\eta_1, \eta_2)}{\partial \eta_1} = -\frac{1}{4} (1-\eta_2)$$

$$\frac{\partial L_2(\eta_1, \eta_2)}{\partial \eta_1} = \frac{1}{4} (1-\eta_2)$$

$$\frac{\partial L_3(\eta_1, \eta_2)}{\partial \eta_1} = \frac{1}{4} (1+\eta_2)$$

$$\frac{\partial L_4(\eta_1, \eta_2)}{\partial \eta_1} = \frac{1}{4} (1+\eta_2)$$

$$\frac{\partial L_1(\eta_1, \eta_2)}{\partial \eta_2} = -\frac{1}{4} (1+\eta_1)$$

$$\frac{\partial L_2(\eta_1, \eta_2)}{\partial \eta_2} = -\frac{1}{4} (1-\eta_1)$$

$$\frac{\partial L_3(\eta_1, \eta_2)}{\partial \eta_2} = -\frac{1}{4} (1+\eta_1)$$

$$\frac{\partial L_4(\eta_1, \eta_2)}{\partial \eta_2} = \frac{1}{4} (1+\eta_1)$$
Appendix B: Differentials of the Quadratic Shape Functions.

\[ \frac{\partial N_1(\xi_1, \xi_2)}{\partial \xi_1} = \frac{1}{4} (1 - \xi_2)(2\xi_1 + \xi_2) \]
\[ \frac{\partial N_1(\xi_1, \xi_2)}{\partial \xi_2} = -\xi_1 (1 - \xi_2) \]
\[ \frac{\partial N_3(\xi_1, \xi_2)}{\partial \xi_1} = \frac{1}{4} (1 - \xi_2)(2\xi_1 - \xi_2) \]
\[ \frac{\partial N_4(\xi_1, \xi_2)}{\partial \xi_1} = \frac{1}{2} (1 - \xi_2^2) \]
\[ \frac{\partial N_5(\xi_1, \xi_2)}{\partial \xi_1} = \frac{1}{4} (1 + \xi_2)(2\xi_1 + \xi_2) \]
\[ \frac{\partial N_6(\xi_1, \xi_2)}{\partial \xi_1} = -\xi_1 (1 + \xi_2) \]
\[ \frac{\partial N_7(\xi_1, \xi_2)}{\partial \xi_1} = \frac{1}{4} (1 + \xi_2)(2\xi_1 - \xi_2) \]
\[ \frac{\partial N_8(\xi_1, \xi_2)}{\partial \xi_1} = -\frac{1}{2} (1 - \xi_2^2) \]
\[ \frac{\partial N_9(\xi_1, \xi_2)}{\partial \xi_2} = \frac{1}{4} (1 - \xi_2)(2\xi_1 + \xi_2) \]
\[ \frac{\partial N_9(\xi_1, \xi_2)}{\partial \xi_2} = -\frac{1}{2} (1 - \xi_2^2) \]
\[ \frac{\partial N_4(\xi_1, \xi_2)}{\partial \xi_2} = \frac{1}{4} (1 + \xi_2)(2\xi_1 - \xi_2) \]
\[ \frac{\partial N_5(\xi_1, \xi_2)}{\partial \xi_2} = -\xi_2 (1 + \xi_1) \]
\[ \frac{\partial N_6(\xi_1, \xi_2)}{\partial \xi_2} = \frac{1}{4} (1 + \xi_2)(2\xi_1 + \xi_2) \]
\[ \frac{\partial N_7(\xi_1, \xi_2)}{\partial \xi_2} = \frac{1}{2} (1 - \xi_2^2) \]
\[ \frac{\partial N_8(\xi_1, \xi_2)}{\partial \xi_2} = \frac{1}{4} (1 - \xi_2)(2\xi_1 - \xi_2) \]
\[ \frac{\partial N_9(\xi_1, \xi_2)}{\partial \xi_2} = -\xi_2 (1 - \xi_1) \]
Appendix C: Analytical Solutions of Plasticity of a Plate under Uniaxial Load in Plane Stress Problems.

A plate is subjected to uniaxial stress in the x direction as follows:

\[ \sigma_{xx} = 300 \text{ N/mm}^2; \quad \sigma_{yy} = 0 \text{ N/mm}^2 \]

The material properties of the plate are as follows:

\[ E = 207 \times 10^3 \text{ N/mm}^2 \]
\[ \nu = 0.3 \]
\[ \sigma_y = 250 \text{ N/mm}^2 \]
\[ H = 4223.8267 \text{ N/mm}^2 \]
\[ \mu = \frac{E}{2(1-\nu)} = 147857.14 \text{ N/mm}^2 \]

The plastic strain increments can be defined as follows:

\[ \dot{\varepsilon}_{pl} = \frac{3}{2} \left( \frac{\dot{S}_{ij}\dot{\varepsilon}_{ij}}{1 + H/3\mu} \right) \left( \frac{\dot{S}_{ij}}{\sigma_{eff}} \right)^2 \quad \text{(c1)} \]

To calculate plastic strains using the above equation, the incremental applied stress after yielding must be used. Firstly, the effective stress resulting from the applied stress must be calculated using equation (2.23) in order to find the incremental applied load.
For plane stress, $\sigma_{zz} = 0.$

\[
\sigma_{eff} = \sqrt{(300-0)^2 + (0-0)^2 + (300-0)^2 + 6(0^2 + 0^2 + 0^2)/2} = 300 \text{ N/mm}^2
\]

Therefore, the incremental applied load is equal to 50 N/mm$^2$ in the x direction. From equation (c1), the total strain increments can be written in terms of elastic strain increments and plastic strain increments. Therefore, equation (c1) can be rewritten and rearranged in the way that all plastic strain increments are in the left hand side as follows:

\[
\begin{align*}
\dot{S}_{xx}^2 - \frac{2}{3} \left(1 + \frac{H}{3\mu}\right) (\sigma_{eff})^2 \left[ \dot{\varepsilon}_{xx}^p + \dot{S}_{yy}^2 \dot{\varepsilon}_{yy}^p + \dot{S}_{zz}^2 \dot{\varepsilon}_{zz}^p + \dot{S}_{xy}^2 \dot{\varepsilon}_{xy}^p + \dot{S}_{xz}^2 \dot{\varepsilon}_{xz}^p + \dot{S}_{yz}^2 \dot{\varepsilon}_{yz}^p = \\
- \dot{S}_{xx} \left[ \dot{S}_{xx} \dot{\varepsilon}_{xx}^p + \dot{S}_{yy} \dot{\varepsilon}_{yy}^p + \dot{S}_{zz} \dot{\varepsilon}_{zz}^p + \dot{S}_{xy} \dot{\varepsilon}_{xy}^p + \dot{S}_{xz} \dot{\varepsilon}_{xz}^p + \dot{S}_{yz} \dot{\varepsilon}_{yz}^p \right] \\
\dot{S}_{yy} \dot{S}_{xx} \dot{\varepsilon}_{xx}^p + \dot{S}_{zz} \dot{\varepsilon}_{zz}^p + \dot{S}_{xy} \dot{\varepsilon}_{xy}^p + \dot{S}_{yz} \dot{\varepsilon}_{yz}^p = \\
- \dot{S}_{yy} \left[ \dot{S}_{xx} \dot{\varepsilon}_{xx}^p + \dot{S}_{yy} \dot{\varepsilon}_{yy}^p + \dot{S}_{zz} \dot{\varepsilon}_{zz}^p + \dot{S}_{xy} \dot{\varepsilon}_{xy}^p + \dot{S}_{xz} \dot{\varepsilon}_{xz}^p + \dot{S}_{yz} \dot{\varepsilon}_{yz}^p \right] \\
\dot{S}_{zz} \dot{S}_{xx} \dot{\varepsilon}_{xx}^p + \dot{S}_{zz} \dot{\varepsilon}_{zz}^p + \dot{S}_{xy} \dot{\varepsilon}_{xy}^p + \dot{S}_{yz} \dot{\varepsilon}_{yz}^p = \\
- \dot{S}_{zz} \left[ \dot{S}_{xx} \dot{\varepsilon}_{xx}^p + \dot{S}_{yy} \dot{\varepsilon}_{yy}^p + \dot{S}_{zz} \dot{\varepsilon}_{zz}^p + \dot{S}_{xy} \dot{\varepsilon}_{xy}^p + \dot{S}_{xz} \dot{\varepsilon}_{xz}^p + \dot{S}_{yz} \dot{\varepsilon}_{yz}^p \right] \\
\dot{S}_{xy} \dot{S}_{xx} \dot{\varepsilon}_{xx}^p + \dot{S}_{yy} \dot{\varepsilon}_{yy}^p + \dot{S}_{xy} \dot{\varepsilon}_{xx}^p = \\
- \dot{S}_{xy} \left[ \dot{S}_{xx} \dot{\varepsilon}_{xx}^p + \dot{S}_{yy} \dot{\varepsilon}_{yy}^p + \dot{S}_{xy} \dot{\varepsilon}_{xx}^p \right] \\
\end{align*}
\]

(c2)
The effective stress increment ($\sigma_{\text{eff}}$) can be calculated as follows:

$$\sigma_{\text{eff}} = \sqrt{\left\{(50-0)^2 + (0-0)^2 + (50-0)^2 + 6(0^2 + 0^2 + 0^2)\right\}/2} = 50 \text{ N/mm}^2$$

The deviatoric stress increments ($\dot{S}_{ij}$) can be calculated as follows:

$$\dot{S}_{xx} = 50 - (50 + 0 + 0)/3 = 33.33333 \text{ N/mm}^2$$
$$\dot{S}_{yy} = 0 - (50 + 0 + 0)/3 = -16.66667 \text{ N/mm}^2$$
$$\dot{S}_{zz} = 0 - (50 + 0 + 0)/3 = -16.66667 \text{ N/mm}^2$$
$$\dot{S}_{xy} = 0; \quad \dot{S}_{xz} = 0; \quad \dot{S}_{yz} = 0$$

The elastic strain increments ($\varepsilon_{ij}^{e}$) can be calculated from Hooke's law as follows:

$$\varepsilon_{xx}^{e} = (50 - 0.3(0 + 0))/207000 = 2.4155 \times 10^{-4}$$
$$\varepsilon_{yy}^{e} = (0 - 0.3(50 + 0))/207000 = -7.246 \times 10^{-5}$$
$$\varepsilon_{zz}^{e} = (0 - 0.3(50 + 0))/207000 = -7.246 \times 10^{-5}$$
$$\varepsilon_{xy}^{e} = 0; \quad \varepsilon_{xz}^{e} = 0; \quad \varepsilon_{yz}^{e} = 0$$

Substituting all known values to equation (c2), the equation (c2) can be reduced as follows:
After solving above equations, the solutions of plastic increments can be obtained as follows:

\[ \dot{\varepsilon}_{xx}^p = 1.1838 \times 10^{-2} \]

\[ \dot{\varepsilon}_{yy}^p = -5.9188 \times 10^{-3} \]

\[ \dot{\varepsilon}_{zz}^p = -5.9188 \times 10^{-3} \]

\[ \dot{\varepsilon}_{xy}^p = 0; \quad \dot{\varepsilon}_{xz}^p = 0; \quad \dot{\varepsilon}_{yz}^p = 0 \]