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~ Abstract

This thesis presents an investigation of on-line supply impedance measurement. Network
impedance values are invaluable for power system modelling and simulation. Without
knowledge of a network structure and the impedances that make up that structure it is im-
possible to simulate or predict harmonic propagation within a plant. If the impedance struc-
ture for a plant is known then it may be possible to alleviate voltage distortion problems
by simply redistributing sensitive loads to points of low harmonic distortion. Alternatively
distorting loads may be repositioned thus removing the need for additional filters or com-
pensation equipment. The supply impedance, in particular, is of interest. At a simple level
it is important for wiring, fuse and circuit breaker calculations. It is also important when

designing filters for power factor correction or harmonic attenuation.

Two novel on-line impedance measurement techniques are presented. Both techniques
apply a small disturbance to a power network, using measurements of the subsequent tran-
sients it is possible to identify the system impedance at the point of measurement. These
techniques are implemented both in simulation and experimentally. Excellent identification
was possible for linear impedance networks. The performance of the techniques was also
investigated in the presence of various non-linear loads. Limitations to both approaches are
identified.

An active shunt filter was designed and constructed for this work. Experimental impedance
measurement was undertaken using this hardware. It was therefore possible to demonstrate
the possibility of impedance measurement using an existing active shunt filter and during
its normal operation. Finally experimental measurement data was used to demonstrate the
operation of the active shunt filter using reference currents determined from supply voltage

and supply impedance.

Xix



Chapter 1

Introduction

1.1 Background to the nature of the National Grid

The British National Grid system has been developed over time to produce a power network
employing a small number of high capacity generators, with a total capacity of approxi-
mately 70GW [1]. These are connected to customers via the transmission and distribution
networks mainly comprising of transformers and cabling [2]. Traditionally, large quantities
of power were consumed by power factor lagging loads such as heating and direct on-line
induction motors driving pumps and fans. In fact about 43% of electrical power is still
consumed by induction motors [3]. Power factor correction (PFC) capacitors were intro-
duced from an early date in order to improve the power factor to reduce transmission losses
and allow maximum power flow through the existing network. Modern power electronic
technology and the desire for greater efficiency, to reduce both the cost and environmental

impact, have led to a shift away from this situation.

The installation of power factor correction capacitors has increased [4] in an attempt to
increase power supply efficiency. The disadvantage of these extra components is that they
will create resonant circuits [5]. Such resonances do not occur at frequencies near the

* fundamental frequency and therefore do not immediately pose a problem. But when this is
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combined with the rise in use of power electronic equipment there is potential for harmonic

problems to arise.

Harmonic distortion is not a new phenomenon in power networks. Early synchronous gen-
erators were not able to generate a purely sinusoidal output. Instead a distorted waveform
was produced rich in harmonic voltage components [6]. In modern times it is the increasing
use of non-linear loads that is causing the rise in harmonic distortion on the power system.
A non-linear load (NLL) is defined by Dugan et al. [5] as: an electrical load which draws
current discontinuously or whose impedance varies throughout the cycle of the input a.c.

voltage waveform. Figure 1.1 shows an example of this definition.

Supply voltage
L /

- Non-linear load current

Figure 1.1: Current distortion due to non-linear load

Until recent years the only significant NLLs were the controlled rectifiers used to power
d.c. motor drives [7]. The development of power electronics has changed this situation and
has led to a fundamental change in electrical power consumption. Power electronic circuits
have affected both industrial and domestic power consumption. The adjustable speed drive
(ASD) has led to an increase in the efficiency of motor drives for the manufacturing indus-
try. The switch mode power supply has provided cheap and compact d.c. power supplies
for personal computers and other domestic electronic apparatus. Mohan et al. [8] have esti-
mated that 50% of electrical power consumed in the USA is through such power electronic
converters. These examples of power electronic equipment use a rectifier input to convert

a.c. voltage to d.c.. This non-linear circuitry draws non-sinusoidal current from the power
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supply. The most common power electronic circuits directly connected to the power net-
work are uncontrolled rectifier circuits. Figure 1.2 shows both inductively smoothed and
capacitively smoothed rectifier circuits and the current harmonics drawn by each circuit

when fed from a sinusoidal supply.

Voltage distortion is created in the network as the result of this harmonic current flowing
through the system impedance. This increase in distortion has led to the installation of
passive filters designed to attenuate voltage distortion at certain frequencies. Passive filters
alter the system impedance at certain frequencies by blocking the path of harmonic current
(series filter) or to provide a low impedance sink for the harmonic current (shunt filter).
Power electronic equipment also gives rise to other power quality problems, as described

in the next section.

Deregulation of the electricity supply combined with the increased development of, so
called, renewable energy sources has led to a significant change in the structure of gener-
ation and distribution. The shift has been away from very few centralised generators to a
more distributed system of generation whereby small generators may be connected to the
power system throughout the network [9]. Such generation is known as Distributed, or Em-
bedded, generation. Examples of embedded generation include industrial combined heat
and power (CHP) plants, municipal waste burning power plants, wind turbine generators
and photo-voltaic power generation. Small capacity generation using alternative energy
sources is environmentally beneficial as is the overall efficiency gain achieved from CHP
plant generation. Such generation increases the complexity of the grid network and can

lead to problems with control of frequency and voltage.
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1.2 Power quality

As aresult of developments in power electronics and embedded generation the instances of
power quality problems have increased dramatically. Power quality is the term used to refer
to the quality of the power supply. It is therefore a measure of the voltage that is supplied
to consumers. The quality of the voltage waveform is defined in terms of many different

quantities [5]:

e Short duration voltage variations. This includes sags, swells and short supply inter-

ruptions.
e Voltage imbalance in multiphase systems.

e Waveform distortion. This includes harmonic distortion, interharmonic distortion,

notching and noise.

e Voltage fluctuation. This describes systematic or continuous voltage changes giving

rise to flicker.

e Frequency variations.

This work concentrates on steady state power waveform distortion. In particular, harmonic
distortion was of primary concern. The experimental facility was designed for the com-
pensation of low order steady state harmonic distortion in a balanced three phase system.
In this work ’low order’ harmonics is defined as those below the 20th harmonic. Alterna-
tive hardware solutions would be more appropriate for the compensation of other power
quality problems. Problems concerned with imbalance require a four wire active filter sys-
tem [10] [11], voltage variations are better tackled using a series active filter and frequency

variations with a unified power flow controller [12] [13].

Voltage distortion is undesirable for many reasons. Transmission losses are increased when
transmitting harmonic currents. These losses can result in overheating of transmission
apparatus such as transformers. Voltage distortion may result in this equipment being de-

rated in order to ensure reliability and safety. Induction motor losses are also increased
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if fed from a non-sinusoidal supply. A further detrimental effect in motors is that torque
pulsations may also occur. Over voltage conditions may arise in power electronic rectifier
circuits in the presence of high voltage distortion. This can affect performance and can
result in unwanted tripping of equipment. To counter this, electronic power supplies must
be designed in order to withstand greater variations in supplied voltage. Jhis inevitably
leads to increased equipment cost. Power converters, d.c. drives for instance, often rely
on zero crossing points in the voltage cycle to synchronise switching instants. This can
obviously be affected by a heavily distorted supply. High frequency harmonic distortion
can cause interference with telecommunication circuits [5]. it is clear that harmonic voltage

distortion can severely affect the normal operation of the power network.

1.3 Tackling harmonic distortion

There are two general approaches that may be used in order to tackle the problem of har-
monic distortion. The first approach is to reduce the level of harmonic current produced by
Whe operation of connected loads. The second method is to connect additional circuits

in order to mitigate the effects of harmonic current.

1.3.1 Reducing harmonic current at the source

The most common form of power interface is the uncontrolled rectifier as shown in fig-
ure 1.2. As can be seen the level of harmonic distortion in the line current is high. This
type of circuit is used extensively for reasons of cost and reliability. Alternative rectifier
circuits are available for both 3 phase and single phase operation. Two diode bridge recti-
fiers may be used to feed the same d.c. link. This requires shifting the phase of the input
to one of the rectifiers. This may be achieved using two feed transformers, one connected
in a star-star configuration and the other in a star-delta configuration. This method is often
used at present for high power installations and can reduce the harmonic current drawn by

the load [14]. Active rectifier circuits are also available that utilize one or more switching
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devices in the rectifier circuit in order to reduce the harmonic content. In terms of addi-
tional complexity the single switch rectifier [15] is the simplest of these circuits as only one
additional switching element is required. At the other end of the complexity scale is the
Sinusoidal Front End [16]. This circuit employs a switching element in parallel to every
diode in the uncontrolled rectifier. The level of harmonic current may be almost eliminated
using a suitably high switching frequency. Whilst these alternative circuits are capable of
drastically reducing the level of current harmonic drawn they increase the complexity of

the design and hence the cost and reliability of the equipment requiring a d.c. source.

1.3.2 Reducing harmonic current at the system level

Harmonic filters may be used in order reduce the level of harmonic current in a power sys-
tem. Harmonic filters can either be constructed from passive components (passive filters)
or use a power electronic converter in order provide compensation (active filter). Both pas-
sive and active filters may be implemented as series or shunt filters. Figure 1.3 shows the
general form of a series and a shunt filter. The series filter acts to block harmonic currents
so that harmonic current does not pass through the supply impedance. Hence voltage dis-
tortion will be reduced on the supply side of the filter. The shunt filter offers a path of low
impedance for harmonic currents of certain frequencies. The filter thus acts like a local

sink for these harmonic currents. The supply voltage distortion is again reduced.

Passive filters can be implemented in various forms [5] and are reliable and simple to con-
struct. The simplest form of passive series filter is a set of line inductors connected in
series with the load. Such a filter is often connected to a capacitively smoothed rectifier
circuit input. Tuned filters can introduce extra resonances due to interaction with the sup-
ply impedance, therefore, it is very important to design them carefully and to carry out

extensive studies before installation.

Active filters are based upon controlled power converter technology. They potentially offer
many advantages over passive filters such as size, flexibility and the fact that extra reso-

nances need not be introduced into the supply. The cost of active filters will continue to fall
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Figure 1.3: Harmonic filter topologies

as semiconductor technology progresses and their use becomes more widespread. Much
research has been carried out on active filter topologies. Shunt and series active filters
have been developed as well as more elaborate circuits that offer additional power qual-
ity functionality such as the dynamic voltage restorer (DVR) for compensation of voltage
flicker and the unified power flow controller (UPFC) for controlling power flow, harmonics
and flicker [12]. Many control strategies have been researched for use to control active
filters. Controllers have been designed using instantaneous reactive power theory [17],
synchronously rotating reference frames [18] [19] [20] [10], deadbeat controllers [21],
hysteresis controllers [22], fuzzy logic [23] and sliding mode controllers [24]. In each
system a knowledge of power supply impedance is required for stable control operation. In
this work an active shunt filter (ASF) was employed using current controllers based upon

synchronously rotating frames of reference, see chapter 7.
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1.4 Power quality regulations

Standards and regulations have been introduced in order to provide harmonic guidelines for
both suppliers and consumers of electrical power in an attempt to limit harmonic distortion
and its undesirable effects. In the USA, IEEE519 [25] sets standards for both suppliers and
consumers. The supplier standards are defined in terms of the quality of the voltage that
the supplier provides to its customers. The customer standards set out the acceptable levels
of harmonic current that a customer may draw from the electrical utility. In the UK, engi-
neering recommendation G5/4 [26] sets out similar limits for acceptable voltage distortion
and harmonic current limits. The British Standard BS IEC 61000-3-4 [27] sets standards
for the level of harmonic current that may be drawn from by a consumer connected to the
public low voltage distribution system. All the standards are applied at the point of com-
mon coupling (PCC) between the supplier and the consumer, also the point of metering in
most instances. Actual limits shall be shown for BS IEC 61000-3-4 to put the standards in
context and to illustrate the format. Similar classifications and acceptable harmonic current
levels are given in both IEEES519 and G5/4 for low voltage loads. All the harmonic stan-
dards have been developed in order to try and define an acceptable level of distortion. This

level must be a balance between:

o the additional equipment cost associated with countering or preventing harmonic

voltage distortion and

e the costs due to increased network losses, derating of equipment and supply interrup-

tions.

1.4.1 BSIEC 61000-3-4

A measure is made as to the relative size of the customer load when compared to the ca-
pacity of the distribution network. This measure, the short circuit ratio, is made because
the ultimate aim of imposing such a standard is to limit the voltage distortion on the net-

work. Therefore when a load drawing low levels of harmonic current is connected to a
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very strong supply (small supply impedance) the limits are relaxed. Conversely, if a highly
distorting power load is connected to a weak supply (high supply impedance) then the har-
monic current limits must be much more stringent, for a similar level of voltage distortion
to be present on the system in both cases. The short circuit ratio, R, is defined as the ratio
of supply short circuit current and the maximum fundamental load current of the consumer.
Rpe = 2
U
where i is the supply short circuit current and 7, is the maximum fundamental load current

of the consumer.
The limits are applied in three stages, dependent on the value of R.:
Stage 1:: If R,.. > 33 then the limits are as shown in table 1.1

Stage 2: For equipment not meeting the limits in table 1.1, higher emissions are allowed
providing R,.. > 33 and they meet the limits in table 1.2 (for balanced 3-phase equipment).
There is an additional set of limits for single phase, interphase and unbalanced three-phase

equipment.

Stage 3: If the limits detailed in table 1.2 are exceeded, it still may be possible to con-
nect the equipment based on the power of the installation. In this case the local supply
authorities requirements will apply (as set out in standard G5/4 stage 2 [26]). For equip-
ment having an input current > 75A per phase, stage 3 requirements should be applied in

addition to stage 1 or stage 2.

The limits in table 1.1 and table 1.2 show the currently acceptable levels of harmonic distor-
tion. As levels of voltage distortion change and trends in new equipment alter these levels

may well be changed as appropriate.
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Harmonic | Admissible harmonic | Harmonic | Admissible harmonic
Number current i, /1, (%) Number current i, /i; (%)

3 21.6 21 <0.6

5 10.7 23 0.9

7 1.2 25 0.8

9 3.8 27 <0.6

11 31 29 0.7

13 2.0 31 0.7

15 0.7 >33 <0.6

17 1.2

19 1.1 Even <0-8/nor<0:6
i, = rated fundamental current; ¢, = harmonic current component

Table 1.1: Stage 1 limits for BS IEC 61000-3-4

Minimal | Admissible harmonic Admissible individual harmonic
Ryce current distortion factors current 4y, /1,
(%) (%)
THD PWHD i5 | t7 | in 113
66 16 25 14 | 11 | 10 8
120 18 29 16 | 12 | 11 8
175 25 33 20| 14| 12 8
250 35 39 30{18 | 13 8
350 48 46 40 {25 | 15 10
450 58 51 50|35 20 15
>600 70 57 60 | 40 { 25 18

Note 1: The relative value of even harmonics shall not exceed 16/n%
Note 2: Linear interpolation between successive R, values is permitted

Table 1.2: Stage 2 limits for BS IEC 61000-3-4
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1.5 Power system impedance measurement

Detailed modelling is required in order to predict the effect of installation of new loads
or harmonic filters. Such modelling obviously requires accurate information concerning
the nature of the network, such as interconnection details, load characteristics and network
impedance values [28] [29] [30]. Without this information the most economic solutions will
not necessarily be chosen. Without knowledge of a network structure and the impedances
that make up that structure it is impossible to simulate or predict harmonic propagation. If
the impedances are known then it may be possible to alleviate voltage distortion problems
by simply redistributing sensitive loads to points of low harmonic distortion. Alternatively
non-linear loads may be repositioned thus removing the need for additional filters or com-
pensation equipment. System impedance is also important for wiring, protection relays,
fuse and circuit breaker calculations. It is of vital importance when designing passive fil-
ters for harmonic attenuation. This is especially true when designing a passive filter for an

application where a large amount of voltage distortion is present [31].

Although system impedance is a fundamental quantity for the analysis of power networks
direct measurement is not normally undertaken for technical reasons. Measurement of
impedance must be conducted during normal network operation as it is not feasible to
interrupt the supply for measurement purposes. Such measurements are not undertaken
routinely although some research has been conducted on this topic, as described in chap-
ter 2. Instead impedance values at harmonic frequencies are normally extrapolated from

fundamental name plate data using simplified assumptions.

1.6 Objectives of this work

The aim of this work was to investigate how to improve power quality using an on-line
supply impedance measurement. The original motivation came from the desire to combine
work undertaken at the University of Nottingham in the areas of active filtering and power

network protection. The specific objectives of the project may be summarised as:
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¢ To develop impedance measurement techniques specifically designed to be embed-

ded in an existing piece of power electronic equipment such as an active filter.

¢ To determine whether it is possible to make power system impedance measurements
in a real power network in the presence of many locally connected pieces of power

electronic equipment.

¢ To experimentally demonstrate power quality improvement using knowledge of the

system impedance.

These objectives have been addressed both by simulation and experimental work. Simula-
tion work was undertaken using the SABER power electronic simulation package and with
the MATLAB/SIMULINK data processing package. The methods developed from this simu-
lation work were experimentally verified using a 45k VA experimental facility. This facility

was purposefully built as part of the project work.

1.7 Thesis structure

Chapter 2 presents a review of previous on-line impedance measurement work. Features
common to all experimental impedance measurement techniques are discussed such as ex-
perimental limitations and assumptions relating to power networks. The various measure-
ment techniques are split into different categories according to their mode of operation.
The advantages and disadvantages of each category are considered. This chapter also in-
troduces steady state models used in the analysis of non-linear loads. This was necessary in
order to comprehensively assess previous techniques for on-line power system impedance

measurement.

Chapter 3 outlines the experimental rig purpose built for this work. The fully functional
active shunt filter is described, including details of the circuit topology, the control system
and the protection circuitry employed. Furthermore, the additional data acquisition cir-

cuitry required for the impedance measurement work is also described. This hardware is
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used throughout the experimental work in the rest of this thesis.

Chapter 4 introduces two proposed techniques for on-line impedance measurement, the
’Short Term Measurement’ and the 'Medium Term Measurement’. Both techniques in-
volve the application of a disturbance onto the power network. Measurement of the tran-
sient response of the network to the disturbance is taken and used to provide data for the
estimation of the system impedance. Signal processing techniques for this purpose are con-
sidered. Practical data processing schemes are developed for each injection method. These
are designed to minimize the effects of experimental error and system non-linearities. The
focus of this work is on balanced three phase systems but a generalized measurement ap-
proach is outlined so that the techniques described can be applied to unbalanced systems.

Simulations are included in order to assess the viability of the methods developed.

Chapter 5 shows experimental results for both the short term and medium term injection
techniques. A variety of linear supply configurations were constructed in order to test the
measurement techniques. Experimental results are shown for these different supply circuits
as well as alternative measurements made for comparison. The curve fitting routines intro-
duced in chapter 4 are implemented and a statistical analysis is provided to demonstrate the

repeatibility of both measurement methods.

Chapter 6 investigates the performance of both proposed techniques in the presence of
power converter loads. From this investigation the limitations of the methods are high-
lighted and guidelines are provided for the practical application of these methods. Whereas
previous measurement work has assumed linearity, it is the aim of this chapter to refine this
assumption and suggest instances where a non-linearity is present but these methods may

remain applicable.

Chapter 7 utilizes the impedance estimates made experimentally in order to demonstrate
the operation of an active shunt filter, using a measurement of the supply voltage and the
supply impedance estimate. A suitable method of reference generation is derived in terms
of measured voltage distortion and harmonic supply impedance. An active filter controller

is then described that incorporates this method of reference current generation. Such an
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active filter would compensate for voltage distortion at the point of connection. This would
be particularly suitable for providing pure supplies for sensitive equipment, use by utilities
for bus conditioning or for use in an isolated power network such as an oil platform for
example [32]. Practical results are shown to demonstrate the stable operation of the system
using this method. Finally, the performance is demonstrated using an inaccurate impedance

estimate. The importance of the impedance estimate is thus highlighted for this application.

Chapter 8 concludes this work. A summary of the work undertaken is provided and the

various conclusions drawn are brought together. Further work in this field is also suggested.



Chapter 2

Introduction to Impedance

Measurement

2.1 Introduction

This work is concerned with on-line, as opposed to off-line, measurement of the local sup-
ply impedance. Off-line measurement involves disconnecting the supply. A measurement
is then made of the de-energized network or load in question. This is a relatively simple
task compared to the on-line approach whereby the supply remains connected and measure-
ments must be made during normal network operation. It is particularly important that an
on-line approach should not affect the power network, that is being characterized, in such a
way as to interrupt normal operation. This places a significant restriction on all approaches
to on-line measurement. This work has concentrated on identifying impedance values in
the range of frequencies between d.c. and 1kHz, that is, up to the twentieth harmonic of
the fundamental 50Hz supply. The majority of harmonic distortion lies within this range of

the low order harmonics.

16
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2.2 Why use on-line impedance measurement ?

The reasons why a supply impedance estimate may be required have been outlined in chap;
ter 1. Traditionally, the fault level associated with a point of connection has been used to
calculate the fundamental frequency impedance of the supply at that point [2]. This may
be sufficiently accurate for most purposes at the fundamental frequency, although in many
cases even this is not true [33]. This is primarily because load characteristics are not con-
sidered in the fault level calculation. These should not be ignored. It is certainly not accept-
able to predict the impedance at higher frequencies from fault level information as modern
power networks are likely to contain many components that will affect the impedance at all

frequencies.

Power factor correction (PFC) capacitors at the transmission level, or installed by a cus-
tomer, will affect the system impedance and possibly introduce system resonances. Sim-
ilarly, tuned filters designed to reduce levels of harmonic currents will introduce further
resonant points. Non-linear loads connected to the grid will also affect the impedance of
the supply at harmonic frequencies. Even if these components are not utilized, the resis-
tance and reactance of cabling and transformers is found to vary significantly at low order

harmonic frequencies [34] [35] [5].

An alternative to using fault levels at non-fundamental frequencies for impedance calcula-
tions might be to use circuit diagrams and wiring diagrams in order to calculate impedance
values. In practice, sufficient information concerning the power system and connected
loads will not be available for this approach to be viable. Even if such information is
available it is important to note the supply impedance will vary with time, depending on
the loads connected at remote points in the power grid. Knowledge of remote load con-
nection is almost certainly unavailable so this method of identification is not feasible for
accurate measurement. On-line measurement is the only alternative solution. Experimental
measurement requires no a priori knowledge of the network structure and no information
concerning connected loads. By repeated measurement over time significant changes in
impedance may also be tracked, as in [3»6] where the supply impedance variations was

monitored over a 24 hour period.
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2.3 Terminology

Previous work has considered the measurement of load impedance, supply impedance and
the system impedance. In order to clarify the terminology and distinguish between these
cases consider figure 2.1. This figure shows a very simplified power network. The voltage
source,E, is a sinusoidal source of frequency f,. Z, is a Thevenin equivalent of th¢ the
network to the point of measurement (POM). Z is a load, or Thevenin equivalent of several
loads, connected at the POM. I is some arbitrary current source.injecting currents at non-
fundamental frequencies into the network and hence introducing voltage distortion. This
current may be introduced by some non-linearity in the circuit, by an existing non-linear
load or by some measurement apparatus. Referred to the POM, the supply impedance is
Z and the load impedance is Z;. Some work has been specifically directed at measuring
the impedance of specific loads, Z;. This work is primarily concerned with the system
impedance, that is, the impedance measured at the POM. The system impedance in this case
is Z in parallel with Z;. The techniques for the identification of the different components
are the same. The only difference lies in which quantities are measured. It is clear that to
identify Z;, data records for I;, and Vs must be obtained. Similarly, to identify Z, some

measurement of I, and the voltage across Z; must be made.

S 1, poM |,
E
VM IM ZL

Figure 2.1: On-line impedance measurement terminology

VPP Wy
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2.4 Power system modelling

An equivalent circuit modelling the power supply at the point of connection is required.
This work is more relevant at the distribution level, for example for small to medium in-
dustrial loads, as opposed to the higher voltage transmission level as it will be concerned
with the 415V supply level. With this perspective in mind, equivalent components are re-
quired to model the voltage supply, the supply impedance and load impedances due to both
linear and non-linear loads. For the purposes of a short duration measurement the supply
may be considered to be a constant frequency and sinusoidal voltage supply. A lumped
Thevenin equivalent may be calculated for the linear supply impedance. Finally, non-linear

elements within the network must be considered.

The most common form of NLL connected to a power system is a rectifier circuit for
supplying a d.c. current from the a.c. supply [37]. In the steady state these loads may
be most simply modelled as a current source at each harmonic frequency at which the
load draws current [37]. This model does not account for power flow at these harmonic
frequencies. Therefore a better model includes an impedance in parallel with the current
source in order to account for this power flow [35]. This impedance will be different for

each harmonic frequency and will only be of a fixed value in the steady state.

.Historically the most the important NLLs have been d.c. drives [7]. A large smoothing
reactance is used for such a drive on the d.c. side of the converter that has generally been
considered as an infinite impedance [38]. Using this assumption ii\is clear that the first
equivalent circuit described is satisfactory, especially when considering a network with lit-
tle harmonic distortion. Assuming an infinite d.c. side impedance implies that all the power
flow is at the fundamental frequency which is again a satisfactory, and useful, assumption

for most applications.

Figure 2.2 shows a simple steady state power system equivalent circuit. A Thevenin equiv-
alent has been derived for the supply and linear loads whilst a Norton equivalent has been
derived for all non-linear loads using the model described. E is a voltage source operating

at a fundamental frequency, f,. Z, represents all linear network impedances. The harmonic
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current flow due to the non-linear loads is represented by [, where h denotes the harmonic
order. Z, represents the impedance at each harmonic frequency associated with the non-
linear loads. Z, is different for each harmonic, is only applicable in the steady state and

depends upon the operating point of the system.

POM
— o

Figure 2.2: Impedance measurement at harmonic frequencies

In both [37] and [35] the power network was considered primarily from a transmission
perspective. In this casethg the equivalent circuit shown in figure 2.2 is generally accepted.
In [38] the authors stated that a harmonic equivalent circuit for a power converter may
be a Norton equivalent, as shown in figure 2.2, or alternatively as a Thevenin equivalent.
This approach was developed further by Peng, [39] [40], at the distribution level. Power

converters were split into two categories depending upon the converter characteristics.

The first category of NLL uses a Norton equivalent circuit and the second uses a Thevenin
equivalent. A power converter utilizing a d.c. line reactance is classed as a current source
type harmonic source. The notation used by Peng, [39] [40], has been adopted, hence this
class of NLL shall be referred to as a Current Source NLL (CS-NLL). Figure 2.3 shows a

typical single phase converter of this type and an equivalent circuit.

This type of load is insensitive to small changes in harmonic voltage distortion at the PCC.
Hence its behaviour is like that of a constant amplitude current source. The equivalent cir-
cuit parameters, I, and Z,, will vary for each harmonic and are dependent on the operating
point of the system. This equivalent is equally valid for a thyristor controlled bridge as-
suming that switching instants are not highly dependent upon the harmonic content of the

voltage at the converter supply.
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T e ) o

Figure 2.3: Current Source non-linear load (CS-NLL)

The second category of NLL uses a Thevenin equivalent circuit in order to model a power
converter with a capacitively smoothed d.c. link. Figure 2.4 shows a typical single phase
converter of this type and an equivalent circuit. In this case the current drawn by converter
is highly dependent upon the supply voltage. Again parameters are required for V), and Z;,

for each harmonic.

e o

Figure 2.4: Voltage Source non-linear load (VS-NLL)

Both models are applicable for modelling steady state operation. The parameters for each
harmonic are also only applicable about a single operating point due to the non-linearity
of the converter circuits. It is possible to obtain a useful insight as to the behaviour of
each category of load in a transient or measurement situation although in doing so it should
be noted that the limitations of both models are being reached. Before attempting such
an analysis it is worth considering NLLs that lie somewhere between the definition of the
CS-NLL and the VS-NLL. |
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24.1 Choosing the correct model

In many cases line chokes are connected to a VS-NLL in order to reduce the harmonic
current drawn by such a load. If the voltage drop across the diodes is assumed to be zero
and the diode commutations are assumed to be instantaneous then the current drawn by the

loads shown in figures 2.5(a) and 2.5(b) will be the same in the steady state [41].

T

(a) VS-NLL with additional line in- (b) CS-NLL with d.c. link smoothing ca-
ductance pacitance

Figure 2.5: VS-NLL and CS-NLL models with additional filtering

The circuit shown in figure 2.5(b) is now a hybrid version of the CS-NLL and the VS-NLL.
If the network is considered from a transmission perspective, every VS-NLL will have
considerable line inductance provided by its’ feed transformer. Therefore such a circuit
may in fact be considered to be more like a CS-NLL, depending upon the ratio of L and C
in figures 2.5(a) and (b). It can thus be seen that the distinction made by Peng [39] [40], that
power converters may be split into two distinct categories, does not contradict the earlier
models but merely provides further detail if the network is considered from the distribution

level.

2.5 System impedance with non-linear models

Figure 2.6 shows one phase of a complete power system including NLL models of the types
described. In figure 2.6 all linear loads have been incorporated into Z; and Z, as part of the
Thevenin equivalent. NLLs are represented by a single CS-NLL and VS-NLL. If a supply

network has a significant number of NLLs with a large power rating then the impedance
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at harmonic frequencies may be markedly different from the linear impedance (Z; + Z;,),
with respect to PCC. This gives rise to two different means of measuring the impedance of

a power network.

o If the impedance values are measured at the actual harmonic frequencies using the
equivalent network shown in figure 2.6 then they will only be valid at this operating
point. Furthermore, a system impedance measured at one harmonic frequency only
applies to that frequency and cannot be used to infer the impedance at other harmonic,

or interharmonic, frequencies.

o If the impedance is measured over a range of interharmonic frequencies then it is pos-
sible to derive a linear transfer function, (Z;+ Z4), and hence estimate the impedance
at other interharmonic frequencies. At harmonic frequencies this transfer function

will only predict the linear part of the impedance.

Zd1
——1___}—— PCC
A
| —
J S —

Zd2
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Figure 2.6: Complete power system with NLLs
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Both approaches have been used in previous work on this subject. Non-linear character-

istics of supposedly linear apparatus, such as saturation in transformers, is generally not
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considered. Non-linear loads that create interharmonics, such as arc furnaces [35], are not
considered either due to their unpredictable time varying nature. The model described only
predicts non-linear interaction at harmonic frequencies. It may also be possible that interac-
tion will occur at non-harmonic frequencies between a disturbance, due to a measurement
procedure for example, and the non-linear loads. In this case the non-linear load output is
correlated with the measurement signal. It is assumed that this interaction does not occur

in all of the reviewed papers. Such interaction is considered further in chapter 6.

2.6 Previous work

Various approaches have been considered for on-line measurement, both in simulation and
experimentally. These approaches shall be reviewed in terms of the complexity, in the

authors opinion, of the underlying concept.

Assumptions concerning system linearity were made in the vast majority of all the reviewed
literature. These shall be outlined for all the reviewed work. A stationary system must be
assumed for all the techniques described. This means that the connected network must
remain the same throughout the measurement process. The fundamental supply frequency
is also assumed to remain constant during the measurement process. Measurement tech-
niques that require the shortest measurement period will be the least prone to errors caused

due to these assumptions not being completely satisfied.

2.6.1 Single measurement, steady state techniques

In 1977 Lemoine [42] introduced the simplest method of estimating the supply impedance
using the harmonic distortion from the France-England d.c. link. This technique was also
described by Oliveira et al [43]. Figure 2.7 shows the assumed equivalent single phase

circuit for this method, for all frequencies other than the supply frequency.

At the fundamental frequency, (h = 1), the supply voltage will be required in order to cal-
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Figure 2.7: Equivalent circuit for impedance measurement using Lemoine’s technique, h is
harmonic order. h not equal to 1

culate the impedance. At all other frequencies the supply voltage source can be considered
as a short circuit. The harmonic current source will act as an open circuit at all frequencies.
Steady state voltage and current records were taken at the POM. At each harmonic, h, of

the supply frequency the system impedance was then calculated using Ohm’s law:

Vumn
Z, = Mr
Inn

This calculation could be performed in the frequency domain using a discrete Fourier trans-
form (DFT). In this case it was actually performed on a harmonic by harmonic basis. A
fundamental notch filter was initially applied to the signals followed by a very narrow band
pass filter centred at the harmonic frequency being measured. The voltage, V;, and cur-
rent, Iy, signals were then extracted by arithmetic means and the impedance at the filtered
frequency was calculated in real and imaginary terms. Presumably the DFT was not used
due to the computational limits at the time. Three phase measurements were taken for both
voltage and current. The harmonic impedance was then calculated in terms of symmetrical

components with the positive and negative sequences assumed to be equal.

This technique assumes that there is no other distortion on the network other than that due
to the single harmonic source considered. In other words, if the France-England d.c. link
was removed then the voltage measured at the POM would be a pure sinusoidal signal at

the fundamental frequency. This is clearly a major simplification although it may have
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been more justified at the time of the work due to there being fewer NLLs connected and
due to the sheer scale of the harmonic source chosen. Impedance measurements were only
possible at frequencies where there were measurable current components. In this case
impedance values were calculated at the 5th, 7th, 11th, 13th, 17th and 19th harmonics. As
the only source of current harmonics considered was the source used for measurement the
impedance values should be continuous through the harmonic frequencies. Experimental
results were presented although it was not possible to validate the accuracy of these results
by any other means. Unfortunately this is a common problem with all experimental work

of this nature.

2.6.2 Double measurement, linear disturbing load, steady state tech-

niques

Several authors have extended the previous technique in an attempt to compensate for the
background distortion from non-linear loads remote from the point of measurement. In
1978 Crevier and Mercier [44] proposed the first such scheme. Steady state measurements
were recorded at the POM before and after the switching of capacitor banks. Oliveira
et al. [43] generalized this approach, noting that the steady state measurements may be
made before and after the addition of any known impedance, not necessarily a capacitor
bank. Various aspects of this method were developed further in [45] [46] [47] and [48]. A
formulisation of this technique similar to that in [45] is shown to explain the technique for
a single phase system. Figures 2.8(a) and 2.8(b) show a power system at some harmonic of

the supply frequency, h, before and after the addition of a known admittance Yj.

In figure 2.8 E}, and Z,;, are the Thevenin equivalent that models the network supplies, all
linear impedance and all remotely positioned non-linear loads at each harmonic frequency.
Therefore E), is not only a fundamental source but has voltage components at harmonic
frequencies due to the background distortion. These components model the distribﬁtion
system. The distribution system is assumed to be unaffected by the measurement process.
The POM is situated at the connection between this distribution system and a customer

load. The customer load is modelled as a CS-NLL. At each harmonic it is shown as a
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(a) Pre disturbing load (b) Post disturbing load

Figure 2.8: Equivalent circuits for impedance measurement using Crevier’s technique

current source, J, and an admittance, Y}.

Steady state measurements are made before and after the addition of the admittance Y.
Two equations describe the system during the first set of measurements, these are equa-
tions 2.1 and 2.2.

1 YA
U, = E, — 3 J 2.1
h 1+ Y2 h 1+ Y2 h 2.0
Y, 1
I = — J .
P 1+ Y Zan Ly YoZon 2.2)

On addition of the disturbing admittance, Yy, two more equations may be derived under
certain assumptions. These equations are 2.3 and 2.4, * notation is used to denote values
measured after the system has been changed. The first assumption is that the system is
a stationary system. Hence Ej,, Z,;, J;, and Y} are all assumed to remain constant. All
of these quantities contain non-linear components so this assumption will not necessarily
be true. In [45] this assumption is justified by assuming that the system behaves in a
linear manner about the operating point. As a result the impedance calculated from this

method should be considered as the impedance value about the operating point at which
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measurements were taken. The author goes on to state that the disturbing load should not
change the load voltage rms value by more than 5%. This restriction is applied in order
to stay close to the system operating point and to restrict further, potentially disruptive,
harmonic distortion. Furthermore, any independent load changes on the whole network that
occur during the measurement periods will affect the accuracy of the method, as described

in section 2.5.

1 Zsh

U = E, —
h 1+ (Yh+Yd) Zsh h 1+ (Yh +Yd) Lsh

Jn (2.3)

Y, +Yy E, — 1
h 1+ (Yh + Yd) Zsh

*

I =
sh 14+ (Yh + Yd) Zsh

Jp (2.4)

Four equations have now been constructed with four unknown values. It is possible to solve
for Ey, Zsp, Jp, and Y, In this work only Z;;, and Y), are of interest. Equations 2.5 and 2.6

show the respective calculations required for these values.

_U—-Uy,

Lo = .
S @.5)
Iy — Iﬁz
Y, = ——2 2.
h=g U, (2.6)

Equation 2.6 has been displayed in terms of the load current Ij;, to clarify later discussion.
Un and Z; are both known so it is possible to determine I;;, from Kirchoff’s second law.
Impedance estimates with this method are only possible at frequencies where harmonic
distortion exists as current and voltage signals will not be sufficiently large to enable accu-
rate measurement at other values. Therefore measurements will only be possible at several

harmonic frequencies.

Equations 2.5 and 2.6 are composed of difference terms, that is, the difference between

the voltage distortion is required, measured before and after the load change. Similarly
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for the current measurements. From these equations it can therefore be seen that a further
restriction is applied. It is not sufficient that the harmonic distortion can be measured, it
is also necessary that the differences, before and after the load change, can be measured
with reasonable accuracy. This is in conflict with the earlier statement demanding that the
load change should not shift the operating point unduly. From a practical point of view
this method is difficult to implement accurately as the voltage and current waveforms are
required with great precision so that the differences may be calculated with sufficient ac-
curacy to yield a consistent and valid impedance measurement. Practical aspects of this
method are discussed in [47] and experimental results show limited success in implement-

ing this technique.

Although it was stated in [43] that any known admittance may be used as the disturbing
load, in practice capacitor switching has been used in all studied examples of this method.
The main reason for this is that capacitor banks are present on distribution networks. There-
fore only measurement equipment is required and knowledge of the capacitor switching
instant. A further benefit of using a capacitor is due to the fact that the impedance of a
distribution system is generally inductive and so the effect of adding a capacitor is to po-
tentially create a resonance. As a result there is more distortion that will aid the accuracy
of the method. On the other hand this increased distortion may prove too much for the
system and the supply may be affected detrimentally. It was even been suggested in [46]
that measurements could be made with a variety of capacitor values in order to provide
resonances over the whole frequency range in an attempt to improve the signal to noise
ratio of measured signals. This method was outlined for a single phase system although it
would be possible to extend it for a three phase network. In [44] three phase measurements

were made using unbalanced capacitor switching, the work in [48] also considered three

phase circuits.

The impedance values from this technique will only be valid at the current operating point
of the network and care should be taken if these values are to be used to infer the impedance

at other frequencies, as discussed in section 2.5
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2.6.3 Double measurement, non-linear disturbing load, steady state

techniques

The next method can be viewed as an extension to the previous one. Instead of using a
known linear impedance to act as a disturbing load an additional non-linear load is con-
nected at the POM. This technique is the final method described in [43] and was also the
subject of [49]. The same assumptions that were applied to the previous method are ap-
plied here. In this case the parameters of the disturbing load are not known so a complete
solution for all the equivalent circuit parameters, as presented for the previous method, is
not possible. It is still possible to identify the supply impedance at the POM which is the

aim of this work. Figure 2.9 shows an equivalent circuit to illustrate the identification.

Z | | ADDITIONAL
sh h f \S! NLL

U,

Figure 2.9: Equivalent circuit for impedance measurement using Duggan’s technique

E}, and Z, are the Thevenin equivalent of the network to the POM including background
voltage distortion. Again this is assumed to remain constant throughout the measurement
procedure. Initially the voltage, Uy, is measured at the POM with the additional NLL
disconnected, switch S open,to characterize the background distortion. The disturbing load
is then connected, switch S is closed, and steady state measurements are made of the voltage
Uy and current I;;. In [49] the two states required were provided by taking measurements
at different times. This assumes that there will be a natural variation in the total non-linear

load. In [43] an uncontrolled six pulse rectifier load was used.

The supply impedance Z,, may be calculated at each disturbed harmonic frequency using
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equation 2.7

_U-U;

Z,
h I,:

2.7

An interesting application of the steady state load change was presented in [50]. The au-
thors presented a piece of equipment that continuously monitored the current and voltage
at the point of connection. Sudden variations in the voltage or current were automatically
detected. These sudden variations were attributed to a load change somewhere on the net-
work. Steady state measurements were recorded after the trigger and stored values retrieved
from immediately before the trigger. These two sets of data were used in order to calculate

the impedance as described previously.

The last two methods described were heavily reliant on very accurate measurement. The
background distortion must be subtrasted very carefully as the required signals are very
small compared to the fundamental component. Even slight supply frequency variations
between measured data could result in poor cancellation that will wreck any chance of a

successful measurement.

2.6.4 Transient disturbance measurement

The final three categories of impedance measurement methods are not restricted to the mea-
surement of impedance solely at harmonic frequencies. Interharmonic impedance values
are not generally affected by non-linear distortion. Consequently these values may be used
at any network operating point, as absolute values. If a range of these interharmonic values
are known then it is possible to derive a transfer function for the linear impedance and hence
to predict the impedance at other frequencies where non-linear distortion is not present. As
the section title suggests, this category of methods use transient disturbances on a power
network for identification purposes. If'a power network undergoes a sudden transient such
as a switching operation then a whole a range of frequencies will be injected into the sys-
tem. Measurements may be taken during this period and the impedance calculated at the

excited frequencies.
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The required transient may be provided by a variety of different methods. The most
common method used in the literature has been the switching transient due to capaci-
tor banks being switched into a distribution system. This is the approach that was used
in [51] [52] [53] [54] [55] and [56]. The first five references used existing capacitor banks
on a network. In normal network operation these capacitor banks are switched on and off
at various times. By using data from these switching events no additional disturbance is
applied to the network. In [56] experimental apparatus that includes a capacitor bank was
attached to the system allowing complete control of the transient switching. Other means
of introducing a transient disturbance have also been used. In [53] transformer tap chang-
ing disturbances were also used and in [57] transformer inrush current was used. Finally,
in [58] low frequency oscillations were investigated in North America using a load pulse
from *Chief Joseph’, a 1400MW dynamic brake unit. Figure 2.10 shows a single phase

equivalent network diagram to illustrate this technique.
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Figure 2.10: Equivalent circuit for impedance measurement using transient measurement

A capacitor bank has been used to provide the transient disturbance although this would
equally apply to other disturbing sources. In order to clarify the injection measurement at
interharmonic frequencies both the supply and load impedances have been split into linear
and non-linear components. Ej, and Z,, are again a Thevenin equivalent to model the
background distortion present at the POM. Additionally Z, has been included to represent
the linear part of the transmission network. Similarly the load is comprised of Jj, and Z;,
that describe non-linear loads at each harmonic and Z; to represent the linear part of the
load. At harmonic frequencies all the loads shown will be identified and at interharmonic
frequencies only the linear impedances, Z, and Z;, will be identified. A stationary system

is assumed for all of the referenced methods.
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In both {51] and [52] the impedance characteristic of a distribution feeder was being in-
vestigated, hence the current I; and the voltage U were measured during the capacitor
switching transient. The entire transient must be recorded for accurate identification. In
both papers two methods were suggested for calculating the impedance from the transient
data. The first method involves calculating the DFT of the current and frequency and ap-
plying Ohms law at each excited frequency. The alternative estimates the impedance using
a transfer function estimation method based upon the power spectral densities of the two
signals [59]. The direct calculation method is shown as equation 2.8 and the power spec-
tra method is shown as equation 2.9, & is used to denote the discrete Fourier transform.
P,,(f) and I;;,(f) are the auto power spectrum of the voltage and the cross power spectrum
of the current and voltage respectively. These power spectra are calculated from the Fourier

transform of the relevant auto- and cross- correlation functions.

Z(f) = %—%% (2.8)
Z(f)= -I;,:’:—(%) (2.9)

Both methods require the same data to be measured. Both techniques are considered further

in ;hapter 4,

In [51] the recorded signals were passed through a fundamental frequency notch filter and
in [52] the time records were notch filtered at both the fundamental and 5th harmonic fre-
quencies. The power spectra method was used with the aim of reducing non-linear effects at
harmonic frequencies. In [53], [56], [54] and [57] the direct calculation method was used.
The first two of these references used background distortion cancellation. Voltage and cur-
rent measurements were made prior to the transient injection and were subtracted from the
transient measurement to remove steady state distortion. This is similar to the differen-
tial technique described in section 2.6.2 and similarly requires very accurate transducers
in order to cancel the harmonic components precisely. An alternative is to merely discard

impedance values at distorting harmonic frequencies and use some form of interpolation.
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This would ensure only the linear part, Z;, of the supply impedance would be measured and
similarly for the load impedance. The transformer inrush transient used in [57] is such that
the power network is excited at all harmonic frequencies. As harmonic producing loads
generally distort the odd harmonics this method only uses impedance values for the even
harmonics. In this manner the linear part of the impedance is measured and no steady state

data measurements are required.

Using unbalanced transient switching or by staggering the transient on each phase will
enable the measurement of the mutual impedance terms between the phases, as described
in [54] and [53].

The range of frequencies at which excitation is sufficient to allow an impedance to be esti-
mated is determined by both the network and the capacitor bank, or other source of transient
disturbance. The level of injection may be affected at resonances or anti-resonances such
that impedance estimation is not possible in certain frequency ranges. The accuracy of this
method is heavily dependent on the assumption made that the system is stationary during
the measurement period. NLLs may affect this assumption at interharmonics as well as
harmonic frequencies. If a harmonic source output is correlated with the transient injec-
tion then the results may be affected at other non-harmonic frequencies. In [55] simulation
was used to measure the impedance of a network containing a CS-NLL with some success.
In [60] it was found that a VS-NLL degraded experimental results measured using a similar

method that is discussed in section 2.6.6. This topic shall also form the basis of chapter 6

2.6.5 Steady state, single frequency injection measurement

One restriction of the previous techniques is that the impedance measurement must take
place at a point where some network disturbance can be created or where an additional
load can be connected. An alternative approach is to construct a piece of measurement
apparatus that may be connected to the network at the desired point of measurement. Such
a piece of equipment was built in [56] using the transient disturbance approach. An al-

ternative approach was developed in [36] [61] [62] [63] [64] [65]. In each case a piece
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of equipment was constructed that was capable of injecting small sinusoidal current wave-
forms at the point of connection. By injecting a current signal at an individual frequency
and measuring the subsequent voltage distortion it was possible to calculate the impedance
at that frequency from Ohms law. This approach again assumes that the system is linear and
stationary during the measurement period. Measurements at harmonic frequencies will be
invalid assuming that there is some harmonic voltage distortion at the point of measurement

at that frequency.

In [36] a power electronic injection unit was purpose built so that the system impedance
could be measured at remote points in the UK national grid. This equipment was also
used in [61] for field testing. Measurements were conducted at frequencies between 75Hz
and 975Hz at 50Hz intervals. The measurement frequencies were chosen as interharmonic
values. By using these interharmonic values no background distortion cancellation was
necessary as it can be safely assumed that there will be no background voltage distortion
at these frequencies. A further assumption was made that the impedance at a harmonic
frequency could be linearly interpolated from the impedance values for the two closest
measurements. The same assumption was also specified in [65]. It will only be true if there
are few, or no, harmonic distorting loads connected. If this is not true then the impedance
values calculated at harmonic frequencies should represent the linear part of the system

impedance.

In [62], [63] and [64] similar measurement apparatus was developed. In this case the
frequency spacing was programmable and results were shown at 10Hz intervals. A funda-
mental frequency notch filter was connected between the equipment and the power network
to protect the measurement apparatus. A measurement at the fundamental frequency was
therefore not possible and interpolation was used for this point. Measurements were made
at some harmonic frequencies on a real network and these were found to be meaning-
less due to the background distortion. These methods implicitly assume that the harmonic
producing loads distorting output will not be correlated with the injected signals at the

interharmonic frequencies.

There are many advantages to this technique to counter the main objections of having to
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construct a dedicated measurement system. Measurements made at interharmonic frequen-
cies should not disturb the normal network operation. Signals may be injected over several
fundamental voltage cycles in order to reduce the affects of random noise. A potential
downside is the measurement time for this method. Full steady state cycles of injected
current must be applied at each measurement frequency, if there are many frequencies then

the measurement may be prohibitively time consuming.

2.6.6 Steady state, wideband injection measurement

The final method to be reviewed may be considered to be an extension of either the steady
state, single frequency, injection measurement, section 2.6.5, or alternatively the transient

disturbance measurement, section 2.6.4.

A purpose built measurement system has been developed to inject steady state current sig-
nals for measurement purposes on power networks as in the previous section. In this case
the injected current signal is not at a single frequency but is a wideband signal. This method
was first introduced by Banta et al. [66]. In this work a 3() load resistor was connected
across distribution lines for random periods using switching transistors. A current wave-
form of approximately SOA and 50% duty cycle was injected into the network as a random -
noise source. The transistor switching times were controlled by an electronic noise gener-
ator. A passive notch filter was again used at the output of the apparatus in order to reject
fundamental frequency voltage and hence to protect the measuring equipment. Both the
voltage and current were measured and impedance was calculated using the direct calcula-
tion method,equation 2.8. The injected current was a band limited source of white noise.
The injected current was meant to excite the system over all frequencies, limited only by
the maximum switching frequency of the transistors. The authors stated that the impedance
component at fundamental frequency, 60Hz in this case, should be found from linear in-
terpolation of neighbouring points. It is clear from this statement that the measurement is
focused upon the linear part of the network impedance and values calculated at frequencies
at which harmonic distorting loads are present should be discarded. This is confirmed by

the discontinuities in the impedance magnitude results at all the odd harmonics up to the
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11th harmonic.

A similar procedure has been developed in the series of references [45], [47], [46], [67] and
[60]. A single phase device was developed to inject transients on a periodic basis, hence
this method may be considered as an extension of section 2.6.4. An equivalent circuit is

shown in figure 2.11 to illustrate the, so called, harmonic generating device (HGD).

Figure 2.11: Equivalent circuit for impedance measurement using harmonic generator

One of the two thyristors was fired every half fundamental voltage cycle, at a point 250us
before the zero crossing. Therefore the injected disturbance was two narrow current spikes,
each of 250us duration situated at the voltage zero crossings. The resistor, R4, was used
to limit the injected distortion, a value of 0.5§2 was used for the networks investigated.
The harmonics produced excited the network at the odd harmonics. It was also noted that
by only using one thyristor the even harmonics could be excited. This was due to a d.c.
component being injected in this case. The experimental procedure used was identical to
the method used in the same reference in section 2.6.3 apart from the fact that the HGD
was used as a substitute for the disturbing capacitor load. Results were far superior for this
impedance measurement as the injection levels could be controlled by varying the resistor

Rg4 and the injection bandwidth could be controlled by varying the thyristor pulse widths.

The same experimental hardware was used in [67], figure 2.11, although a different experi-
mental procedure was followed. One thyristor of the HGD was used to generate a transient
every third fundamental voltage cycle. Current and voltage data was recorded for 48 fun-
damental voltage cycles while the injection was taking place. This data was split into 48

sections, two containing steady state data and one centred about the HGD disturbance. The
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data section preceding each transient section was then subtracted from the transient sec-
tion in question in order to remove the background distortion. This approach was taken,
as opposed to storing the steady state data in a continuous record, to reduce the effects of
a non-stationary system. The direct method, equation 2.8, of impedance calculation was
then applied. The impedance was calculated at intervals of (32)Hz. The author decided to
discard those values at harmonic frequencies. This changes the impedance measurement
method significantly. If the harmonic estimates are ignored the resultant measurement will
only consider the linear part of the network impedance. Hence the previous assumption
that the values are only valid at the network operating point is not required. It is still nec-
essary that the harmonic producing load output cannot be significantly correlated with the
disturbance signal at interharmonic values, an assumption required for all the described
methods. This alternative method can also be interpreted as a transient disturbance mea-
surement repeated 16 times. As a consequence the random errors introduced by this method
are reduced compared to a single transient disturbance. It is particularly important that the
HGD is appropriately controlled so that the transient disturbance decays to zero sufficiently

quickly so that the whole transient is captured and does not interfere with the next steady

state data period.

2.7 Conclusions drawn from reviewed work

Five different on-line impedance measurements from the literature have been described.
Although each of these methods are different, many conclusions may be reached that ap-
ply to all. Similarly, many of the assumptions were common to all techniques. It is clear
that, which ever method is used, the accuracy of the measurement at a particular frequency
depends on the amount of disturbance provided at that frequency. This is not only depen-
. dent on the source of the disturbance, but also, on the impedance of the network at that
frequency. An acceptable balance must be reached between using a high injection strength,
resulting in accurate measurement results, and disturbing the normal operation of the loads
connected to the network. Again, the acceptable level of disturbance will be dependent

on the nearby loads to the point of measurement. It is possible to minimize the potential
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disruption, this can be done by disturbing the system at frequencies at which there is little
steady state distortion such as the rethods that only measured impedance at interharmonic
frequencies. Alternatively natural system disturbances can be used. The standard deviation
of the results using any of the methods described may be reduced by repeated measurement
and averaging the results. If the measurement errors are assumed to be random then the
standard deviation is proportional to (ﬁ) n being the number of repetitions. If small
disturbances are used then the experimental measurements must be completed with a high
degree of accuracy. Most of the described methods involve cancelling background distor-
tion from transient signals. For these methods very small signals must be extracted from

quite large signals which may result in large measurement errors.

It is assumed that the measurement disturbance will not interact with the steady state op-
eration of the non-linear loads. Impedance estimates made at harmonic frequencies will
contain non-linear impedance terms that only apply at the operating point of the system at
the time of measurement. It is possible to use interpolation about the harmonic frequencies
in order to estimate the linear part of the impedance at that frequency. A further advantage
of interpolating at the harmonic frequencies is that the background distortion cancellation
used in many of the techniques is less critical. Obviously only the methods that calculate
impedance at interharmonic frequencies may use interpolation. The correlation between the
system disturbance and non-linear load at non-harmonic frequencies was briefly addressed

in [60] and [53] although neither was able to characterize the behaviour or compensate.

The effect of non-linear interaction will vary depending on the connected loads and the
point of measurement. Finally, it should be noted that the accuracy of any experimental
results are very difficult to verify. Clearly, disconnection of the supply is not possible and

s0 measurements are restricted to the on-line approaches described.
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2.8 Summary

This chapter has provided a review of previous impedance measurement and an analysis
of possible power system equivalent circuits. In the reviewed work the supply impedance
was measured in two different ways. This distinction was described in section 2.5. The
first method measures the supply impedance at harmonic frequencies but is only valid at
the network operating point at the time of the measurement. The second method measures
interharmonic impedance and derives harmonic impedance from interpolation. Both ap-
proaches are valid and may be suited to different applications. Various assumptions have

been made concerning the loads connected to power systems.

In all the reviewed work existing harmonic distortion was assumed to be present due to
the connection of CS-NLLs. This assumption may have been based upon convenience,
practical experience, or the historical nature of NLLs. In order to justify this approach it is
necessary to assume that VS-NLLs are connected such that at remote points in the network
these behave as CS-NLLs, as in section 2.4.1. These assumptions shall be considered
further during the design and implementation of the impedance measurement techniques in

the following chapters.



Chapter 3

Description of the Experimental System

3.1 Introduction

The aim of this chapter is to describe the experimental systems that were constructed in
order to verify the methods developed and to evaluate their performance in a real system.
This chapter is split into two parts, the former describing the active filter and the latter de-
scribing the impedance measurement system. The active filter hardware was based upon
a commercially available IGBT voltage source inverter [68]. This inverter has been incor-
porated into an active shunt filter with additional circuitry, a replacement control system
and additional protection measures. These modifications are the focus of the hardware
description for the active filter. The control system software and user interface are also
described in this chapter. The impedance measurement system utilised both the active filter
and an additional data acquisition system. The data acquisition system is described as well
as the interface between it and the active filter system. Changes were also made to the
active filter control software to enable this system to be used as the basis for the impedance

measurement work.

41
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3.2 The Active Filter System

3.2.1 System overview

An overview of the active shunt filter experimental rig is shown in figure 3.1. The inverter
shown is an ID9001-II series Heenan Drives 45kW IGBT voltage source inverter [68].
This was used to provide the power electronic basis of the active filter. The inverter was
connected with the various other components shown to form the active shunt filter (ASF).
Additional protection features were also required as the inverter was connected in a manner
unforeseen in its design. These are described in section 3.2.4. A new control system was
designed and constructed. This replaced the existing controller and was interfaced with the
inverter gate driver circuits and internal protection circuitry of the inverter. The control is
described in section 3.2.2. The basic parameters that determined the potential performance

of the ASF must first be established. These parameters are:

Vbe, kthe d.c. link voltage

fs» the inverter switching frequency

L, the line inductor value

Vs, the supply voltage at the PCC of the ASF

The 45kW inverter uses six 1200V 300A IGBT switching devices. A 1.5mF d.c. link
capacitance is used. The rated voltage of the six individual electrolytic capacitors that
comprise the d.c. link is 400V. These are connected in such a way that the d.c. link rated
voltage is 800V. As a consequence of these voltage ratings the ASF d.c. link operating
voltage,Vpe, was chosen as 680V. The d.c. link voltage was measured as part of the ASF

control as shown in figure 3.1, see section 3.2.2 for further details of this measurement.

The ID9001-11 Heenan Drives inverter was designed to operate at a switching frequency of

4kHz. As the gate driver circuits and some protection features of the drive were maintained



WA)SAS 19)[1J DANIE ) JO MITAIIAQ) :]°€ 231

Isolation transformer
Step down autotransformer

| —— : 3 phase 3 phase :
: : 415V 50Hz 415V 50Hz ——1—
: | supply supply ._T
| |
I ! :
I : Precharge resitor I
I
| : Fuse and varistor and contactor L e v
: 59 | protection I'"——"—_____ ~ - 1 I
————————— ] |
o 1 S amae: s AT ' : : Inductors | ), S |
= RIS RSP
I
| : B s } gvocs AKX
t E  —— T T T |
F"}(S:E 5 ' g L ! ! e mm
' \ I . || Lo vDC- t
53 - e A JANWANY
sl il enas BERRLeEe ﬁi .
5. 5 = I
| | | ] |
Copader - | Vosaom e vies. 1y 45kW commercial IGBT inverter
: transducers

L

Control and protection

WHLSAS d4LTId HAILOV HHL T€

197



3.2. THE ACTIVE FILTER SYSTEM 44

this switching frequency was adopted for the ASF as well. This switching frequency is
typical for a drive system operating at power levels between about 10kVA and several
hundred kVA. By using this switching frequency control techniques can be experimentally

evaluated for ASFs over this range of ratings.

A set of three phase multi-tapped inductors wound on a single core were used as line
inductors. The available tappings were 2.5mH, 5.0mH, 7.5mH and 10mH. The control
bandwidth is limited by the inductor size chosen. A small inductor size allows a high band-
width current controller to be designed. The experimental rig current rating also depends
on the inductance. Higher current levels are possible with a small value of inductance.
The disadvantage of using small inductors lies in the fact that switching ripple current will
be increased. The 2.5mH tapping was chosen for the inductors. If the level of switching
frequency ripple current is deemed to be excessive switching frequency filters could be im-
plemented to reduce the level of disturbance although these were not considered necessary

for this work.

The standard d.c. link operating voltage for a 6 pulse rectifier with capacitive smoothing,
under no load, is 587V when operating from an ideal 415V 50Hz supply. The d.c. link
voltage for this circuit was measured to be approximately 620 V at the experimental supply
connection. This discrepancy is due to the harmonic distortion present on the supply. The
fifth and seventh harmonics, in particular, distort the supply voltage waveform and conse-
quently the peak supply voltage. The current capability of the ASF is determined by the
maximum available voltage that can be applied across the filter inductor. This depends on
the d.c. link voltage and PWM scheme used, which determines the maximum voltage on
one side of the inductor. The peak of the supply voltage clearly determines the maximum

voltage on the other side of the inductor, on the supply side of the ASF.

A problem with using a PWM inverter for harmonic injection is that the PWM scheme
itself can act as a harmonic source. Above a certain modulation index pulse dropping may
introduce non-linearities that may result in low order harmonic voltage output. Therefore
the modulation index was restricted to 0.9 for the asymmetric PWM scheme implemented.

This value was chosen from details of the inverter gate drive deadtime. By the restricting
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Inverter rating 45kW
d.c. link capacitance || 1.5mF
d.c. link voltage 680V
Line inductors 2.5mH
Switching frequency || 4kHz
Supply voltage 300V

Supply frequency 50Hz

Table 3.1: ASF parameters

the modulation index the current capability of the ASF was restricted. In order to preserve
this capability the ASF input voltage was stepped down using a transformer. A three phase
auto-transformer was used, see‘ﬁgure 3.1, to step the supply voltage from 415V to 300V
line to line. If an ASF was purpose built for the 415V supply a higher d.c. link voltage
would be possible if higher rated devices and capacitance were used. With the reduced
supply voltage it is possible to operate the PWM in its linear region and to operate at a

higher current level while using the available electronic equipment.

The isolation transformer shown was required in order to pre-charge the d.c. link, to satisfy
part of the inverter built in protection and to power the cooling fans. This is discussed
further in section 3.2.4 along with a description of the fuse and varistor protection and the
contactor shown in figure 3.1. To summarize this section table 3.2.1 shows the relevant

ASF parameters.

3.2.2 Control

The control system is shown in figure 3.2. The inverter control board has been replaced
with an inverter interface board that allows the ASF controller to interface with the ex-
isting inverter gate drivers and internal protection features. A detailed description of the
interface board is given in [69]. The gate driver board requires four signals, these are U,

Vv, W and RUN. U V and W are signals determining the switching positions of the three
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inverter output legs. RUN combines all the trip values into a single signal that determines
whether the inverter is active or switches it into a tripped mode. This is described further
in section 3.2.4. The rest of the control system is comprised of the actual controller and the

control peripherals.

A Texas Instruments 320TMSC44 microprocessor [70], referred to as the C44, is used to
implement the control strategy. This is mounted on a Blue Wave Systems QPC/C40S ISA
motherboard that is mounted in a host PC [71]. The C44 processor is a 32bit floating
point processor with a clock frequency of 50MHz. This processor was chosen in order to
implement complex control strategies without the need to reduce the sampling frequency
or spend an excessive amount of time optimizing the code. Development time was reduced
using a floating point processor as calculations were possible without the scaling factors
required when using a fixed point processor. The ASF code was written in the Texas C
programming language. A supervisory control and data acquisition (SCADA) interface
was written for the host PC. This program allows the operator to vary control parameters
on-line and to request data from the C44. This host software communicates with the C44
via an 8K area of Dual port RAM (DPRAM). This software was written in C++ for the

Microsoft Windows95 operating system. The software is considered in section 3.2.3.

The QPC/C40S motherboard has a 24 line I/O port that the C44 can control. The port was
connected via high speed buffers to a hardware backplane configured as a communication
bus. 16 lines were configured as bidirectional data lines and 8 lines were configured as
unidirectional address lines controlled by the C44. This communication bus allows the
processor to communicate wiih hardware peripherals. Communication is controlied by the
C44 processor. Each hardware board has a unique 4 bit address. To communicate with a
particular peripheral the correct address must be written on the address bus. Control options
may be set using the further 4 address lines or data may be sent to the peripheral using the
data bus. This results in a system that may have up to 16 peripheral boards that can each
communicate with the processor. Four such boards were designed and built for the ASF

experimental rig. Each board, and other associated components, shall be described in turn.
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3.2.2.1 PWM generator and WATCHDOG

Three 16 bit values are transferred from the C44 to the PWM generation unit each sampling
period. Each value is an integer between O and 1250 and corresponds to a switching time
between 0 and 125us with a resolution of 100ns. Each value corresponds to one leg of
the inverter output. A timing signal is also sent at the beginning of each sampling period,
this forces the generator to update the PWM output. Asymmetric PWM is used, as in
[72]. An Intel 8254 three channel timer chip is used with additional logic required in order
to implement asymmetric PWM. The PWM generator output consists of three logic level
voltage signals that correspond to each inverter leg output. These signals are sent to an
intermediate current mirror circuit. The current mirror circuit outputs a current signal that
is sent to the inverter interface board. Current signals are used to reduce noise effects
on the coaxial cables between the control system and the inverter interface. Isolation is
also achieved between the control system and the inverter because the current signals are

received by the inverter interface using opto-isolators.

A WATCHDOG circuit is also implemented on the PWM generation board. This is used
to detect if the communication between the C44 and the PWM generator is interrupted.
This may happen if the processor crashes or if the physical connection is broken. Each
PWM timing signal from the C44 is not only used to update the PWM output, it is also
used to reset the WATCHDOG counter. Once reset, this counter increments on each rising
edge of the I0MHz PWM clock. If the counter exceeds the value 1250, the time taken
between successive timing signals, then some form of error has occurred. If this happens
the WATCHDOG trip signal is cleared. The WATCHDOG signal is transmitted to the inverter
by another current signal to the inverter interface. If the inverter interface detects that the
WATCHDOG trip signal has been cleared the inverter is tripped and all six IGBT switches
are turned off to protect the hardware. In normal operation the WATCHDOG counter will
be reset once it reaches 1250 and operation is unaffected. Without the WATCHDOG trip
function, if such an error occurred, the PWM output signal for each inverter leg would

remain constant and the rise in current would only be limited by the line impedance.
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3.2.2.2 General purpose board

This board is primarily used for the input and output of logic level signals. It consists of 8
logic level outputs, 8 logic level inputs, 8 LED indicators and a 4 channel digital to analogue
converter (DAC). Three of the outputs are used in normal operation, the others are used
for debugging software and for future expansion. The 3 outputs are TRIGGER, ENABLE
and ACTIVE CONTROL. TRIGGER is used by the impedance measurement system and is
described later in this chapter. ENABLE is a trip signal that is passed to the inverter interface.
It is isolated by being sent as a current signal and received using an opto-isolator. This
signal is cleared, hence tripping the inverter, if the C44 software detects that a measured
quantity lies outside the range of normal operation. Both measured line voltages, both
line currents and the d.c. link voltage are checked each sample period to determine the
state of ENABLE. ACTIVE CONTROL is a further signal sent to the contactor box shown in
figure 3.1, this is described in section 3.2.4. Only one input logic signal is used at present,
the others are reserved for future expansion. TRIP STATUS is a signal returned from the
inverter to the controller, if the inverter interface has detected any trip this signal notifies
the controller. Again, this is an isolated signal. The LED indicators are used for debugging
and showing the user various information. The DACs are used for outputting variables to

an oscilloscope and software debugging.

3.2.2.3 Analogue to digital boards

Two peripheral boards were constructed, each containing four 16 bit ADC channels with
an input range between -10V and +10V. This circuit was based upon a design previously
used in Nottingham [73] [74]. Each ADC channel may be triggered individually, alter-
natively any number may be triggered simultaneously. The maximum sampling rate for
these successive approximation converters is 100kHz although for this application 8kHz is
used. Once the ADC output is ready a pin is set to indicate that conversion is complete,
after approximately 7us. This signal is not used by the control system. Instead 10us is left
between triggering the ADCs and reading the values from the ADC buffers. Synchronous

sampling is used in conjunction with the asymmetric PWM routine. Therefore samples are
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taken, on average, at the centre of the PWM pulses. By using this technique the voltage

and current noise components due to the IGBT switching edges are minimized.

3.2.2.4 Transducers

The final part of the control system shown in figure 3.2 is the transducer section. Three
voltages are measured using PSM voltage transposers. The voltage transposers have a
bandwidth of 50kHz, provide 1kV isolation and have a linearity of 0.1% across the full
output range. The transposer gain is set using a resistor. Gain and offset adjustments have
been provided for each channel although final calibration has been achieved in software.
Each measured quantity is passed to the ADC boards using shielded cables. The output
level in each case is designed to match the input level of the ADC converters, between -10V
and +10V. The two line voltage transducers measure in a range between -800V and +800V.
The d.c. link transducer makes use of the offset adjustment in order to measure a range
between 0 and +800V. Two line currents are also measured, using LEM current transducers.
Gain and offset adjustments are available although, once more, final calibration is achieved
in software. The LEM tranducers have a similar accuracy to the voltage measurements
and the bandwidth is 100kHz. The measurement range was restricted to between -80A and

+80A for each channel.

3.2.3 Software

Two software programs were written for the control of the ASF. The main control code was
written, in C, for the C44. This is interrupt driven code operating in real time. A timer
interrupt is triggered from an internal clock every 125us, this corresponds to a sampling
frequency of 8kHz. The interrupt routine contains all of the necessary code to control
the ASF. Care must be taken to ensure that the interrupt routine takes less than 125us
to complete or else the subsequent sampling instant will be missed and the WATCHDOG
protection will trip the inverter. A background routine, or part of the background routine, is

executed during the time after an interrupt routine has finished and before the next interrupt
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is called. This background routine controls non time critical communications with the host
PC via the 32K block of DPRAM. The user interface is a C++ program written for the host
PC. This SCADA software controls the communication between the C44 and the host PC.
Figure 3.3 shows an overview of the main tasks of the host PC software and the C44 control

software.

The user interface is a menu driven system that operates in the Microsoft Windows95 en-
vironment. The user may change control variables, update parameters or request data from
the C44. Another useful feature is the periodic updating of a selection of the most important
variables on the screen for the users information. All communication with the C44 is made
through the DPRAM. Once the user has entered one or more options a semaphore system
is used to communicate relevant information and requests to the C44. The C44 background
routine reads this information from the DPRAM and takes the appropriate action, although

this may not happen instantly if the interrupt routine is called during this period.

There are two mechanisms for data acquisition. The first mechanism involves periodically,
at approximately 1 second intervals, updating a selection of relevant variables to the host
program for display on the screen. This information is provided to give the user a visual
indication of the present state of the ASF. The second mechanism is used to capture short
periods of data from the C44. Any number of variables may be stored at a sampling rate
that is either the control sampling rate or a multiple of that rate. This data is stored directly
to the DPRAM. The only restriction is that no more than 6K data values can be captured at
once due to DPRAM capacity. Once all data has been stored the host reads it and stores it

to a file. This data may then be analyzed by the user.

Certain tasks in the C44 software are time critical. At the start of each interrupt period
a timing signal is output to the PWM generator, see section 3.2.2.1, to update the PWM
output to that calculated at the end of the previous interrupt cycle. In order to achieve
synchronous sampling the ADCs must also be triggered at this time. The rest of the inter-
rupt routines various tasks are then completed. The total duration of the interrupt routine
varies depending on selected options such as whether or not data is required by the host and

the length of control method chosen. In general the entire interrupt routine takes approxi-
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mately 110us. The control section of the interrupt routine calculates reference voltages for
the PWM software function. This then converts these voltages into 16 bit timing values for
the PWM generator. This information is transferred to the PWM generator buffers. It is not
until the next interrupt cycle commences that this PWM information is updated. Hence the

total processing delay of the control system delay is 1 complete sampling period of 125us.

3.2.4 Protection

Various protection measures have been implemented in the experimental rig. Some of these
were built in to the inverter hardware and others have been added due to the unconventional
way that the inverter has been connected to the supply. The protection measures are ex-
plained during a description of the starting procedure for the ASF. Figure 3.4 shows the

protection mechanisms implemented.

Both contactors, 1 and 2, are initially open. Contactor 1 is operated by the user. On closure
the inverter d.c. link is pre-charged. Above a threshold voltage, approximately 500V,
the pre-charge contactor automatically closes short circuiting the pre-charge resistor. An
isolation transformer is used so that the d.c. link is able to float with respect to the supply.
Potential short circuit paths that could exist once contactor 2 closes are thus eliminated. The
inverter SUPPLY FAIL trip circuit is also satisfied as the normal supply voltage is applied to

the rectifier input. Cooling fans are also operated from this supply.

The next stage required is to commence inverter switching. The gate driver circuits for the
upper IGBT in each inverter leg are powered by a charge pump power supply; In order
to initiate switching of the upper switches the lower IGBT in each inverter leg must be
switched on for 10ms. After this period normal switching patterns may be used. A specific
software routine controls this process. Prior to this the inverter trips and WATCHDOG trips
must be reset manually by user operated switches. Assuming that no faults are present the
charge pumping procedure begins. After the charge pump priming is completed the output

of the inverter is controlled to match the output of the supply auto-transformer.
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The voltage matching procedure is conducted so that contactor 2 may be closed without
creating any large current surges that might trip, or potentially damage, the inverter. Even
if the voltages are matched very accurately this contactor closure can still cause current
spikes and electromagnetic interference that may affect the inverter detrimentally. As a
result damping resistors have been added to the experimental rig, figure 3.4. These damping
resistors are operated manually. They are only used for the short period once voltage control
is established before contactor 2 is closed. After the contactor closes they are short circuited

and no longer serve any purpose.

It is vital that the voltage matching control is operational before contactor 2 closes. If it
is allowed to close in any other situation the full supply voltage may be applied to the
inverter, in this case the current will only be limited by the line inductors and the inverter
could easily be damaged. Accordingly, the contactor 2 control has been designed to be
foolproof. In order for the contactor to close various conditions must be met, these are
shown in figure 3.4. In order to initiate voltage matching control, it is a pre-requisite that
the pre-charge contactor is closed and the single phase supply is switched on. The RUN trip
signal must be set, indicating that the inverter is operational. The ACTIVE CONTROL signal
is sent by the control system indicating that voltage matching control is in use. Finally, the
user must operate a switch to close the contactor. If a fault occurs during subsequent ASF
operation there are several mechanisms by which contactor 2 will be opened in order to
protect the inverter. If a software trip is detected the ACTIVE CONTROL signal is cleared,
causing operation to the circuit to be broken. Similarly if an inverter trip is detected the
RUN signal is cleared and the circuit is again broken. Major faults such as a pre-charge

fault or single phase supply fault will also break the ASF circuit.

When contactor 2 is finally closed the voltages are such that no current should flow between
the ASF supply and the inverter output. Some high frequency current will flow due to the
PWM nature of the control although this will be minimal as the inductor impedance is very
large at the switching frequency. As this is an open loop control the d.c. link voltage slowly
ramps towards the OVERVOLTAGE level. When the d.c. link voltage reaches a certain
threshold, before the OVERVOLTAGE level is reached, the controller automatically initiates

the ASF control scheme. Current control and d.c. link voltage control is activated. The d.c.
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link voltage is controlled to 680V. When the d.c. link voltage rises above the rectified level,
approximately 620V, no current will flow from the isolated transformer supply. This will

effectively be disconnected leaving the ASF control to maintain the d.c. link voltage level.

During normal operation the rig may be tripped by the software trip routine. This will trip
the rig if line currents exceed a predetermined level or if the d.c. link voltage is outside
its safe limits. The inverter protection can also halt operation if any of the faults shown
in figure 3.4 are triggered. If a trip does occur data is automatically stored by the C44 for
diagnostic purposes. All hardware trip signals are also latched for diagnosis by the user.

These must manually be reset before operation is allowed to continue.

Fuse and varistor protection is also provided as a last resort safety measure. 70A semicon-
ductor fuses are positioned to limit the device current in the inverter. The varistors provide
an alternative current path if one of the fuses blows preventing dangerous voltage spikes
that may damage the IGBT devices. The varistors also protect the IGBT switches from

voltage spikes from the supply and due to the switching operations of contactor 2.

3.3 The Impedance Measurement System

The impedance measurement system uses the entire experimental rig previously described.
An additional data acquisition system (DAS) was constructed for the required measure-
ments and some additional interfacing has been implemented between the ASF control

system and the DAS. The overall system is shown in figure 3.5.

For the experimental impedance measurement work, the supply impedance was varied al-
though the voltage must still be stepped down in order to ensure correct ASF operation.
As a consequence the step down auto-transformer has formed part of the supply in all the
experimental measurement work. To vary the supply impedance additional elements were

connected at the output of the auto-transformer or at the PCC of the ASF.

The DAS is controlled by a Siemens 167 microcontroller. This is in turn controlled by a
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simple user interface on the host PC. Communication between the host PC and the micro-
controller is via a serial link. A simple control program was written for the microcontroller
in C, this controls the ADC sampling and sends stored data to the host PC for off-line

processing.

One current transducer and one voltage transducer are used for the impedance measurement
data capture, as shown in figure 3.5. An LEM current transducer was used for current
measurements and a PSM voltage transposer was used for the voltage channel. The data
sheets for these transducers claim that the bandwidths are 100kHz and SOkHz respectively.
It is also stated that the roll off characteristics are first order. A single order passive filter
is used on each channel in order to balance the frequency response characteristics of the
two channels. This was achieved by applying a filter to each channel that had the same
characteristics as the other channel transducer. This matching is important for accurate

impedance measurement 4.5.

Second order Butterworth anti-aliasing filters were used with a cut off frequency of 10kHz.
These circuits were constructed with precision resistors and trimming capacitors, for fine
tuning the response of each channel. During construction the two channels were calibrated,
in terms of phase response, using test signals. The trimming capacitors were used in or-
der to vary the phase response in order to match the response of each channel. This was
achieved with some degree of success, in the frequency range between 0 and 2kHz. The
phase difference between the two channels for sinusoidal test signals was less than 1 de-
gree. The ratio of voltage magnitude to current magnitude at the output of the anti-aliasing
filters was also tested. This ratio did not vary by more than 1% in the frequency range.
Therefore it was decided that no additional calibration was required apart from a d.c. cali-
bration implemented in software. 16 bit ADCs were used with an input range of between
-10V and +10V. The sampling rate was fixed at 51151Hz. This frequency was chosen to
be as close to 51.2kHz as possible. This target sampling rate was chosen in order to store

8192 samples in 8 fundamental voltage supply cycles for ease of DFT processing.

One trigger signal is sent from the ASF controller to initiate sampling. On receiving this

signal 16384 samples are recorded for both channels and stored in the microcontroller
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RAM. This data can be passed to the host PC and saved to file using the user interface.
Impedance measurement calculations were conducted off-line using MATLAB on the host
PC. The ASF trigger signal is set to initiate sampling one sampling period prior to the
transient injection. The transient injection is controlled by the ASF software. After the
control algorithm has been processed the three reference voltages for the ASF output are
available. The transient voltage signal is added to these references to provide an open loop
transient signal. The updated references are subsequently passed to the PWM software

‘routine before being output to the control hardware.

3.4 Summary

This chapter has explained the important features of the experimental rig. The control sys-
tem and software has been Beeq described as well as the protection features implemented
for safety and to protect the experimental hardware from damage. The impedance mea-
surement has been described as an extension of the ASF experimental rig. Experimental

results using the systems described in this chapter follow in the next two chapters.



Chapter 4

Linear impedance measurement

techniques

4.1 Introduction

This chapter aims to introduce two new proposed techniques for on-line impedance mea-

surement. The two methods shall be described as:

1. Short term injection

2. Medium term injection

Many features of both techniques, including the hardware platform and signal processing
techniques, are common to both and shall be dealt with as such. This chapter shall be

approached as follows:

The basic requirements of the measurement system shall be outlined and common assump-
tions for both schemes will be described. Both injection strategies shall then be introduced.

For clarity both methods are described for the impedance measurement of a single phase
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circuit, the three phase approach is described for both schemes later in this chapter. Signal
processing techniques are discussed and suitable procedures are defined for both methods.
A generalized three phase approach to impedance measurement is outlined and applied to
the proposed methods. Finally the practical implementation of the methods is described
using the ASF.

4.2 Requirements for on-line measurement techniques

The first requirement of both proposed schemes is that each shall be embedded into the nor-
mal operation of an ASF. Figure 4.1 shows a simple overview of the system. The methods
will actively inject current waveforms into the supply from the ASF in order to disturb the
network. Measurements of the current injection and subsequent voltage disturbance will be
used in order to estimate the system impedance at the point of connection of the ASF. The

hardware platform for each method is the same, the two methods differ in their injection

strategies.
SYSTEM : ASF
Zs
— Ym =
— ] "
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Point of Méasurement
(POM)
/77

Figure 4.1: Measurement system overview

The ASF hardware consists of a voltage source inverter and a set of line inductors. The
ASF controls the current in the output line inductors in order to operate as a controliable

current source. A per phase representation of the ASF is shown in figure 4.2.
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Figure 4.2: ASF control scheme

The power system supply is represented by E; and Z,. Ey incorporates harmonic distor-
tion present on the supply that is due to remotely connected NLLs and Z, is the supply
impedance. The ASF line inductance is L. The voltage source inverter acts as a control-
lable voltage source. The voltage source may be considered as the sum of four separate
voltage components, each component is generated by a software routine within the ASF

controller. These components are:

1. Supply matching component. Without any active control present the first objective
of the ASF control is to ensure that no current should flow in the line inductors. This
is achieved with a voltage output that is equal to the voltage measured at the PCC,
Vece. The PWM output of the inverter means that high frequency voltages will be

present across the inductors although only a small current will flow.

2. d.c. link controller. The d.c. link controller applies a voltage such that real funda-
mental power is drawn from the supply to maintain the d.c. link voltage at a prede-

termined value.

3. Harmonic current controllers. The harmonic current controllers apply a further volt-

age in order to inject Sth and 7th harmonic current to achieve the compensating ob-
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jective of the ASF.

4. Injection source. Finally, an uncontrolled voltage output for measurement current

injection may be applied.

The proposed techniques shall aim to accurately measure system impedance at the point of
measurement in the range of frequencies between d.c. and 1kHz. All simulation and exper-
imental work shall be conducted in the range between d.c. and 2kHz in order to investigate
the limits of the methods. The system requirements were such that the measurement pro-
cess should measure impedance during normal circuit operation without unduly affecting
normal network operation. Furthermore the time of injection must be controlled by the

system so that measurements may be triggered on demand.

Both methods will measure the system impedance at frequency values that do not cor-
respond with the frequencies at which harmonic producing loads inject current into the
system. To estimate the impedance at these harmonic frequencies some form of interpo-
lation will be applied using the neighbouring values. The interpolation method chosen is
discussed further in section 4.9. This constraint is equivalent to stating that only the linear
part of the system impedance shall be measured. Harmonic producing non-linear loads
have a non-linear relationship between current and voltage at the harmonic producing fre-
quencies. Therefore the impedance for such loads at these harmonics will depend on the
operating point of the load. Consequently the act of measurement will affect the voltage-
current relationship. By using interpolation only the linear part of the impedance will be
measured at these frequencies. This is a common assumption made in the literature, see
chapter 2. It has the further advantage of eliminating measured impedance points at har-
monic frequencies. these points are particularly prone to large measurement errors, due to

steady state current and voltage components interfering with transient measurements.

Certain common assumptions shall be made regarding the nature of the measured system.

These assumptions are:

e The supply frequency, f,, remains constant during a measurement period.
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e The measured impedance, Z;, remains constant during a measurement period.

e Non-linear loads that produce time varying interharmonic currents, such as arc-

furnaces [5], are ignored.

e The measurement injection is assumed to be uncorrelated with the system at all non-

harmonic frequencies. This assumption is investigated further in chapter 6.

The measurement period should be as short as possible in case the first two assumptions are
not completely satisfied. A long term injection method, as described in [63], was ruled out
due to the time varying nature of power systems. Such a measurement process must inject
a current disturbance at each frequency of interest for at least one supply voltage cycle. A
complete sweep of all frequencies between d.c. and 2kHz at 10Hz intervals would therefore
require a minimum of 200 supply cycles to complete. This yields a measurement time in
excess of 4 seconds. This was deemed as too time consuming for an on-line measurement
technique, especially if used for the determination of reference currents for an active filter.
Work has thus focused on methods that allow an impedance estimate to be reached in a

much smaller time period.

4.3 Short term measurement technique

The short term measurement technique uses a single injection of a wideband current distur-
bance in order to perturb the system. Measurements of the current and voltage transients
are made in the steady state immediately before the injection is applied. A second set of
measurements is made to capture the transient disturbance. The ASF is used to inject the
disturbance whilst in steady state operation. Complete control of the injection is possible.
It is possible to commence the measurement process at any point in the supply cycle and to
repeat measurements automatically at a set interval. Previous techniques, with one excep-
tion, that have used a wideband injection have relied upon switching phenomenon beyond
the control of the measurement system such as capacitor bank switching, transformer tap

changing or transformer inrush. In [60] a power electronic device, named as a harmonic
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generating device (HGD), was developed that allowed some control of a wideband injec-
tion. In this case a thyristor and resistor combination was used, described in more detail in
chapter 2. No phase control of the point of injection was possible in this case. The HGD

was a specific piece of measurement equipment, in this work an existing ASF is used for

this purpose.

An introduction to this method is given in [75] using an ideal current disturbance and a
stationary linear single phase system. In this preliminary work an ideal current source was
used to inject a triangular current pulse, of width ¢, and magnitude I;.;. A triangular
waveform was chosen as a realizable approximation to an impulse function. Such a current
injection is not possible using the available experimental systems although this will provide
a useful starting point in order to understand the nature of the disturbing signal. In the single
phase system a current pulse of the form shown in figure 4.3(a) is injected into the system

from the ideal current source.
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Figure 4.3: Ideal short term injection

In a balanced three phase system, section 4.10.2, the injected current in phase 1 would be
that shown in figure 4.3(a). The transient current injection in phases 2 and 3 are determined
such that the total current injection in all three phases sums to zero. The injection in phases
2 and 3 will be of the same form as for phase 1 although the amplitude of the triangular
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injection will be =24 The spectral content of this signal, Irs1, is shown in figure 4.3(b).

The peak injection disturbance occurs at d.c., this is determined by the peak amplitude of
the current injection. The duration of the current injection determines the rate of decay
of amplitude with increasing frequency. A wideband measurement must inject a sufficient
disturbance across the whole range of frequencies that are of interest. With reference to
figure 4.3(b) the upper frequency limit for measurement should be positioned at a fre-
quency considerably below the first duration at f = m Otherwise the injection level
at frequencies that reside in the upper region of interest will be significantly lower than the
lower frequency injection level, resulting in a poor signal to noise ratio. The actual values
for tpuise and Ip,,; are constrained by the experimental system. These are determined in
section 4.11. The ASF is operated as a controlled current source but the control bandwidth
and d.c. link voltage limitation is such that it is not possible to exactly replicate the injec-
tion signal described. Due to these limitations the system impedance will have some affect

on the injection. The experimental parameters were chosen in order to disturb the system

sufficiently for impedance measurement up to 1kHz.

4.4 Medium term injection technique

The second injection technique is referred to as the medium term injection technique. This
refers to the nature of the injected transient and not to the overall measurement duration.
This method will again use two sets of measurements. One set is taken in the steady state
immediately prior to the transient injection to account for the background distortion levels.
The second set of measurements are taken during the medium term injection. The steady
state data is subtracted from the transient data in the same way as for the short term in-
Jection. The total duration of the measurement is 16 fundamental supply cycles comprised
equally of steady state and active data records. This technique also applies a wideband
injection signal to the network. In this case a longer duration input disturbance that is not
intended to approximate an impulse disturbance. A current input is applied for the entire 8

active fundamental voltage cycles. The current disturbance is designed to disturb the sys-
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tem for a longer duration than the short transient applied by the short term technique. By
applying a longer disturbance it is possible to reduce the current magnitude, for a similar
signal to noise ratio. The applied current injection is shown below in figure 4.4(a). This
waveform contains a non zero d.c. component in order to excite even harmonics of the fun-
damental injection frequency as well as the odd harmonics. The same injection is shown
in the frequency domain in figure 4.4(b). The current disturbance waveform was designed

with certain features in mind, these were:

e The supply frequency impedance is very important. The injection was designed so
that the low frequency injection is high, in fact the injection strength decays expo-

nentially with frequency.

e The injection strength at harmonic frequencies is unimportant as the measured
impedance at such frequencies is ignored. Instead, the harmonic impedance val-
ues are calculated by interpolation of interharmonic values. Therefore the injection
strength at harmonic frequencies should ideally be zero. This effect could be gener-
ated with a single positive and single negative step although this would create injec-
tion minima every 12.5Hz. The two positive and two negative step was adopted as

injection minima were only present every 25Hz.
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Figure 4.4: Ideal medium term injection
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The current injection was again applied in an open loop manner. An additional d.c. voltage
was added to the inverter output voltage, figure 4.2. This voltage was stepped to approxi-
mate the desired injection current. The success of this process is dependent upon the output

voltage capability of the inverter.

4.5 Signal processing techniques

Methods based upon the Fourier transform have been adopted for the signal processing
stage of the measurement process. Fast Fourier transforms (FFT) are very computation-
ally efficient hence making them ideal for an on-line measurement procedure. Parametric
techniques are available that may serve the same purpose and yield superior results such
as auto-regressive techniques, Pisarenko harmonic decomposition or Prony analysis [76].
These alternatives rely on additional information in the form of parameters for an assumed
model of the system under consideration. While such methods have the ability to provide
more useful spectral information, in practice this may not be the case. High signal to noise
ratio [76] or poor parameter selection [77] may result in inferior performance than that
provided by the FFT based approaches. Furthermore, such schemes use computationally
intensive algorithms [78] that are not suited to an on-line measurement procedure. Al-
though more efficient algorithms may be available the investigation of such methods was

beyond the scope of this work.

A theoretically defined discrete Fourier transform (DFT) uses a time domain signal that is
periodic and present for all time. An FFT, by definition, must use a finite data window. The
FFT therefore estimates the frequency components of the input signal with some variance.
The sampled data sequences also contain errors, both random noise due to natural variation
of the power system or experimental error and other non-random errors associated with
the system or measurement procedure. If the non-random errors are eliminated then the
sampled data series’ form part of a stationary stochastic process. That is, the statistical
variation in the sampled data will be governed by fixed statistical properties. It is the aim

of this section to determine a signal processing scheme so that an impedance estimate may
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be calculated with minimum computational power and yet with a minimum error from the
actual impedance measured and with a minimum fluctuation, or variance, about the true

impedance.

At non-harmonic frequencies the supply impedance shall be considered as a linear transfer
function, as shown in figure 4.5 with the input being the current disturbance and the output

being the subsequent voltage transient.

ity ——————» Z(t) — V(t)

Figure 4.5: Single input, single output (SISO) system

It is shown by Jenkin and Watts [59] that the transfer frequency response function, Zy,
may be calculated in the frequency domain by equation 4.1. In this equation P,(f) is
the cross power spectrum ( or cross spectral density (CSD) ) of v and ¢ and F;; is the auto
power spectrum ( or power spectral density (PSD) )of the current input 7. In practice these
quantities are merely estimates of the true CSD and PSD because the true cross- and auto-

power spectra may only be calculated given input signals of an infinite length.

2(f) = %((—f’% @D

It is necessary to consider various means by which P,;(f) and P;(f) may be estimated so

that the method best suited to this application may be chosen.

4.5.1 Periodogram approach

Kay [76] states that the simplest and crudest form of power spectrum estimator is the pe-

riodogram. The periodogram is a spectral estimate calculated from the square of the mag-
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nitude of the FFT of the given signals. The basic definition for the CSD is shown in equa-
tion 4.2, the PSD of z is simply P,,. & is used to define the fast Fourier transform (FFT) for

a finite length input signal

Poy(f) = I9(z(8))S(w(®))I? 4.2)

Using this definition it is possible to redefine equation 4.1 as equation 4.3. It should be
noted that this is not a generalized mathematical derivation and is only possible as all
sampled values of current and voltage are real and by definition do not contain a complex

part.

S(v(?t)) S((?))
3G 3G “-3)

Z(f) =
From simple cancellation of terms it can be seen that the forms shown in equation 4.3
and equation 4.4 are equivalent. Equation 4.4 is the intuitively obvious solution found by
dividing the Fourier transform of the voltage by the Fourier transform of the current. Thus
the simplest means of calculating the impedance of the supply in the frequency domain is
to apply equation 4.4 at each frequency of interest, f. Unfortunately the accuracy of this
method is highly dependent on the noise present in the system [76] due to the simple means

used to derive the spectral densities.

_ S((@)

Although the periodogram is a commonly used estimator for spectral densities its’ variance
is large [76] and does not decrease with record length [79] [59]. Furthermore poor results
can be expected if noise in the input signals is not random noise. In the practical case

investigated signal noise is partially due to A/D quantization errors, transducer error and
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system noise which may all be considered as random noise sources. Other sources of
error are due to imperfect cancellation of supply voltage harmonics, imperfect cancellation
of steady state current injected into the system by the ASF and are also due to the non-
linear nature of some connected loads. This second class of error are not random and will
therefore severely affect the accuracy of the impedance estimate. It is hence clear that
equation 4.4 may not provide a good estimate of impedance with frequency in terms of its
statistical variance. In fact this method of calculation has provided satisfactory results for
many studies and has the advantage of simplicity and computational efficiency over more
complicated algorithms. Whilst this method may provide adequate results, for systems with
high noise levels, a high degree of non-linearity and a low level of injection disturbance a

superior spectral density estimator should be sought.

Welch’s averaged periodogram technique is a commonly used improvement to the method
described. In this technique the time domain recorded samples are split into several equal
length records, for example 8192 recorded points may be split into 8 sections each of
length 1024 points. Each section of data is treated individually for initial processing. The
PSD of each section is calculated using the periodogram method described. The overall
PSD of the entire sample is found by averaging the individual sections. This technique
provides a smoothed estimator of the PSD as the frequency resolution is decreased. The
frequency resolution will be 8 times lower if the recorded data is split into 8 sections. The
advantage of this method lies in the fact that the variance will also be reduced by a factor
of approximately 8. This process overcomes the fact that the variance of a periodogram
does not decrease with increased data length. For the particular application in this work the
majority of non-random noise is expected to lie at the harmonic frequencies and be due to
non-ideal cancellation of steady state quantities or non-linear effects. With this in mind it
was intended that impedance values at the harmonic frequencies should be discarded and
values for these frequencies should be calculated by interpolation. It is this prior knowledge
of the system that dictates that a smoothed estimator of the PSD is not appropriate in this
situation. A smoothed estimator will spread the inaccuracy at the harmonic frequencies
to neighbouring frequency points thereby reducing the accuracy of these points also. For

these reasons Welch’s averaged technique has not been adopted.
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4.5.2 Correlation approach

Alternative estimator functions for PSD and CSD are available that do not involve the use
of equation 4.2 although these are invariably computationally more demanding. The cross
power spectrﬁm may also be defined as the Fourier transform of the cross-correlation func-
tion of the inputs. The auto power spectrum is therefore defined as the Fourier transform of
the auto-correlation function of its input. The cross-correlation and auto-correlation func-
tions may be estimated in the time domain. It is not possible to calculate exact values for
these functions, again because only limited time domain information is available. The ideal
cross-correlation function is defined in equation 4.5 as 7, for an infinite time series, E de-
noting the expected value. This definition applies only when all elements of both z and y

are real.

7zy(m) = E{xny(n+m)} 4.5)

Several estimator functions, Ry, are defined for the calculation of the cross correlation
sequence in the time domain with a finite length time series. A cross-correlation sequence
is used to quantify the amount of correlation between the signals, the overall aim of the
method is to reject components of the signals that are not highly correlated such as random
noise, or steady state background distortion in this case. A cross-correlation sequence is
calculated with a value of correlation corresponding to each point in the input signals.
Equation 4.6 shows an unbiased estimator. This definition gives the cross-correlation at a

single position, m in the input signals.

N-m-—1

Z z(n + m)y(n) (4.6)

n=0

1
N—-m

Rwy (m) =

Equation 4.7 shows a an alternative definition, a biased estimator of the cross-correlation.
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N-m-1
Ray(m) = 717‘ S a(n+my(n) @.7)
n=0

The unbiased estimator has the same expected value as the ideal definition given in equa-
tion 4.5 but the variance of the estimator increases with the length of the time record. In
contrast the biased estimator does not have the same expected value as shown in equa-
tion 4.5 but its variance decreases with record length. A full discussion of this topic is
given in [59] and [76] but it is sufficient to note here that the biased estimator is more

commonly applied as the mean-squared error is generally lower for this method.

This section has described two methods of estimating the supply impedance based upon
power spectral density functions. The first method defined the spectral density estimate us-
ing periodogram functions calculated from the squared magnitude of the Fourier transform,
equation 4.3, Tt was shown that this method is equivalent to calculating the impedance by
simply dividing the Fourier transform of the voltage by the Fourier transform of the current,
the most intuitive solution. Due to the nature of applying Fourier transforms to finite data
records this method has a high variance. The second method employs correlation func-
tions applied in the time domain followed by the application of Fourier transforms. This
technique has a far greater computational demand although the variance of the solution is
reduced.

The overriding factors determining the accuracy of the technique lie in the overall injection
strength of the disturbance and the correct interpretation of the impedance estimate close
to harmonic frequencies. The first factor is system dependent and will be a compromise
between nuisance interference and impedance estimate accuracy. The second factor will be
directly combated by only considering interharmonic values. Therefore it was not found
necessary to use the second impedance estimate derivation based upon correlation series.
The simpler and more intuitive method directly applying the Fourier transform to the data

series was thus adopted.

Both Girgis & McManis [52] and Morched & Kundur [51] suggested the use of the more

complicated algorithm using the power spectra. In both cases little background distor-
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tion was present. In fact steady state cancellation of background distortion was not even
required due to such low distortion levels, notch filters were used to suppress the funda-
mental in [51] and both the fundamental and fifth harmonic in [52]. It is clear that these

studies had different signal processing requirements from this work.

4.6 Minimization of spectral leakage

Attention is now turned to the application of the chosen signal processing technique.
The impedance estimates at the harmonic frequencies shall be disregarded for reasons
of non-linearity and cancellation of background distortion. It is therefore important that
the impedance estimates close to the harmonic frequencies are very accurate. Otherwise
an interpolation algorithm will be passed inaccurate data and the impedance estimates at
harmonic frequencies will be flawed. This is particularly important for the estimation of
impedance below the fundamental frequency. A mechanism is required to calculate the
S(v(t)) and I(i(¢)) with maximum accuracy at interharmonic frequencies, particularly

those frequencies that lie close to the harmonic frequencies.

When applying a DFT an infinitely long periodic signal is assumed to be present in the
time domain. The period of this signal is equal to the length of the sampled data record.
The act of sampling the finite length data record is equivalent to multiplying the infinitely
long signal by a window function. The simplest such functiop being a rectangular window
whereby all data within the sampled period is given equal weighting and all data outside
of the sampling window is weighted to zero. When considered in the frequency domain
this multiplication is equivalent to a convolution of the ideal spectrum with the window
function spectrum. This convolution smears the ideal frequency spectrum resulting in what
is termed as spectral leakage. In [76] spectral leakage in the frequency domain is described
as being due to the energy in the main lobe of a spectral response leaking into the side
lobes. This effect distorts the ‘surrounding spectral response. Time domain records with
large steady state components at the fundamental supply frequency and its harmonics will

be the greatest source of spectral leakage in this application.
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4.6.1 Steady state cancellation

The simplest means of reducing spectral leakage close to the harmonic frequencies is to
exactly cancel the steady state components by subtracting a steady state measurement from
the transient data record. If the supply components are removed then spectral leakage
about these points will be eliminated. If total cancellation is not possible due to problems of
resolution then at least the leakage affects will be reduced, especially about the fundamental
frequency component. This cancellation is implemented for all impedance measurements.
Two sets of data are recorded, steady state data and transient data. In the time domain the
transient signals are v;(t) and ¢;(¢) and the steady state signals are v,(¢ —T) and 4,(¢t —T). T
is the time between the steady state measurement and the transient measurement and must
be an integer number of fundamental supply cycles. The background distortion is removed

from the transient signal by a simple subtraction as shown in equations 4.8 and 4.9.

v(t) = ve(t) — vs(t = T) 4.8)

i(t) = a(t) —%(t = T) 4.9)

The success of the cancellation is dependent on the data acquisition system used. The data
acquisition must be triggered exactly so that the steady state harmonics exactly match the
steady state harmonics present in the transient record. The mechanism implemented to
successfully achieve this task is considered in more detail later in this chapter. Complete
cancellation of the steady state components cannot be guaranteed in practice due to exper-
imental limitations. Complete cancellation is not assumed and must be considered during

the remainder of the signal processing.

4.6.2 Windowing

In a periodic stationary system, that is a periodic system whose statistical properties remain
constant with time, a rectangular window that exactly encompasses an integer number of

periods will, in theory, result in no spectral leakage [35]. In practice this will not be the
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case, mainly due to practical problems involved in sampling over an exact number of pe-
riods or because the system is not perfectly stationary. A phase locked loop PLL may be
used to track the fundamental frequency and hence it may be possible to divide the time of
one period into a suitable number of divisions for an FFT to minimize the spectral leakage.
Dedicated hardware is normally required for a PLL which will further complicate the exper-
imental hardware. If this approach is not possible the FFT performance may be improved

with the use of alternative windowing functions.

Spectral leakage may be reduced by the use of non-rectangular windowing functions such
as the Hamming or Hanning window. These may reduce the side lobe leakage but have the
effect of reducing the frequency resolution by widening the main lobe. All non rectangular
windowing functions taper the edges of the data set to zero. For current injection data this
will have the effect of attenuating the injection strength of the disturbance, especially at
the window boundaries. Therefore a windoW should be positioned such that the greatest
time domain disturbance occurs at the centre of the chosen window. In the case of the

rectangular window this is not important.

4.7 Short term injection signal processing

The impedance measurement data acquisition hardware is fully detailed in chapter 3. Two
data acquisition channels are used, one measures voltage and the other measures current.
The phase response characteristics over the frequency range considered of both channels
have been accurately matched. The data acquisition is capable of sampling at a rate of
51.151kHz with 16 bit accuracy. The desired sampling frequency was 51.2kHz, chosen
in order to sample 8192 samples in eight 50Hz supply voltage cycles. Unfortunately the
micro-controller used for the data acquisition was not able to time A/D conversions at
the required interval, 51.151kHz was the closest possible with the 40ns timer resolution
available. The entire measurement process consists of 8192 samples of steady state data
from each channel and 8192 samples of transient data from each channel. Each record

length is marginally longer than 8 fundamental 50Hz supply voltage cycles, this would
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correspond to 8184 samples. This slight discrepancy may introduce a slight degree of
spectral leakage as a non-integer number of supply cycles are recorded. In fact this error is

negligible when compared to variations in supply frequency.

There are several possible different signal processing options using this approach. The
simplest sampling solution is to assume that the supply frequency is constantly SOHz and
to sample with a rectangular sampling window. This case is shown in figure 4.6. The
steady state data is recorded in the eight cycles following the transient record in this case.

The steady state data was recorded after the transient data for practical triggering reasons

only.
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Figure 4.6: Option 1 sampling arrangement

In theory this realization of the measurement technique results in no spectral leakage, in
reality the fundamental supply frequency may not be exactly SOHz. Measurements at the
University of Nottingham showed measured variations of up to 0.1Hz at any particular
time. In the UK, the Electricity Supply Regulations state that the supply frequency should
not exceed 1% variation from 50Hz (49.5 < f, < 50.5). The system is normally controlled
such that the frequency is between 49.8Hz and 50.2Hz [80]. Even a slight variation in
supply frequency will affect the voltage cancellation of equation 4.8 massively. As an
example consider the supply frequency to be 50.1Hz. For a fundamental voltage with
a peak value of 460V the imperfect cancellation would result in a residual fundamental

component with a peak value of 25V. This will severely affect the calculated impedance
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data points surrounding the fundamental frequency voltage due to spectral leakage.

It is important that the whole transient event is captured and also that it has decayed com-
pletely before the steady state measurement. For this reason eight supply cycles of data
were chosen. This provided a frequency resolution of 6.25Hz. The current disturbance
for this technique is of a very short duration with the consequent voltage disturbance also

likely to be short lived unless the response of the system is particularly oscillatory.

After the transient decay is completed the rest of the data record may be considered as zero
padding unless, of course, the steady state cancellation wasn’t successful. Zero padding is
the section of the transient data recorded after the system response has decayed to zero, or is
so small that the signal noise dominates the data. No further information is contained in this
padding although by recording it the resolution of the FFT will be affected. In this situation
steady state harmonics will remain with the same effect apart from at harmonic frequencies
where errors will be present. Zero padding will not actually improve the resolution of the
calculated spectrum, although it may give this impression. Zero padding will smooth the
spectrum by interpolation [59] [76]. It may be useful to reduce ambiguities due to a lack of
spectral resolution and it will allow for more accurate identification of peaks and troughs

in a spectrum.

In order to further reduce the effects of spectral leakage a PLL could be considered, as
suggested in section 4.6.2. This solution was ruled out due to the additional experimental
complication. Alternatively a spectral window could be applied. The disadvantage of this
approach lies in the fact that the measurement data is attenuated to zero at the edges of
the sampled window. This firstly reduces the effective signal injection. Consequently the
transient injection position must be moved to the centre of the sampled window or else it

will be severely attenuated. A possible window implementation is shown in figure 4.7.

To achieve the same frequency resolution it can be seen that the total measurement time is

1.5 times greater than for the first option considered. As a result this method was rejected.

A digitally implemented approximation to the PLL was implemented. Data was captured

using the initial scheme described and shown in figure 4.6. Once the data was captured
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Figure 4.7: Option 2 sampling arrangement

a pre-processing algorithm was applied to ensure that steady state cancellation was effec-

tively carried out.

Initially assuming a SOHz fundamental supply, the phase of the fundamental supply for
the 8th and 16th cycles were calculated using a simple FFT routine on each section, §
and 6,6 respectively. The phase difference was then used in order to calculate the actual

fundamental frequency, equation 4.10

8 x 1023.02
27T(5f)( )—016"98

Rlalehitited 4.
51.151 x 108 (4.10)

For this method to succeed the transient response must have decayed completely by the
start of the 8’th cycle of data used. It was then possible to relocate the start position of
the steady state data section, for both the voltage and current signals, in order to achieve
maximum steady state cancellation. The rest of the analysis was completed as for the
basic rectangular window method assuming a fundamental frequency of SOHz. This did
not result in significant inaccuracy as the frequency error is very small compared to the
frequency resolution. This technique enabled very good cancellation using very little extra

processing time.
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4.8 Medium term injection signal processing

The same data acquisition system was used to validate the medium term injection tech-
nique. The sampling rate and number of samples used were the same as for the short term
injection. The medium term injection provides an active disturbance throughout the entire
eight recorded cycles of transient data. Therefore it was possible to use a Hanning window
in order to reduce the level of spectral leakage. The window was applied to the current
signal ¢ and the voltage signal v after steady state cancellation. This windowing procedure
lessens the effect of spectral leakage at the expense of frequency resolution which must be
accounted for during the interpolation or curve fitting routines. In the short term case all
points were discarded that lie at harmonic frequencies whereas in the medium term case

the adjacent points should also be discarded.

Figure 4.8 demonstrates the leakage for a sinusoidal 50.1Hz signal. Although the percent-
age leakage is small in both cases it is sufficient to cause a large impedance error. With
the Hanning window applied the lobe at 50Hz is widened but the amount of leakage is

drastically reduced.
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Figure 4.8: Spectral leakage from a 50.1Hz sinusoid
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4.9 Estimating the transfer function from impedance ver-

sus frequency values

This is the final processing stage required for the calculation of a single phase impedance
transfer function. If a graphical representation of impedance is required without a transfer

function then this stage may be omitted.

On completion of a transient injection, using either of the techniques, a series of impedance
values will be calculated at frequency points between d.c. and the maximum frequency of
interest, 1kHz for this application. The impedance values will be spaced at intervals of
6.25Hz, 160 impedance points in all. An s-domain transfer function may be estimated
from this data using a suitable algorithm. The algorithm chosen for this complex curve fit
is a damped Gauss-Newton least squares formulation, detailed extensively in [81] and [82],

and explained at the end of this section.

The curve fitting algorithm requires a series of complex impedance values and correspond-
ing measurement frequencies. In addition the order of both the numerator and denominator
of the s-domain transfer function must be specified. These are specified as n and d re-
spectively. The output form of the curve fitting algorithm is in a Pade form shown in
equation 4.11. The values of (By ... By) and (Ay...A4-1) are automatically constrained

to be real and the transfer function (impedance) will be stable.

B(s)  Bus"+ Bp_15"'+:--+ Bis+ By

= = 4.11
Z(S) A(S) sd + Ad_lsd‘l +---4+ AIS + Ao ( )

Only some of the impedance values initially calculated should be passed to the curve fitting
algorithm. Initially all data calculated at harmonic frequencies should be discarded for
reasons previously discussed. 140 points still remain in the range up to 1kHz. For a low
order system (n,d < 8) 140 points is superfluous and will result in unnecessary calculation

delay.
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In the short term injection case a good curve fit may be achieved using only the interhar-
monic points spaced evenly between the harmonic frequencies, that is, points that lie at
frequencies of (25(2n +1) ,0 < n < 19). These points are less susceptible to spectral
leakage than any others and so will provide the best basis for the transfer function esti-
mate. There are 20 such impedance values available. Using only 20 values will have the

advantage of dramatically reducing the computation time taken during this process.

In the medium term injection case it is unwise to use the same points as the midpoints
~ between each harmonic frequency are points at which the ideal injection strength is zero,
see figure 4.4. The windowing method used for the medium term injection will smooth the
response at these frequencies but errors at these points are still greater than for neighbour-
ing points. Therefore the neighbouring points above each midpoint frequency value were

chosen: (25(2n +1) +6.25 ,0 <n <19).

The chosen impedance values, (h(1)...h(n), and the corresponding frequencies,
(w(1)...w(n)), are passed to the algorithm along with values for the transfer function
order, n and d. The algorithm is an iterative procedure that aims to minimize the squared

error between the input impedance values and the values generated from equation 4.11.

This is shown in equation 4.12.

n 2

min Z

By, A k=1

B(w(k))

Aw(B) 1

h(k) -

If the iterative procedure cannot converge then the values for n, d or both n and d should
be changed. The algorithm has successfully converged with all data used in this project
although if this is not always the case then it is a simple matter to automatically vary the
system order for convergence. For practical purposes the values of n and d may be set so
that the fitted impedance function has an order greater than or equal to the highest order
expected. This will not adversely affect the iterative process as has been found with other
curve fitting schemes such as the Prony method [78]. Finally, it is also possible to weight

the different impedance values so that some provide more influence than others. This has



4.10. GENERALIZED MEASUREMENT APPROACH 83

not been done although it may be possible to weight the impedance values depending on
the injection strength at that frequency so as to give more weight to those values with a

higher signal to noise ratio.

4.10 Generalized measurement approach

A general approach for impedance measurement in three phase circuits is described in this

section that is applicable to both techniques.

An arbitrary measurement injection will be assumed at each frequency f. Iprs; denotes the
current injection at this frequency, f, into phase 1, Ijs2 for phase 2 and I3 for phase 3.
It is assumed that no steady state current or voltage components are present at any values
of f chosen. The measurement of three phase three wire systems is the prime aim of this
work although the described methods are easily transferred to unbalanced systems and to
single phase systems. The unbalanced case is initially considered and then simplified when

further assumptions become possible due to the nature of the system.

Equation 4.13 shows a generalized equation relating the phase voltage and current in an

unbalanced three phase network in terms of a (3 x 3) impedance matrix.

v Zu Zy Zis 1
v | = | Zn Zx Zos iz 4.13)
U3 Z3y Zsp Zs3 13

This equation is given for a particular value of frequency. Such an equation exists at all
frequencies with the coefficients of the impedance matrix varying with frequency. An al-
ternative impedance relationship may be defined relating line voltages and currents, equa-
tion 4.14. This form will be predominantly used in this work due to the absence of a

neutral conductor. Tilde Z notation is used for this relationship in order to differentiate the
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impedance matrices in equations 4.13 and 4.14.

V12 211 212 213 1
vs | = | Zay Zay Zos 12 4.14)
V31 Zy Zsy Zsg 13

Only six independent impedance variables are in fact present in equation 4.13 as the mutual
coupling between phases is the same irrespective of the direction of measurement,Z;, =
Zan, Zr3 = Z3 and Zy3 = Zjp. The same is not true of equation 4.14. Appendix A
contains transformation matrices that may be used to convert impedance terms between

these systems.

The aim of an impedance measurement technique is to identify all the coefficients of the
impedance matrices. This is accomplished using measurements of phase, or line, voltage
and current measurements. Most impedance measurement work to date has either con-
sidered single phase systems or else certain assumptions have been made concerning the

supply network impedance values.

If it is possible to measure all three phase voltages and currents then it is possible to measure
all the elements of the impedance matrix using multiple transient events. Nagpal et al. [54]
considered the measurement of the entire impedance matrix using capacitor bank switching
events. Three independent transient events are required for it to be possible to calculate
all nine impedance coefficients. A generalized approach for this measurement shall be
described. Simplifications to the method will then be described under the assumption of a

balanced supply impedance.

4.10.1 Unbalanéed system

The work in this thesis is primarily concerned with three phase three wire systems. The
impedance relationship shown in equation 4.14 is adopted as line to line voltage measure-

ments are readily available.
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Each row of equation 4.14 may be considered in turn. The first row is shown in equa-

tion 4.15 for one frequency.
Vi = Zuil + 2127:2 + 213i3 (415)

A determined set of 3 linearly independent equations of this form are required in order to
solve the set of simultaneous equations for Zu, Zo and Z,3 [83]. Measurements must be
made for vy, 1, 72 and i3 over three transient switching operations. The set of equations
formed can be expressed in matrix form, as in equation 4.16 at each particular frequency

of interest. Superscript notation labels each set of transient data.

! ot 1 -y

" — Y Y >

" o 7
'Ulz 7,1 '1,2 23 Z13

To calculate values for the three impedance terms the matrix of current measurements must

be inverted. This matrix should be well-conditioned[83] for computational accuracy.

The chosen injection procedure is applied three times in total so as to allow a set of deter-
mined equations to be constructed. In order to achieve such a set of equations it is necessary
to apply sufficiently different current injection into each phase for accurate measurement of
the differences in voltage and current in each phase to be identified. A procedure shall be
described that will achieve these aims while not affecting the ASF operation unduly. There

are many possible variations but all are similarly constrained.

To identify an unbalanced impedance it is necessary to apply an unbalanced current in-
jection measurement. Therefore Iprp1 + Ingp2 + Inys # 0. This will affect the d.c. link
voltage level and will disturb the d.c. link controller. This effect should be minimized if
possible. The harmonic current controllers will also be disturbed by current injection at the
compensation frequencies, this disturbance can only be reduced by reducing the injection
strength at these frequencies. Table 4.10.1 shows three injection transients that may be
used to construct equation 4.16 as multiples of a base quantity current, Ipr;. As the actual
injection current is applied in an open loop manner it is impossible to absolutely ensure the

current strength relationships shown in table 4.10.1. This is not a problem as the injected
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Phase current | &L | 42 | £
T | T | T

Transient 1 21-110
Transient 2 0 2 | -1

Transient 3 -1 0 2

Table 4.1: Injection pattern for well-conditioned matrix

waveforms are measured. As long as the relative injection strengths approximate the form

shown a well-conditioned set of equations shall be formed.

The transient injections should be applied in quick succession, assuming that the applied
transients are given sufficient time to decay completely, so that the measured impedance
remains constant. As each injection is unbalanced the d.c. link voltage will be affected.
The d.c. link controller has a low bandwidth and so will be unable to control the d.c. link
voltage in this time frame. Once all three transients have been applied the net current will

be zero and so the d.c. link voltage should be unaffected by the measurement procedure.

The three impedances may now be calculated by inverting the 3 X 3 matrix,as in equa-
tion 4.17. The current waveforms are individually measured so the form will not be exactly
that shown in equation 4.17. Assuming the ASF control delivers this injection approxi-

mately then there should be no calculation problems due to an ill-conditioned matrix.

Zn 2 -11 V112

- 1 :

Zn =g |2 -2 2 V2 4.17)
Zrs 4 -4 2 |\ W

This process may be repeated for the other 6 impedance terms required to completely char-
acterize the impedance of the network at that frequency. If a;ll six currents and voltages are
recorded for the three transients described in this section then the same data may be used
in order to calculate the other impedance terms. Therefoﬁ three transient data records are

required in order to calculate all nine impedance terms. 1§ addjtional data for transients is
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available then a least squares solution may be used in order to improve accuracy. If the
impedance matrix is required in terms of phase voltages instead of line voltages then the

transformation given in appendix A may be applied.

4.10.2 Balanced system

In this section the impedance of the network is assumed to be balanced. The impedance
matrix Z may be rewritten as in equation 4.18. Z; and Z,, are used to define the self and

mutual impedances respectively. This equation is defined in terms of phase voltages.

vy Zy Zm 4y i
Vo = ZM Zs ZM iz (4-18)
V3 ZM ZM Zs ’i3

If equation 4.18 is considered in terms of symmetrical components [84] the positive and
negative sequence impedance are equivalent and equal to (Z; — Z). As the system has no
neutral wire the zero sequence circuit becomes an open circuit. For all practical purposes
the system can be reconsidered as having three identical self impedance terms and no mu-
tual impedance terms, the impedance is thus redefined in equation 4.19 substituting Z for
(Zs — Zu)

N1 Z 0 0 ’il
v, | =] 0 Z2 0 1o 4.19)
U3 0 0 7 13

If the network being measured is balanced, or is a close approximation, then several sim-

plifications to the experimental system may be made. The main advantage being that it
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is possible to calculate the required impedance using only one current transducer and one

voltage transducer with a single transient event.

Consider the Thevenin equivalent of the supply impedance to be measured in figure 4.9.
Steady state measurements have been subtracted from the transient measurement in order
to remove the supply voltage and harmonics and the process is considered for one frequency
point. The transient injection current is I, in phase 1 and %M in both phases 2 and 3. A

balanced injection was hence provided that should not disturb the d.c. link voltage level.

z
—— T +V, -——— |,
z
— 11— * -V 2 ——» | /2
z
L eV 2 ——,2

Figure 4.9: Balanced three phase system transient

The circuit shown in figure 4.9 may be redrawn as a single phase equivalent circuit as in fig-
ure 4.10. The measurement data from a transient injection is thus stored as a single voltage
and current transient, as in the single phase equivalent, figure 4.10. In order to transform the

measured impedance into a per phase value it is necessary to scale the measured impedance

by a factor of 2.

Figure 4.10: Single phase equivalent transient

Care must be taken if calculating component values from the single phase equivalent data.

As an example consider the circuit shown in figure 4.11(a). This is transformed into the
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single phase equivalent shown in 4.11(b). In this case the capacitors are connected in delta
and are of value C in the three phase figure. These are transformed to a capacitor of value
2C in the single phase equivalent. In order to use the conversion factor of £ it is necessary

to transform the impedance into a star connected Thevenin equivalent first.

Delta connected capacitors,
Z each of value C

S 3Z./2
1 ——eo 1 — o
e
Z, N
ZS
— —e 3 °
(a) Three phase system ' (b) Single phase equivalent

Figure 4.11: Example three phase system and equivalent single phase system

This section has described a generalized approach to impedance measurement for an un-
balanced three phase three wire system. It was shown that the requirements for the mea-
surement in the case of a balanced system were greatly reduced. The requirements for
impedance measurement in a balanced three wire system are the same as the requirements
for the measurement of system impedance in a single phase system hence the method is
directly applicable to the single phase situation. If the network in question is a three phase
four wire balanced system the zero sequence impedance is (Z; + 2Z3) in relation to equa-
tion 4.18. If the zero sequence impedance is required it is necessary to adopt the approach
of section 4.10.1. In this case it is necessary to separately identify the self and mutual
impedance terms in order to calculate the zero sequence impedance. Finally, in the case of
an unbalanced three phase four wire system the unbalanced approach, section 4.10.1, must

again be used.

All experimental work has been focused on the measurement of the supply impedance in
the three phase three wire scenario. If this measurement is possible then the unbalanced

case should prove to be possible from the outlined method described in this section.
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4.11 Practical implementation of injection techniques

The experimental platform for impedance measurement is fully described in chapter 3.

Figure 4.12 shows the basic ASF circuitry parameters.

- o
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Figure 4.12: Active shunt filter for current injection

4.11.1 Short term injection

The width of the injected pulse is constrained by the sampling frequency of the ASF con-
troller. The ASF sampling frequency is 8kHz which corresponds to a sampling interval that
is fixed at 125us. The total pulse width was chosen to be six sampling intervals, that is, a
pulse rise time of 375us and a decay time of 375us. In the practical measurement circuit
the line inductors limit the rate of rise and fall of injected current. Therefore by reducing
the pulse width, in an attempt to increase measurement bandwidth, the peak injected cur-
rent will fall. This will reduce the effective bandwidth of the system. A compromise was
reached with the values shown. The parameters may be varied if the injection level is too
high and is hindering the normal network operation. Alternatively the injection pulse width

may be increased to increase the injection level if a higher SNR is required.

The injection is an open loop addition to the voltage output as the controller bandwidth
is insufficient to provide control. During the injection process the ASF control scheme
continues to operate, the control bandwidth is such that very little attenuation of the injected

signal will occur. Both the voltage and current disturbances are measured so even if there is
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a significant interaction this will not affect the accuracy of the results although the injected
signal may be reduced about the 5th and 7th harmonic leading to a lower injection strength
and decreased SNR at these points. It should also be noted that the PWM output of the
inverter will also affect the shape of the injection pulse and will make it further removed

from the ideal case described.

The d.c. link voltage is controlled about a reference value of 680V and the line-line voltage
of the supply fundamental is approximately 300V rms (approx. 460V peak). The maximum
injection voltage is limited by the difference between the voltages either side of the line
inductors. For a balanced three phase system it is important that the applied injection
voltage on phases 2 and 3 is as close as possible. Otherwise the assumptions made in
section 4.10.2 will not be true, resulting in an incorrect impedance estimate. The ASF
output voltage reference should not exceed the maximum PWM output voltage possible.
If a reference greater than this is used then PWM saturation will occur, that is, the PWM
voltage will be limited by the maximum pulse width allowed and the output voltage will
not faithfully output the reference voltage at the PWM input. It is particularly important

that this is observed on phases 2 and 3.

The optimum short term injection time was chosen when (V33 = 0) although measurements
are possible commencing at any other point in the cycle as long the PWM is not saturated.
At this point the inverter output to-both these phases will clearly be equal and any non-

linearity in the PWM calculation or inverter switching will be minimized.

4.11.2 Medium term injection

The same applied voltage constraints are applied to the medium term voltage injection. As
the injection duration spans several fundamental cycles the start time of the injection is not

important.
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4.12 Simulation work

All simulation work carried out using a single phase system, although, it is directly appli-
cable to the balanced three phase case. Two test circuits have been used for demonstration
purposes, these are termed test model 1 and 2 and are shown in figures 4.13(a) and (b). Test
model 1 is a simple LR supply. This was chosen as it will approximate the impedance of
many supplies, where Z; is dominated by the connection transformer. Due to the lack of
oscillatory response on current disturbance, the estimated impedance for this model will be
the *worst case scenario’ for both injection methods. The second model has power factor
correction (PFC) capacitors connected to the original model. Identification is expected to
be superior, especially for the short term injection, as the transient response is of a longer

duration and will contain more information for the identification algorithms.

600uH  *  200mQ 600pH 200mQ
M —m  , — N1
100pF —/—
F )
100mQ g
(a) Test model 1 (b) Test model 2

Figure 4.13: Simulation supply models

The Power System Blockset in SIMULINK was used to execute the simulations. The overall
schematic is shown in figure 4.14. This was used for both the short and medium term
injections with appropriate changes made to the injection and data processing units. The

full schematics for this simulation are shown in appendix B.

A single phase inverter was simulated with a single current controller with zero reference.
In the steady state voltage matching is achieved and zero mean current flows between the

ASF and the supply. Simulation parameters are given in table 4.2.
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Figure 4.14: Simulation system for supply model 1

Fifth and Seventh harmonic voltage distortion was included in the simulation. This level of

distortion was used as this level was found to be present on the laboratory supply.

Four simulation results are shown for each injection method to illustrate various features.

Four figures are shown for each example simulation, these are:

e (a). Current transient after cancellation of steady state current. The ASF current con-
troller was supplied with a zero reference. The mean steady state measured current is
therefore zero although switching frequency current will be present due to the PWM

output.

e (b). Voltage transient after cancellation of steady state voltage. The transient infor-
mation before cancellation is dominated by the supply voltage, the success of this

cancellation step is apparent in this figure for each situation.
e (c). The real part of the estimated impedance.

e (d). The imaginary part of the estimated impedance.
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Parameter Value

Fundamental supply voltage | 170V (rms)
5’th harmonic supply voltage | 8.5V (rms)
7’th harmonic supply voltage | 3.4V (rms)

d.c. link voltage 680V
Switching frequency 4kHz
Line inductance 2.5mH

Table 4.2: Simulation Parameters

Normally distributed additive noise was applied to the measured current and voltage signals
in some of the simulations. These are clearly labelled as such. The noise applied to each
channel had zero mean and the variance was calculated so that the magnitude of the noise

was equivalent to the 12 bit A/D level on each channel (=95% confidence level).
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4.12.1 Short term injection simulations

Simulation 1

The first simulation conducted used ideal simulation conditions. Supply model 1 was used.
A sampling frequency of exactly 51.2kHz was used with a SOHz supply frequency to ensure
no spectral leakage at all. No noise was applied to the measurement transducers. Perfect
cancellation is achieved in the time domain without any switching frequency components
present. The imaginary impedance estimate is virtually identical to the ideal supply imag-
inary part. Some error is present on the graph showing the real part of the impedance. As
a fraction of the impedance magnitude the error is very small although as a fraction of the
real part the error is significant. This error is due to quantization introduced by the A/D
convertors and truncation error introduced in the estimation calculation. This illustrates
how sensitive the calculation can be when using a low injection strength and a very short

duration disturbance.
Simulation 2

The first simulation was repeated with alterations made to the sampling frequency and
noise content of the measured signals, again using supply model 1. The sampling fre-
quency was changed to the actual experimental value used, 51.151kHz. Additive noise, as
described above, was also applied to the measured signals at the transducer inputs. The pre-
processing cancellation algorithm for the short term injection method was applied before
estimating the impedance. Finally the curve fitting algorithm was applied to the estimated

impedance data.

In this case excellent imaginary impedance estimation is achieved again although some
random noise is apparent throughout the frequency range. A large error may also be seen
due to non-ideal cancellation at SOHz. Good estimation of the real impedance was achieved
with errors again due to random noise and non-ideal cancellation, visible for the fundamen-
tal and fifth and seventh harmonics. This simulation clearly illustrates the importance of

steady state cancellation. In the time domain figures the steady state components are barely
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visible and yet they significantly affect the impedance estimate at these frequencies.

The red crosses in the impedance figures show the values used by the curve fitting algo-
rithm. These have successfully been chosen so as not to be affected by the errors present
at the supply harmonic frequencies. The curve fitting algorithm was used to derive a trans-
fer function and from this the red line has been plotted showing that the algorithm has
identified the supply impedance very accurately.

Simulation 3

The second simulation was repeated with a supply frequency of 50.1Hz. Supply model
1 was used. Supply frequency deviations have been recorded with a 0.1Hz deviation al-
though such a deviation is probably the largest that will be encountered in the practical

experimentation.

The pre-processing algorithm to reduce spectral leakage was required to shift the position
of the transient data by 16 samples, relative to the steady state data, in order to achieve op-
timum cancellation. As a consequence some switching frequency components are present

although these should not affect the estimate as they are centred about 4kHz.

To illustrate the importance of optimum cancellation another line has been plotted. Steady
state cancellation was still applied in this case although the pre-processing data shifting
was not applied. This is shown as a magenta coloured trace. The effects of spectral leakage
are clearly present and are shown to detrimentally affect the impedance estimate not only
at supply harmonic frequencies but at the surrounding frequencies also. It is not possible
to estimate the impedance accurately between the fifth and seventh harmonics at all, hence

whole sections of the frequency range become invalid.

The curve fitting algorithm was again successfully applied to the impedance estimate cal-
culated with correct steady state cancellation.

Simulation 4

The final simulation was repeated with the same parameters as simulation 3 although in
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this case supply model 2 was used.

The transient response for this circuit could be measured for a much longer duration when
compared to the first supply model. Therefore the resulting impedance estimate is greatly
improved. Slight errors still remain at the supply frequencies from remaining steady state
supply components. The impedance estimate also exhibits slight errors about the resonant

frequency although the actual resonant frequency is identified very well.
The curve fitting algorithm was applied again with excellent results.
Short term injection simulation results

The figures for the short term simulations are shown over the next four pages.
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I Blue Measured data for the time domain plots, after steady state cancellation.
| Blue Impedance estimates prior to curve fitting in frequency domain plots. |
Green Ideal impedance lines calculated from the supply transfer function
| Red crosses Raw data used for curve fitting |
Red Impedance estimate generated from the curve fitting algorithm. |
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Figure 4.15: Simulation 1. Ideal simulation conditions: no measurement noise and perfect
steady state cancellation
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Blue Measured data for the time domain plots, after steady state cancellation. I

| Blue Impedance estimates prior to curve fitting in frequency domain plots. |
Green Ideal impedance lines calculated from the supply transfer function
| Red crosses Raw data used for curve fitting |
Red Impedance estimate generated from the curve fitting algorithm. |
[_Magenta Impedance estimate calculated without spectral leakage reduction. ]
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Figure 4.16: Simulation 2. 51.151kHz experimental sampling frequency and additive mea-
surement noise used
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Measured data for the time domain plots, after steady state cancellation. I
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Figure 4.17: Simulation 3. 51.151kHz experimental sampling frequency and additive mea-
surement noise used. 50.1Hz supply frequency. Results shown with and without pre-

processing
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Blue Measured data for the time domain plots, after steady state cancellation. I

| Blue Impedance estimates prior to curve fitting in frequency domain plots. |
Green Ideal impedance lines calculated from the supply transfer function

| Red crosses Raw data used for curve fitting |
Red Impedance estimate generated from the curve fitting algorithm. |

!_Magenta Impedance estimate calculated without spectral leakage reduction. N

6 T T
4+ 4
2F
I R R AN s —
<
g -2
2 |
g 4
-
§ -6
0 -8
-10 )
-12 1
% 0,005 001 0015 001 0015 0.02
Time (s) Time (s)
(b) Current signal after cancellation (c) Voltage signal after cancellation
201 e

-
o0

s =)
2 5
f10 1 3
™
@ o
@ . o
[ g

5t .

0 - 141 |

0 500 10.00 15I00 2000 0 500 1600 1;00 2000

Frequency (Hz) Frequency (Hz)
(d) Estimated impedance (real) (e) Estimated impedance (imaginary)

Figure 4.18: Simulation 4. Supply model 2. 51.151kHz experimental sampling frequency
and additive measurement noise used. 50.1Hz supply frequency
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4.12.2 Medium term injection simulations

Simulation 5

The first simulation conducted using the medium term injection method was for the ideal
case. Supply model 1 was used. A sampling rate of 51.2kHz was used with a SOHz supply

and without a noise source on either the current or voltage channel.

The impedance results in this case show some deviation from the ideal impedance. This er-
ror is due to the action of the current controller. This error was not evident in the short term
simulations as the injection duration was so short. It is randomrandam influence on the
impedance estimate. The estimated impedance in this case shows a very good correlation

to the ideal impedance, especially at low frequencies.
Simulation 6

Simulation 6 uses the actual sampling rate used, 51.151kHz, in addition to transducer noise

components. Supply model 1 was used.

Considerably more random noise is present in the impedance estimates for this simulation.
The low frequency identification is still very good due to the large injection strength used
by this method at low frequencies. Curve fitting was successful, both the real and imaginary

parameters were identified very closely.
Simulation 7

Simulation 7 was conducted with the same parameters as for simulation 6 apart from the

supply frequency was changed to 50.1Hz.

The medium term injection reduces the effects of spectral leakage by applying a Han-
ning window to the measured data after steady state cancellation. For comparison the
impedance has also been estimated without the windowing procedure, these results are

shown in figures4.22(a) and (b). These clearly show that it is essential to apply the window
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with this technique.

The transient voltage signal contains steady state supply components that are present be-
cause the supply frequency is not SOHz. As a result the impedance values at these frequen-

cies are corrupted. The figures show that these are discarded by the curve fitting routine.
Simulation 8, supply model 1

The final medium term injection simulation uses the second supply model. All other pa-

rameters are the same as for simulation 7.

The match between estimated impedance and the ideal values is again excellent. Signifi-
cant errors are still present at the supply frequencies but influence of these errors is very

restricted.
Medium term injection simulation results

The figures for the medium term simulations are shown over the next four pages.
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I Blue Measured data for the time domain plots, after steady state cancellation. |

| Blue Impedance estimates prior to curve fitting in frequency domain plots. I
Green Ideal impedance lines calculated from the supply transfer function

| Red crosses Raw data used for curve fitting I
Red Impedance estimate generated from the curve fitting algorithm. |

bﬂagenta Impedance estimate calculated without spectral leakage reduction. N
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Figure 4.19: Simulation 5. Ideal simulation conditions: no measurement noise and perfect
steady state cancellation
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| Blue Measured data for the time domain plots, after steady state cancellation.
| Blue Impedance estimates prior to curve fitting in frequency domain plots. |
Green Ideal impedance lines calculated from the supply transfer function
I Red crosses Raw data used for curve fitting |
Red Impedance estimate generated from the curve fitting algorithm. |
ILMagenta Impedance estimate calculated without spectral leakage reduction. N
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Figure 4.20: Simulation 6. 51.151kHz experimental sampling frequency and additive mea-
surement noise used
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Figure 4.21: Simulation 7. 51.151kHz experimental sampling frequency. Additive mea-
surement noise. 50.1Hz supply frequency. Results shown using Hanning window
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Figure 4.22: Simulation 7. Hanning window not applied
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Blue Measured data for the time domain plots, after steady state cancellation. I

| Blue Impedance estimates prior to curve fitting in frequency domain plots. |
Green Ideal impedance lines calculated from the supply transfer function
| Red crosses Raw data used for curve fitting |
Red Impedance estimate generated from the curve fitting algorithm. |
b/lagenta Impedance estimate calculated without spectral leakage reduction. N
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Figure 4.23: Simulation 8. Supply model 2. 51.151kHz experimental sampling frequency
and additive measurement noise used. 50.1Hz supply frequency
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4.12.3 Summary of simulation results

The simulation results have shown that both techniques are capable of good supply
impedance identification. Various expected sources of error were included and acceptable

performance was still possible.

The short term injection technique showed a large error at lower frequencies, this was not
expected as the short term technique was designed to apply maximum injection strength at

zero frequency. The reasons for this deficiency are discussed in the next section.

The medium term injection was able to provide good identification in all cases although
random noise components were large and present in all simulations due to both the trans-

ducer error and the current controller action.

4.12.4 Injection strength in practice

Finally, a brief section has been included with the intention of explaining the poor perfor-

mance of the short term injection technique at low frequencies.

During the design stage of both schemes the current injection waveforms were based upon
the ideal injection spectra shown in figures 4.3 and 4.4, for the short and medium term injec-
tions respectively. In practice it was not possible to replicate these waveforms exactly. The
injected waveform will be affected due to the PWM output, the current controller and the
network impedance. PWM saturation should be avoided and will affect the output wave-
form as will the current controller output. The network impedance will affect the current
disturbance although this effect should be limited as long as the network impedance is small
in comparison to the line inductance. In the case of the short term injection figure4.24(a)
and (b) shows both the ideal injection waveforms and injection waveforms taken from sim-

ulation data.

Ideal conditions were used for the simulation, that is, a SOHz supply, a sampling frequency
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Figure 4.24: Short term injection strength

of 51.2kHz, no noise signals and zero supply impedance. The green traces show the ideal
injection waveforms from section 4.3 using parameters from the simulation circuit. The
blue traces show the equivalent simulated waveforms and the red traces show the measured
waveforms, after application of the anti aliasing filters. Figure 4.24(b) confirms that the
short term injection strength at low frequencies is below the intended level. Consequently
the low frequency performance of the short term injection method is lower than initially

expected.

The medium term injection was not significantly affected using the simulation parameters
above. Figures 4.25(a) and (b) show the injection waveforms for the medium term injec-
tion. In this case the current disturbance is executed with excellent agreement to the initial
designed waveforms. The medium term injection is less demanding upon the ASF with
the only slight deviation from the ideal waveforms being due to the finite bandwidth of the
current controller. In the experimental work several current controllers are applied that may

distort the injected disturbance to a greater extent than shown here.
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Figure 4.25: Medium term injection strength

4.13 Conclusion

Two methods have been proposed for on-line impedance measurement. The major sources
of error in the time domain are expected to be due to imperfect cancellation. Using the
chosen approach these errors may be confined to known positions in the frequency domain
and as a result these errors will subsequently be almost eliminated by interpolating about
the harmonic frequencies. The signal processing methods were chosen for computational

efficiency and are suited to an on-line measurement approach using an existing ASFE.

To summarize, the final procedure for impedance estimation is thus defined as:

¢ 1. Define injection parameters. The short term or medium term injection strategy
is chosen. The appropriate transducer measurements are chosen depending on the
system model. For this work a balanced three wire three phase system is considered,

requiring only one voltage and one current measurement.

e 2. Experimental measurement. Steady state and transient measurements a<e
recorded. For research purposes the total duration of each method is 0.32s although-

further optimization may be possible.
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¢ 3. Time domain pre-processing. The steady state records are subtracted from the
corresponding transient measurements to remove the steady state voltage from the
signals and to remove steady state ASF injection current. For the short term method
this cancellation is conducted after applying a time domain routine compensating for
variations in supply frequency to reduce spectral leakage. In the medium term case a

Hanning window is applied after cancellation with the same aim.

e 4. Impedance calculation. The time domain data is used to calculate the supply

impedance in the frequency domain using an FFT algorithm.

e 5. Model parameter calculation. Interharmonic impedance estimates are used in

order to calculate the parameters of a linear impedance model.

These techniques have been described for single measurements. The experimental verifica-
tion shall also deal with single measurements. To improve the SNR it is possible to repeat
measurements over time. If the method errors are assumed to be random then it is possible,
by application of the central limit theorem, to show that the standard deviation of the error

is proportional to Z= [85].

Certain practical features of the system have not been considered such as permitted injec-
tion strength. The maximum injection strength without disturbing normal circuit operation

should be applied. This clearly depends on the particular system measured.

Both techniques are practically implemented in the next chapter.



Chapter 5

Impedance measurement results for

linear systems

5.1 Introduction

The previous chapter contained a description of the short and medium term injection tech-
niques to be evaluated. The results from the experimental work in order to achieve this are

described in this chapter.

Both of the techniques that have been introduced were applied to a variety of test circuits
within the laboratory. The test circuits were chosen to cover a whole range of supply con-
figurations in order to rigorously test the methods. The impedance estimates obtained were
compared with independently measured impedance estimates using another experimental
means for comparison. Statistical analysis was performed on a selection of the test circuits
in order to quantify the measurement noise level. Finally, impedance transfer functions
equivalent were derived using the complex curve fitting algorithm described in the previ-

ous chapter.

112
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5.2 Experimental Procedure

Four different types of experimental measurement were made for each test circuit. The first
two are the techniques described in the previous chapter. The second two are supplementary
measurements taken in order to verify the proposed techniques and to assess their accuracy.
Not ali of the experimental results measured exactly the same circuit configurations due to

practical constraints. The four techniques applied were:

1. Short term injection with supply connection.
2. Medium term injection with supply connection.
3. Discrete frequency calibration injection.

4. Short term injection without supply connection.

These methods shall be referred to as injection method 1 (IM1) to injection method 4 (IM4).
Each shall be discussed in turn in order to provide an overview and to establish precisely

which quantities were measured in each instance.

5.2.1 IM1: Short term injection with supply connection

In this case the complete short term injection technique was applied, as described in chap-
ter 4. Figure 5.1 is a schematic representation of the supply and injection hardware. All
values are referred to the secondary of the experimental rig transformer, that is, the point of
measurement. The point of measurement is shown as PCC in figure 5.1. Z,; is a Thevenin
equivalent, per phase, of the total supply impedance measured to the 100A laboratory sup-
ply bus, including the impedance due other loads connected to the laboratory supply. Z;2
is a Thevenin equivalent, per phase, of the impedance of the experimental rig transformer.

The total supply impedance, (Z,, + Z,;), was measured using IM1.
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Figure 5.1: Practical injection system for IM1 and IM2

The ASF harmonic current references were set at zero so as to draw zero fifth harmonic
and seventh harmonic currents in the steady state. The fundamental controller was left
to maintain the d.c. link voltage at the reference level of 680 V. Data was captured on the
dedicated data acquisition system. Further details of the signal processing for this technique

are shown in section 4.7.

5.2.2 IM2: Medium term injection with supply connection

The medium term injection technique was implemented, as described in chapter 4. Fig-
ure 5.1 shows the experimental system. The ASF references were maintained in the same
way as for the short term injection method. Signal processing aspects of this technique may
be found in sections 4.4 and 4.8.
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5.2.3 IM3: Discrete frequency calibration injection

IM3 was a long term injection using alternative measurement hardware conducted in order
to verify the novel methods being tested. This was completed off-line, that is, on a de-
energised system. This was necessary for practical reasons that shall be discussed. Thus
the primary connection of the experimental rig feed transformer was disconnected from the
supply and short circuited. In this case only the impedance Z,;) shall be measured. This

system is shown in figure 5.2.

100A
Laboratory
Bus
Z, r T
— | ©_ |
T | I
I |
. | I
PCC | 7 |
= - _
Voltage limited
sinusoidal current
source
RYB

Figure 5.2: Practical injection system for IM3

A Datron Wavetek Calibrator was used in conjunction with a Ballantine transconductance
amplifier so as to act as a controlled current source to inject a sinusoidal current waveform
at the PCC. This process was repeated through a range of predetermined discrete frequen-
cies. At each frequency ten complete cycles of steady state current and voltage data was
recorded using an IMM differential voltage probe and a Tektronix current probe. The data
was stored on an eight bit LeCroy digital storage scope and was subsequently transferred

and processed on a PC. An impedance estimate was made at each frequency using the
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following procedure.

One complete.cycle was calculated for both the measured voltage and current by averaging
the ten recorded cycles, thus yielding voltage and current signals V;(t) and I;(t). A DFT
was applied to these signals. The impedance of the network at the particular frequency, f;

was then calculated from equation 5.1.

S(Vi(®)
(L)

Z; = 5.1

The current source output voltage was limited to 15 V. Hence it was not possible to connect
the current source to the test circuit with the supply connected. Therefore the measurement
was made off-line. Consequently the impedance measured using this method will not in-
clude the supply impedance beyond the experimental rig transfoﬁner, Z,1. Fortunately this
impedance was small compared to the total impedance measured as the supply impedance
was dominated by the experimental rig transformer. The output voltage limit also limited
the magnitude of the current injection at certain frequencies. The largest magnitude pos-
sible was an rms current of 2A but this had to be reduced, depending on the impedance at

each particular frequency, to as little as 100mA rms.

5.2.4 IM4: Short term injection without supply connection

The short term injection method (IM1) was also applied to each test circuit without a supply
connection. This method was used in order to provide a direct comparison to IM3. This

scheme is shown in figure 5.3.

The d.c. link voltage of the ASF was maintained by the separate supply used by the ASF
for pre-charge protection, see chapter 3 for further details. It was not possible to maintain
the ASF control whilst applying this method. The output of the ASF was instead controlled
to provide zero output using a fixed 50 % duty cycle on each phase. The required steady

state data was captured in this state.
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Figure 5.3: Practical injection system

5.3 Test circuits

Eight different test circuits have been constructed in order to test the measurement tech-
niques over a wide range of supply possibilities. The basic supply connection is through
the 100kVA experimental rig star-star step down auto-transformer. This is the simplest
connection possible and is the first test circuit. Different combinations and sizes of passive
components have been connected between. the secondary of the main transformer and the
ASF connection to create further test circuits. These components have been chosen so as
to provide resonant points that might be present on a real supply due to power factor cor-
rection capacitors or tuned filters for harmonic reduction. Each of the test circuits, c1 to c8,
shall be described in turn.
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5.3.1 Testcircuit 1 (c1)

Circuit 1 is the experimental system supply alone. A IMVA 11kV - 415V transformer
feeds the main laboratory. A 415V 100A supply ring feeds the individual experimental rigs
within the laboratory. The 100k VA star-star auto-transformer is connected to this ring. The

secondary voltage is stepped down to 300V rms, this is the supply connection for circuit

1. Figure 5.4 shows the line-line circuit for one phase of the supply. The entire supply
network impedance is shown as a Thevenin equivalent, Z,. Z, is referred to the secondary

side of the transformer, that is, to the point of measurement.

®VS

Figure 5.4: Circuit 1: Line-Line circuit

Injection methods 1 and 2 will measure Z, whereas injection methods 3 and 4 will measure
only the impedance of the experimental supply transformer. With reference to figure 5.1,
injection methods 1 and 2 will measure Z,, the sum of Z;, and Z,3, whereas injection
methods 3 and 4 will only measure Z,,. This is due to the fact that the primary side of the

experimental transformer is short circuited during these tests and no supply is present.

A simple way of modelling the supply impedance would be to assume that the total
impedance is due only to the experimental rig transformer and the main laboratory trans-
former, as these will dominate the supply impedance. Weedy [2] suggests that a trans-
former may in turn be represented by a single inductance and suggests an approximate
value of impedance as 10% per unit. Using these assumptions the approximate impedances
of the experimental rig transformer and the laboratory transformer will be 600u:H and 30:H
respectively. From these figures it may be noted that injection methods 3 and 4 should mea-

sure 95% of the total supply impedance for this supply.
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A further measurement complication is introduced due to the fact that the impedance Z,
will vary depending on the loads connected at remote points from the PCC. Hence this
impedance will vary with time in an unpredictable manner. This variation should have
only a small influence on the measurement results as Z;; is small compared with the fixed

impedance Z,.

The most comprehensively studied circuit was circuit 1. This was firstly because a trans-
former connection is a very common form of supply connection and was the actual means
of connecting the ASF for other work. Secondly, it was the hardest supply to measure as the
transient response was very short, due to there being little oscillation in either the current

or voltage waveform.

5.3.2 Test circuit 2 (¢2)

An additional inductor was connected in series to each phase of circuit 1 in order to create
the second test circuit, circuit 2. The name plate value for this additional inductance was
250uH per phase. This circuit was used to verify that the proposed methods were capable
of measuring a range of supplies with predominantly inductive impedances. Figure 5.5

shows a line-line equivalent circuit.

@Vs

Figure 5.5: Circuit 2: Line-Line circuit
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5.3.3 Test circuit 3 (c3)

Circuit 3 was constructed in order to model a supply with power factor correction (PFC)
capacitors. This supply circuit was developed using circuit 1 and additionally connecting
504F capacitors in delta formation at the secondary side of the transformer. The line-line

circuit is shown in figure 5.6.

A —_—

Figure 5.6: Circuit 3: Line-Line circuit

As an example, consider a linear three phase load connected to the circuit 1 supply drawing
50A rms per phase with a fundamental displacement factor of 0.80. On addition of the PFC
capacitors the displacement factor would be corrected to a value of 0.90. This circuit had a

resonant point within the frequency range of interest.

5.3.4 Test circuit 4 (c4)

Circuit 4 is the same as circuit 3 but extra inductance was added between the PFC capacitors
and the the point of connection. The name plate value for this inductor was 250uH. This
situation would realistically occur if the point of measurement was separated from the PFC
capacitors by a significant length of cabling or another transformer. Figure 5.7 shows the

line-line equivalent for circuit 4.
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Figure 5.7: Circuit 4: Line-Line circuit

5.3.5 Test circuit (c5)

Circuit 5 was constructed to provide a supply circuit with two resonant points. It was based
on circuit 4 with additional capacitance at the point of connection. 25uF capacitors were
connected in delta to provide a small secondary resonant point at a higher frequency. It
was then possible to establish how the methods were able to perform at higher frequencies.

Figure 5.8 shows the line-line configuration for circuit 5.
—

f\j Vs
Ci Cz

o ’Y
@ o4

Figure 5.8: Circuit S: Line-Line circuit

5.3.6 Test circuit 6 (c6)

This circuit was built to test the measurement methods with a tuned filter connected to the
supply. An LC filter was connected in delta as shown in the line-line circuit, figure 5.9.
The LC filter was comprised on each phase of a SOuF capacitor in series with a 250uH

inductor.
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Figure 5.9: Circuit 6: Line-Line circuit

5.3.7 Test circuit 7 (c¢7)

Circuit 7 was an extension of circuit 1 in order to establish the performance of the tech-
niques when a linear load was connected to the point of measurement. In this case there
was a steady state current flowing into the load which may affect the accuracy of the mea-
surements. The load impedance was high in comparison to the supply impedance resulting
in a very similar impedance to circuit 1. The load was constructed using a resistor and
inductor in series between each phase. Figure 5.10 shows the line-line configuration for

circuit 7.

Zs — <
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@~ ®

Figure 5.10: Circuit 7; Line-Line circuit
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5.3.8 Test circuit 8 (c8)

The final test circuit was an extension to circuit 3. As for circuit 7, a linear load was
connected to the supply to examine the measurement performance in the presence of a

steady state current at the point of measurement.

" Zs |l -
L
Vs —
Cc
R

Figure 5.11: Circuit 8: Line-Line circuit

The eight test supply circuits have now been described. Experimental results are shown
in the next section using these topologies in order to investigate the performance of the

proposed impedance measurement techniques.

5.4 Experimental results

The experimental results were split into three sections. The first section shows typical injec-
tion results in the time domain and frequency domain. In this section the supply impedance
is calculated at all frequencies and parameters are not estimated for each supply. It is the
aim of this section to show typical 'raw’ data before any post processing is conducted.
the second section takes the results from the first section and estimates circuit parameters
for the frequency range of interest. Finally, the third section was designed to show the

statistical variation of the techniques for a selection of the test circuits.
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5.4.1 Experimental data before parameter estimation

For each of the measurements carried out several results have been displayed. These were:

e The current and voltage measurements have been shown, after cancellation of steady
state components. These signals were the result of subtracting the steady state mea-

surements from the transient data. A phase current, ¢;, was plotted. The line voltage,

V12 was plotted. Only a portion of the transient period has been displayed for ease of

viewing, in most cases this was the first fundamental supply cycle.

e Spectral data showing the injected signal strengths for both the current and voltage
signals in the frequency range from 0 to 2kHz. The current and voltage spectra are

shown for each of the methods.

o Impedance estimates were displayed in terms of real and imaginary parts. Estimates

are shown at all frequencies including the harmonic frequencies.

Typical results for IM1 and IM2 are displayed for each test circuit. In each case these were
plotted with the IM3 results. IM4 results were also plotted alongside the IM1 results. They
are shown in the order of the test circuits. These figures were intended to give the reader a
brief overview of the results before detailed analysis. A general discussion of these results
is given following the figures. The figures have been ordered by test circuit. IM1 results

precede the IM2 results for each circuit. The figure colour scheme is shown overleaf.
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Injection method

Injection technique

Trace colour

M1

Short term injection method with
supply connected.

Total supply impedance is measured.

Blue

IM2

Medium term injection with
supply connected.

Total supply impedance is measured.

Blue

IM3

Discrete frequency injection
with no supply connection.
Impedance measured to primary
of rig feed transformer

Green

IM4

Short term injection method
with no supply connection
Impedance measured to primary
of rig feed transformer

Red

Table 5.1: Legend for experimental result figures
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Figure 5.12: Short term injection results: ¢l
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Figure 5.18: Short term injection results: c4
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Figure 5.19: Medium term injection results: c4
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Figure 5.20: Short term injection results: ¢35
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Figure 5.21: Medium term injection results: ¢5
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Figure 5.22: Short term injection results: c6
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Figure 5.23: Medium term injection results: c6
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Figure 5.24: Short term results: ¢7
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Figure 5.25: Medium term injection results: ¢7
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Figure 5.26: Short term injection results: ¢8
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Figure 5.27: Medium term injection results: c8
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Parameter estimation from these results will be considered in the next section. Before such

an analysis several points should be noted from the experimental data displayed.

The time domain results from methods IM1 and IM3 occupied only a very short part of the
total length of the data recorded. This was especially true for supply circuits such as cl
that did not provide an oscillatory response to the signal injection. In contrast the transient
response from the supply c5 was far more oscillatory. In this case the results should be more
accurate as a greater proportion of the data recorded contains transient data as opposed to

zero padding, see section 4.7.

The medium term injection strength applied was greater than the short term injection and
the difference was most marked at low frequencies. The injection strength should not affect

the accuracy of the technique unless non-linearity and transducer error are considered.

Many of the results shown include substantial switching frequency components. These are
centred about 4kHz and therefore should not affect the impedance estimation, assuming of

course that sufficient anti-aliasing filters were implemented.

IM3 results were conducted on the de-energised power network whereas IM1 results were
obtained using the same short term injection technique but with a supply connection
present. The effect of the supply can thus be seen. There was a considerable difference
in the noise components especially at harmonic frequencies. This was due to imperfect
cancellation of the supply voltage and also due to the effect of remotely connected non-
linear loads. Both methods exhibited difficulties in identification at low frequencies. The
fundamental supply voltage component clearly affected the low frequency identification
for IM1. Low frequency errors were also present using IM3, this was unexpected and may

be attributed to low injection strength or transducer error.

The results from IM2 appear to contain less noise than those of IM1. The reader should not
conclude from this observation that the results of IM2 are necessarily more accurate than
those of IM1. Only interharmonic values were actually used to estimate parameters for
the different supplies, these may not be affected by the apparently high noise component
present in the IM1 results. The smooth appearance of the IM2 impedance estimates was
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due to the application of a Hanning window during the processing of the results.

The results for circuits ¢7 and c8 were very similar to those of c1 and c3 respectively. This

was expected and shows that steady state current cancellation was successful in both cases.

5.4.2 Parameter estimation from experimental results

Using the results obtained in the previous section it was possible to complete the remain-
ing part of the impedance estimation techniques. Appropriate interharmonic values were
selected, as discussed in the previous chapter, in the frequency range between d.c. and
1kHz. These values were used in order to formulate a linear transfer function for each sup-
ply impedance configuration. Figures are shown over the following pages to illustrate this

process.

Impedance estimation figures are shown for each supply circuit and for both injection tech-
niques IM1 and IM2. Interharmonic values are shown in each case, these were chosen
according to the method outlined for each technique in the previous chapter. These values
were then used to calculate linear transfer functions for the supply impedance in each case.
A third order transfer function was assumed in all cases. These impedance calculated from
these functions was also displayed in the figures. Finally the impedance measured from

IM3 was again plotted for comparison.
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Trace Description Trace colour
IM1 Short term injection method Blue
Interharmonic values chosen
Frequencies are:25(2n +1),0 <n < 19
M2 Medium term injection method Blue
Interharmonic values chosen
Frequencies are:25(2n + 1) + 6.25,0 < n < 19
IM3 Discrete frequency injection Green
No supply connection ‘
Curve fit Output from curve fitting algorithm Red
Points plotted at 6.25Hz intervals

Table 5.2: Legend for Curve fitting results figures
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r— - — — — — — —— — — — — — — — —
Blue Short term injection (IM1) interharmonics for curve fitting algorithm. |
Blue Medium term injection (IM2) interharmonics for curve fitting algorithm.
Green Discrete frequency injection (IM3) values - no supply connection. |
Red Impedance estimate generated from the curve fitting algorithm. r
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Figure 5.28: Parameter estimation from experimental results: c1
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Figure 5.29: Parameter estimation from experimental results: c2
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Figure 5.30: Parameter estimation from experimental results: ¢3
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Figure 5.31: Parameter estimation from experimental results: c4
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Figure 5.32: Parameter estimation from experimental results: ¢35
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Figure 5.33: Parameter estimation from experimental results: ¢6
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Figure 5.34: Parameter estimation from experimental results: c7
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Figure 5.35: Parameter estimation from experimental results: ¢8
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From the preceding figures it is clear that both the short term and medium term injection
techniques were able to provide excellent measurements of the supply impedance. Noise
components due to the supply voltage were practically eliminated and the curve fitting
routine was able to provide transfer functions that fitted the experimental data. It was not
strictly correct to compare the impedance estimates derived from IM1 and IM2 with the
calibrator derived measurement of IM3 as the latter method does not consider the total
supply impedance. Nevertheless this impedance was the closest available to the actual
impedance of the supply.

The results from IM2 for the circuits c1 and c2 were very close to those from the IM3
measurement. For both circuits the IM2 impedances were slightly larger than IM3 values.
This is consistent with the fact that the IM3 measurement did not measure the total supply
impedance. The IMI results were not as consistent. Below about 200Hz the real part
of the impedance is markedly different from that measured by both IM1 and IM3. This
discrepancy may have been due to the far smaller injection strength by IM1 at these low

frequencies.

In the test circuits that included resonances both IM1 and IM2 were able to identify the

resonances. These were calculated by all three methods within S0Hz in all cases.

When comparing the transfer functions derived from this data (red traces) it was noted that
the IM2 measurements were more spread than those of IM1 although the transfer functions

calculated resembled more closely those from IM3.

The final stage of analysis was to attempt repeated measurements on several circuits in

order to explore the experimental variation in results acquired.
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5.4.3 Statistical variation of experimental results

Repeated measurements were made using both IM1 and IM2 on circuits cl, ¢3 and c6.
These circuits were chosen as being representative of common supply circuits. Thirty
measurements were made by each method for each circuit chosen. The mean impedance
has been plotted in the following figures. Furthermore, error bars indicating errors at one
standard deviation have been shown to give an indication of the variability of the impedance

estimates obtained using these techniques.

The twenty interharmonic values in the range between 0 and 1kHz have been plotted.



5.4. EXPERIMENTAL RESULTS 155

.
" L i i
- s0 100 200 300 400

L " " s " n L L i 4
700 800 900 1000 o 100 200 300 400 700 800 800 1000

Fm::/ (Hz) Fma::y (H2)
(a) Real impedance (IM1). (b) Imaginary impedance (IM1).
25 — L] = T T
o 0o 20 30 40 50 0 700 s0 w0 100 % 0 200 30 w0 500 &0 70 800 I‘X) 1000
Frequency (Hz) Frequency (Hz)
(c) Real impedance (IM2). (d) Imaginary impedance (IM2).

Figure 5.36: Mean and standard deviation of experimental results: cl
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Figure 5.37: Mean and standard deviation of experimental results: ¢3
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Figure 5.38: Mean and standard deviation of experimental results: c6
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Circuit Injection method
Short term (IM1) Medium term (IM2)
Real part (2) | Imaginary part (£2) | Real part (€2) | Imaginary part (2)
cl 0.53 0.41 0.15 0.17
c3 0.54 0.38 0.19 0.16
c6 0.38 0.27 0.07 0.07

Table 5.3: Averaged standard deviation

It is clear from these results that the variance of the impedance estimates is heavily influ-
enced by the injection strength of each method. IM1 exhibits a greater variance at low
frequencies where injection strength is low compared to higher frequencies where the in-
jection strength is greater. Similarly the results for IM2 show a very small variance at low

frequencies.

The mean impedance values were expected to be smooth traces that would indicate that the
measurement errors present were largely due to random errors. In fact this did not appear
to be the case. It may be possible that errors were not present on the mean values although
this was not the case in the measured impedance from IM3. Therefore it may be assumed
that some systematic errors were present on the mean impedance estimations. The supply
frequency therefore did not vary considerably and was on average not SOHz. This would

result in common errors throughout the measurements.

Average values of standard deviation are shown in table 5.3. Separate values are shown for
the real and imaginary part of the impedance. The variance of IM2 was greater than that of

IM1 as expected from a comparison of injection strengths.

5.4.4 Conclusions from experimental results

The experimental results given in this chapter have verified the measurement techniques

described in the previous chapter. Performance was shown to be excellent although was
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mainly dependent on the injection strength of each method at each frequency of interest.

It may be possible to improve the performance of both methods with more accurate steady
state cancellation. This could be achieved with a phase locked loop (PLL) identifying the
exact supply frequency. This would further reduce the signal processing requirements of
each method. It may be possible to also use the same PLL within the ASF to gain an
accurate knowledge of the supply frequency and to ensure that a certain number of samples
are made each fundamental cycle. In this case the ASF transducers could also be used for

system impedance identification as the sampling rate would not need to be as high.

5.5 Summary

This chapter has successfully demonstrated the two proposed impedance estimation tech-
niques and the signal processing algorithms associated with each. All analysis has so far
ignored the interaction of NLLs connected close to the point of measurement. It is the aim
of the next chapter to investigate how both techniques are affected by a locally connected
NLL.



Chapter 6

Measurement results in the presence of

non-linear loads

6.1 Introduction

The aim of this chapter was to investigate the performance of the two proposed measure-
ment techniques in the presence of NLLs. In practice a measurement of supply impedance
may be required at a point where a NLL is connected. For example, a consumer may intend
to install an active or passive filter to compensate for such a load. It is therefore necessary
to establish the performance of the techniques when a NLL is connected at the point of

measurement. It is obviously not desirable to disconnect the load for such a measurement.

In the previous chapter linear estimates of the supply impedance were successfully made
even though many NLLs were inadvertently connected to the laboratory supply, within
other experimental systems. This did not significantly affect the impedance estimates ob-
tained. In this chapter NLLs connected at the POM were considered in order to determine
whether the measurement procedure would affect the NLLs in such a way as to influence

the interharmonic impedance estimates.

160
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6.2 Experimental circuits

Three experimental systems were utilized to study the performance of each measurement
technique described. The experimental circuits employed are shown in figure 6.1. The cir-
cuits are referred to as circuits A, B and C. No a priori knowledge of the non-linear loads
was used for identification as such information will not be readily available in practical
situations. Circuit A is a CS-NLL load, circuit B is a VS-NLL load and C is a combined
VS-NLL and CS-NLL, as defined in chapter 2. The third circuit was implemented experi-
mentally to either represent a VS-NLL connected remotely from the point of measurement
or a VS-NLL with smoothing inductors connected to reduce the harmonic current output

of such a load.

In order to verify the measurement techniques, readings were taken for both categories of
NLL using the medium and short term techniques. Only supply circuits C1 and 3 were
used in the interest of brevity. The medium term injection technique performance was
considered initially followed by the short term injection performance. Injection results are

displayed for each technique followed by a discussion of the measurement results.

6.3 Medium term injection

The medium term injection technique was applied to circuits A, B and C. In each case both
supply circuits c1 and ¢3 were used. Typical measurement results are shown in figures 6.2
to 6.7. A discussion of these measurements follows the figures. Figures 6.2 and 6.3 show
measurement results using circuit A for cl and c3 respectively. Figures 6.4 and 6.5 show
measurements for circuit B for ¢l and c3. Finally, figures 6.6 and 6.7 show measurement

results for circuit C, also for ¢l and c3.

6.3.1 Medium term injection results
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Figure 6.1: Experimental circuits
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Figure 6.2: Medium term injection for circuit A (CS-NLL) and supply c1
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Figure 6.3: Medium term injection for circuit A (CS-NLL) and supply ¢3
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Figure 6.4: Medium term injection for circuit B (VS-NLL) and supply cl
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Red Interharmonic values used for the curve fitting algorithm.
| Green Calibrator measurements (IM3) with supply and NLL disconnected. |
B i e I £ e e e e e e el 2]
10 -
ok
g0 1
L. 1
-10 d -4t
-804+ B
-15 4
-sof
“o 0.02 o4 0.06 0.00 o1 o1z ore ol o 002 004 208 008 o1 012 o 0.16
Time (8) Time (s)
(b) Current transient, (c) Voltage transient.

Imaginary part (&)
& o

ki

" i "
600 700 800 900 1000

L L L A N " N IR L L H
0 100 200 300 40 500 600 700 B0 900 1000 ] 100 200 300 400 500
Frequency (Mz) Frequency (Mz)

(d) Real impedance. (e) Imaginary impedance.

Figure 6.5: Medium term injection for circuit B (VS-NLL) and supply ¢3
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Figure 6.7: Medium term injection for circuit C (combined NLL) and supply ¢3
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6.3.2 Discussion of medium term injection results

From the results presented it was clear that the medium term injection technique was able to
successfully estimate the supply impedance in the presence of the CS-NLL. In the second
case, a VS-NLL connected, the measurement was unsuccessful and clearly the NLL had
affected the impedance estimation greatly. In the final case, a VS-NLL with additional

input inductors, it was again possible to estimate the supply impedance.

Where measurements were successful there was still some degradation in the impedance
estimate. This was noted at high frequencies and particularly about the resonance in the
case of c3. It was attributed to the diode commutations recorded during the transient mea-
surements. In the case of the VS-NLL it was not possible to measure the supply impedance
with any degree of accuracy in the range of interest. Results for both supply configura-
tions, shown in figure 6.4 and figure 6.5, did not correspond to the ideal impedance of each
supply. There was some degree of identification for the second supply, c3, at low frequen-
cies although without further knowledge of the system it would not be possible to infer the

actual supply impedance.

Steady state models for each category of non-linear load were presented in chapter 2. The
CS-NLL may be represented by a current source connected in parallel with an impedance
at each harmonic frequency whereas a VS-NLL may be represented by voltage source in
series with an impedance at each harmonic frequency. If these representations were valid
under all conditions then interharmonic impedance estimation should be perfectly possible.
Neither the current source, CS-NLL, nor voltage source, VS-NLL, would influence the
harmonic estimation because harmonic impedance estimates are discarded. Therefore it
is clear that these steady state models may not be applied during transient disturbances,
this is especially true for the VS-NLL. The physical characteristics of each NLL must be

considered to explain the performance of the measurement techniques in this situation.

The output of the CS-NLL does not vary to a significant degree during the transient dis-
turbance. The points of diode commutation are largely unaffected due to the fact that only
a small fraction of the injected current will actually flow into the CS-NLL. This is in turn
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due to the magnitude of the passive impedance connected. This passive load, consisting of
a large smoothing inductor, L;,.q4, and load resistance, R;,.q4, has a very high impedance in
comparison to the supply impedance. In normal operation it is only the d.c. impedance of
the passive load that is important as the diode rectifier and smoothing inductor are present.
In all CS-NLL loads of this nature the impedance of the passive load will be large at all

non-d.c. frequencies.

During the transient injection a wideband disturbance is applied. Very little injection cur-
rent will actually flow into the CS-NLL as (Z, < Zj,.4). This may not be true in all
instances such as at frequencies where a supply impedance resonance exists. In this situa-
tion the supply impedance may be large and of the same order of magnitude as the passive
impedance, in this case it should be expected that the measurement accuracy about the

resonance will be affected.

Figure6.8 shows the impedance of both supplies used and the impedance of the passive

load connected to the rectifier.
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Figure 6.8: Impedance of supplies and of passive load connected to the rectifier output for
circuit A

From figure 6.8 it is clear that, irrespective of the diode conduction state, very little injection
current will flow into the CS-NLL. If the power output of the CS-NLL were increased the

resistive part of the load would be reduced although a larger smoothing inductor would be
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required. Hence in most practical situations the amount of injection current flowing into
the CS-NLL will be small and measurement of the supply impedance will not be affected

significantly.

In contrast to the CS-NLL the output of the VS-NLL will be greatly affected by the transient
disturbance. It is this correlation between the output of the NLL and the injected current
waveform that greatly affects the measurement performance in such a network. This corre-
lation invalidates the assumption made in chapter 4 assuming that a linear system was under
consideration. The ratio of supply impedance to passive load impedance connected after
the diode bridge may again be used to explain the measurement performance. Figure6.9
shows the relative impedance values for both supplies and the passive load connected to
the VS-NLL rectifier output.
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Figure 6.9: Impedance of supplies and of passive load connected to the rectifier output for
circuit B

For the VS-NLL the supply impedance shall only be significantly smaller than the passive
load impedance at very low frequencies. As a consequence the measurement will only
identify the supply impedance at these low frequencies. At higher frequencies the passive
load impedance will be much less than the supply impedance. Hence injection current will
flow through the rectifier when the diodes are appropriately biased. This will affect the

diode commutations which will in turn alter the operating point of the NLL. Therefore the
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medium term injection technique will not adequately identify the supply impedance in the
presence of this VS-NLL. It should be noted that the scale of the VS-NLL is not of great
importance, in this case the VS-NLL only supplies 3kW of power. The impedance of the
passive part of the NLL that is important as well as the effect that the disturbance has upon

the diode switching positions that determines how successful the measurement will be.

In the final test circuit, circuit C, additional 3.5mH line inductors were connected at the
input of the VS-NLL. Figure 6.9 is redrawn to include the additional load impedance, this

is shown as figure 6.10.
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Figure 6.10: Impedance of supplies and of passive load connected to the rectifier output for
circuit C

The additional load impedance means that less of the injected measurement current flows
into the NLL. Hence the measurement of the supply impedance will have improved accu-
racy. Measurement accuracy will be lowest at the frequencies where the load impedance
is small compared to the supply impedance. Therefore the results should be affected most
around 50Hz for both supplies and about the resonant point, 450Hz, in the case of supply
€3.

Results for this final circuit show that remotely connected NLLs will generally have little
influence upon measurement accuracy assuming that there is considerable impedance, rel-

ative to the supply impedance, between the POM and the NLL in question. This was also
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verified in the previous chapter. NLLs connected to the laboratory supply had no noticeable
influence upon the measurement process, these were separated electrically from the POM

by the experimental rig supply transformer.

6.4 Short term injection

The performance of the short term injection technique was also investigated. Measurements
were taken for circuits A, B and C. The results are shown in figures 6.12 to 6.22. Three
measurement results are shown for supply c1 with the CS-NLL connected. In each case
the short term injection was applied at a different point in the voltage cycle. The first
measurement is commenced while current is flowing through phase 1 into the rectifier. The
second measurement is started when no current is flowing from phase 1 into the rectifier.
The third measurement is triggered so that a diode commutation takes place during the
transient injection. For the c1 supply figure 6.11(a) shows the steady state voltage V}, at
the POM and the current in the NLL in each phase.

This series of measurements is repeated using the ¢3 supply. Similarly, Figure 6.11(b)
shows the steady state voltage V}, at the POM and the current in the NLL in each phase.

6.4.1 Short term injection results
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Red Interharmonic values used for the curve fitting algorithm.
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s el T e e e e e e ) et ! e, B Bk el o A

Current Transient (A)
o

-sH

Voltage Transient (V)

Time (s)

(b) Current transient.

N " " " " i i " i
o 0002 0004 0008 0008 0.01 0012 0014 0016 0018

L " A n " " n
0002 0004 0006 0008 0.01 0012 0014 0016 00w o002
Time

(c) Voltage transient.

Imaginary part ()

500 700 800
Frequency (Hz)

(d) Real impedance.

" N L N o L L i
200 300 400 500 600 700 800 900 1000
Frequency (Hz)

(e) Imaginary impedance.

Figure 6.12: Measurement 1. Short term injection for circuit A (CS-NLL) and supply cl.
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Blue Short term injection (IM1) data before curve fitting. |
Red Interharmonic values used for the curve fitting algorithm.
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i e e e [ v | (o (e ey ) o)

o o0z 0004 008 008 001 o001z oon oow oom oo X0 ooez 500« 006 0008 001 001z 0014 00 001 002
Time (s) Time ()
(b) Current transient. (c) Voltage transient.

(d) Real impedance. (e) Imaginary impedance.

Figure 6.13: Measurement 2. Short term injection for circuit A (CS-NLL) and supply cl
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Blue Short term injection (IM1) data before curve fitting. |
Red Interharmonic values used for the curve fitting algorithm.
I Green Calibrator measurements (IM3) with supply and NLL disconnected. I
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Figure 6.14: Measurement 3. Short term injection for circuit A (CS-NLL) and supply cl
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Blue Short term injection (IM1) data before curve fitting. |
Red Interharmonic values used for the curve fitting algorithm.
| Green Calibrator measurements (IM3) with supply and NLL disconnected. |
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Figure 6.15: Measurement 1. Short term injection for circuit A (CS-NLL) and supply ¢3
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Blue Short term injection (IM1) data before curve fitting. |
Red Interharmonic values used for the curve fitting algorithm.
| Green Calibrator measurements (IM3) with supply and NLL disconnected. |
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Figure 6.16: Measurement 2. Short term injection for circuit A (CS-NLL) and supply ¢3
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Blue Short term injection (IM1) data before curve fitting. |
Red Interharmonic values used for the curve fitting algorithm.
| Green Calibrator measurements (IM3) with supply and NLL disconnected. I
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Figure 6.17: Measurement 3. Short term injection for circuit A (CS-NLL) and supply ¢3
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6.4.2 Discussion of circuit A results

The short term injection had some success in identifying the supply impedance with the
CS-NLL connected. In figures 6.12 and 6.13 the c1 supply was measured although some
discrepancies were noted at the low frequencies. The first of these measurements was
conducted with the short term injection positioned such that current was flowing in phase
1, the second measurement was such that no current was flowing in phase 1. In the case of
figure 6.14 a diode commutation occurred during the transient injectidn. This also affected
the measurement accuracy at low frequencies. Figure 6.15 and figure 6.16 both show good
measurement performance for supply c3 and the CS-NLL connected. As for the first supply,
measurement errors increased when a diode commutation was present, figure 6.17, during
the transient injection. For the second supply the error was greatest about the impedance

resonance although the position of the resonance was still accurately identified.

The short term injection relies on accurate measurements over a very short time duration
during and immediately following the transient disturbance. By situating the transient very
close to a diode commutation the accuracy is affected and degrades the impedance estima-

tion.

The following four pages of results show measurement results for the short term injection
applied to circuits b and C. The time domain results are shown for circuit B measurements.
Additionally Magenta coloured lines are used to denote impedance estimates for circuit
¢ measurements. Circuit C measurements were made using identical injection parameters
as used for the circuit B measurements. The results were presented in this way in order to
clearly illustrate the difference made in the impedance estimation when the extra inductors
were added to circuit B. Two results are shown for each supply with the VS-NLL, one
measurement takes place that does not affect the diode commutation and one measurement
is made that does alter the diode switching instants. Figures 6.18(a) and 6.18(b) show the
injection positions for supplies c1 and c3 respectively.
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Blue Short term injection (IM1) data before curve fitting. |
Red Interharmonic values used for the curve fitting algorithm (VS-NLL) (circuit B).
Magenta Interharmonic values used for curve fitting from combined NLL (circuit C). |
Green Calibrator measurements (IM3) with supply and NLL disconnected. ]
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Figure 6.19: Measurement 1. Short term injection for circuit B and C, supply ¢l
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Blue Short term injection (IM1) data before curve fitting. |
Red Interharmonic values used for the curve fitting algorithm (VS-NLL) (circuit B).
Magenta Interharmonic values used for curve fitting from combined NLL (circuit C). |
Green Calibrator measurements (IM3) with supply and NLL disconnected. ]
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Figure 6.20: Measurement 2. Short term injection for circuit B and ¢, supply cl
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Figure 6.21: Measurement 1. Short term injection for circuit B and C, supply ¢3
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Blue Short term injection (IM1) data before curve fitting. |
Red Interharmonic values used for the curve fitting algorithm (VS-NLL) (circuit B).
Magenta Interharmonic values used for curve fitting from combined NLL (circuit C). I
Green Calibrator measurements (IM3) with supply and NLL disconnected. ]
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Figure 6.22: Measurement 2. Short term injection for circuit B and ¢, supply ¢3
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6.4.3 Discussion of short term injection results

The results obtained using the short term injection were highly dependent upon the point of
transient injection. In figure 6.19 it is clear that the transient injection current is affecting
the normal operation of the VS-NLL. A significant proportion of the measurement input
current flows through the rectifier and the connected passive load. This severely affects
the measurement accuracy, as seen in figure 6.19(c) and 6.19(d). The transient input com-
mences while no current is flowing in phase 1 but the rectifier changes conduction state due
to the transient voltage applied. The discontinuity in current flow affects the record of the
transient decay and results in poor measurement results. Similar results are obtained using
the supply circuit ¢3. All results are clearly improved, except at low frequencies, with the

additional line inductance added to the NLL input.

In figures 6.20 and 6.22 the injection pulses are positioned such that no current is flowing
into the NLL in phase 1 throughout the whole measurement period. In this case supply
impedance measurement was far superior to the other cases for the short term injection
method. Ideally the injection should be positioned in time such that the transient voltage is
applied when current is flowing between phases 2 and 3, or no current is flowing at all. This
time period is shown in figure 6.18(a) commencing at 0.0165s and lasting for 0.00S5s. In this
case the transient voltage applied is equal for both phases 2 and 3. The practical difficulty
lies in choosing the correct measurement amplitude so that the transient decays in this time
period and in choosing the point of injection in the voltage cycle. A simplified circuit
is shown for this period in figure 6.23. Diodes are assumed to be ideal switches in this
circuit. Therefore it is clear that the measurement should not affect the diode commutation
pattern nor the measured impedance. Obviously if a transient voltage is still present when
the current flow is between phases 1 and 3, red and green traces in figure 6.18 then diode
commutation may still be affected resulting in a degraded impedance estimation. This

argument only applies to the balanced three phase case.

The short term injection measurement results were seriously affected by the presence of a

VS-NLL at the point of measurement.
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Figure 6.23: Conduction between phases 2 and 3

6.5 Improved measurement using Prony method

Work was undertaken in order to improve the short term identification of system impedance
in the presence of VS-NLL loads. A numerical technique has been used in order to over-
come some of the problems introduced by the non-linear elements. The time domain ex-
tended Prony method was used to estimate the transient signals from very few sampled data
points. Using this method the continuous section of the transients may be extrapolated as if
the diode conduction positions did not change. The work presented here is for simulation
results only. Some experimental verification has been undertaken but the system has not
been refined to provide consistent identification. An intelligent system shall be developed

in order to automatically implement the algorithm used.

The Prony method is a technique for fitting a sum of complex exponentials to a series of
data points. A full discussion of the method is described in [76]. The sum of complex
exponentials forms a solution to a homogeneous differential equation [86]. The general

solution is shown in equation 6.1.

P-1

f(8)=f(ndt) =) Cip} where p; = ™% 6.1)

1=0
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n represents the time step, P represents the number of poles in the system, C; is the residual

of the 7’th pole and s,; is the complex frequency of the i’th pole.

The Prony method is used to calculate values of both C; and s,; given the order of the
system, P. This is in fact a non-linear problem with no simple solution. The Prony method
provides a sub-optimal solution to this problem by solving for the coefficients using a linear
process. The basic Prony technique [87] uses 2 P points of data in order in order to calculate
coefficients for P poles. This version is particularly influenced by signal noise [88] [76].
When more than 2P data points are available a least squares solution may be applied in
order to reduce the influence of the noise, this improved version is known as the extended

Prony method.

When applying the method three calculation steps are necessary. The first stage involves
finding the inverse of a (P — 1) x N) matrix, the second requires solving a polynomial
of order N and, finally, the last step requires a another (P — 1) x N) matrix inversion.
Clearly the process is very computationally intensive. The other difficulty is that a system
order, P, must be chosen. If the system order is not known, as is the case in this work, a
means is required to estimate the correct order. Automatic approaches are possible [88] but
in this work a method using a high degree of over-determination is implemented [89]. If
N data points are used then a system order of (%’-) is initially assumed [90]. A solution is
then computed. Many of the poles calculated in this manner merely model the measured
noise in the measurement data. In order to identify the system and not the measurement
noise these extra poles must be eliminated. A simple method is employed that identifies
the poles with frequencies below 4kHz and with high magnitude residuals. These poles are

retained.

Alternative implementations have been developed. Dowling used the total least squares
(TLS) approach [91] and the linearly constrained TLS approach [92]. Pre-processing filters
have also been tried [93] [94]. In practice these did not provide a significant improvement

over the ordinary least squares solution using singular value decomposition (SVD) [78].

For this work the Prony method is used in order to extrapolate a transient signal such that
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the final response is as if the NLL was not connected. The process used was:

1. The short term transient measurement was applied. The disturbance was injected at

a point in the voltage cycle where the VS-NLL was not conducting.

2. The point of VS-NLL diode commutation was detected and the data prior to this

event and after the initial injection was extracted.

3. The prony method was applied to the extracted data segment. In practice this was

between 80 and 150 samples.

4. New transient signals were generated using the initial recorded data and the extrapo-

lated data generated from the Prony method.

5. System identification was carried out using'the newly generated transient signals.

This method is used for the short term injection technique in the presence of a VS-NLL. The
first part of this section uses simulation results for a single phase system, as in figure 6.24.
This work was still applicable in the balanced three phase case as long as the injection was
completed when either no current was flowing in the NLL or when current was flowing

between phases 2 and 3.

MEASUREMENT
SYSTEM

600uH 920

100pF K
50Hz ]
418V 0.1Q 2mF

70Q

Figure 6.24: Simulation circuit used for demonstration of Prony technique
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In order to clearly describe the possible application of this technique ideal simulations have
initially been utilized. A supply frequency of exactly SOHz is used, no noise is applied to
the measured signals and a sampling rate of 51.2kHz is used. At the end of this section the

method will be demonstrated on noised simulation data and in an experimental setting.

6.5.1 Short term injection time

Input current and voltage for the uncontrolled non-linear load are shown in figure 6.25.
A successful injection measurement using the short term technique would be positioned
such that the whole transient event takes place in the region where no current flows into the
distorting load. It is not sufficient to use the switching times shown in this figure for that
means directly as the injection may alter these times. The best chance of successful mea-
surement occurs if the injection strength is very low and is positioned so that no injection

current flows into the load.
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Figure 6.25: Rectifier input current and voltage
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Injections, using the same strength injection as in chapter 4, were conducted over a range

of injection points. The current and voltage transient signals are shown in figure 6.26.

— — — — — — — — — — — — — — — — — — —

-
Blue: VS-NLL disconnected. Transient commences at 0.010s. |
Green VS-NLL connected. Transient commences at 0.012s.
| Red: VS-NLL connected. Transient commences at 0.010s. |
Magenta: VS-NLL connected. Transient commences at 0.008s ]
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Figure 6.26: Transient injection signals

The initial disturbance waveforms vary slightly as the injection time is varied. The non-
linear effect is most noticeable for the green trace. After about 100 samples the NLL begins
to conduct and the effect is to significantly affect the transient decay. This affect can also
be seen at 230 samples for the red trace. Impedance estimates were calculated from these
measurements using the standard short term method. Figure 6.27 shows the estimated

impedance traces.

The VS-NLL influenced the transients to some degree in all the measurements for circuits
in which it was connected. From figure 6.27 it is clear that the affect of the NLL on the time
domain transients significantly distorts the consequent impedance estimate. The affect on
the magenta and red traces is minimal although in the case of the green line the measured

impedance is distorted significantly.
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Blue: VS-NLL disconnected. Transient commences at 0.010s. |
Green: VS-NLL connected. Transient commences at 0.012s.
I Red: VS-NLL connected. Transient commences at 0.010s. |
Magenta: VS-NLL connected. Transient commences at 0.008s ]
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Figure 6.27: Estimated supply impedance

6.5.2 Prony extrapolation of time domain signals

It is possible to use the extended time domain Prony method in order to improve the mea-
surement results in some circumstances. Consider injection measurements commenced
at 0.010s and at 0.011s. The time domain records are shown in figure 6.28 as solid traces.
The Prony algorithm developed was applied to these time domain records. The dashed lines
show the Prony extrapolated section of data. (a) and (b) refer to the injection at 0.010s and
figures (c) and (d) refer to the injection at 0.011s. The time domain signals calculated from
the extended Prony method algorithm may be used to calculate the supply impedance in

the same way as before. These results are shown in figure 6.28.

The same process was carried out for the second simulation, the most demanding of the
two previous simulations, using more realistic conditions. Noise was added to both the
measured signals at the same level as used in the first simulations, in section 4.12.1. Fur-

thermore the sampling rate was 51.151kHz, the practical rate used in experimental work.
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The supply frequency was also changed to 50.1Hz to provide the least favourable simula-
tion conditions that may be foreseen. Figure 6.30 shows both the time domain transient
signals, with the extrapolated signals from the Prony algorithm shown as dashed lines. The
estimated impedance figures show the actual supply impedance in green, the estimated
impedance before application of the Prony algorithm in blue and the estimated impedance

resulting from application of the Prony algorithm in red.

6.5.3 Experimental verification of the Prony based algorithm

Unfortunately experimental confirmation of the Prony based algorithm was not consistent.
The Prony algorithm relies upon the fact that the system response decays to zero. Exper-
imental results with steady state harmonic components were found to affect the algorithm
in many instances. This led to wildly inaccurate estimates of the system response. Further-
more, it was not possible to detect whether or not the Prony algorithm would be successful

prior to its application. This work is therefore still in progress.
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(c) Current transient for injection at 0.011s. (d) Voltage transient for injection at 0.011s.

Figure 6.28: Injection signals and extraploated signals using the Prony algorithm.
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Green: Ideal impedance. |
Blue: Impedance estimate before application of the Prony algorithm.

I Red: Impedance estimate after application of the Prony algorithm. I
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Figure 6.29: Estimated supply impedance after Prony extrapolation
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Figure 6.30: Application of the Prony based algorithm on realistic simulation data
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6.6 Conclusion

The medium term injection was able to identify the supply impedance even with a locally
connected CS-NLL. This method was not able to measure the supply impedance in the
presence of a VS-NLL with any accuracy. In the former case the transient measurement
does not affect the times of diode commutation significantly. Therefore the measurement
is not strongly correlated with the load. In the latter case the transient disturbance affects
the points of diode commutation and hence the transient measurements will be highly cor-

related with the measured impedance resulting in a poor impedance estimation.

The short term injection strategy did not perform as well in the presence of NLLs. In the
case of the current based load successful measurements were made as long as the tran-
sient injection was not positioned close to a diode commutation. Measurements were only
possible with the voltage based case if the transient injection was positioned at the correct
point in the supply cycle and was of sufficiently short duration so as not to interfere with
the points of diode commutation. In a practical situation with limited knowledge of the
network behaviour it will be unable to commence transient injection at the most suitable

point in the supply cycle and so the quality of measured results will be very variable.

For practical measurement purposes several ways to maximize the chances of achieving an

accurate measurement are suggested:

If possible disconnect any VS-NLLs that are connected close to the POM.

Alternatively increase the high frequency impedance using input line chokes, or a
d.c. choke.

Use as small an injection as possible so as reduce the affect on diode commutations.

In the short term injection case, position the injection in the time domain away from
diode commutations. Also position the injection such that current flow in the NLL

occurs between phases 2 and 3 with respect to the measurement phase definitions.
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A numerical algorithm, employing the extended Prony method, was also investigated. The
aim of this work was to extrapolate recorded transient data to ignore switching effects due

to the presence of NLLs. This area of research requires further work.



Chapter 7

Using impedance estimates for

prediction of load current

7.1 Introduction

The aim of this chapter is to use experimentally derived impedance estimates and voltage
measurements in order to predict the harmonic current drawn by a load. The chapter is
split into two sections. In the first section impedance estimates from chapter 5 are used to
predict the current drawn by a harmonic producing NLL. In the second section a voltage

feedback ASF is implemented using the existing hardware.

7.2 Load current prediction

Voltage measurements were used in conjunction with a supply impedance estimate in order
to predict the current demand of an example load. The predicted current was compared with
the measured current to determine whether this is a feasible method of deriving references

for an active filter.

200
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A NLL was connected to the balanced experimental supply. This load was operated such
that a fundamental current of approximately 15A was drawn. During this operation the line
voltage vi2 and the line current i;, were recorded. The experimental system is shown in

figure 7.1

Z POM 12.5mH

©
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i

28Q
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€
[

4 Supply V,, i

1

Data acquisition

Figure 7.1: Experimental system

The standard laboratory supply was connected to the harmonic producing load. It was
necessary to record steady state voltage waveforms before connection of the load so that
background distortion of the supply may be taken into consideration. Supply configurations
cl and c3 were considered. c¢3 was used as the additional capacitors had the effect of
amplifying the 7th harmonic voltage distortion. A linear transfer function, derived from the
experimental measurement data in chapter 5, was used to calculate the supply impedance
at the harmonic frequencies of interest. Current prediction was restricted to the 5th, 7th,
11th, 13th, 17th and 19th harmonics. These harmonics are the most significant harmonics
below 1kHz in a balanced three phase system. Transducer error in measuring the voltage
distortion became more significant at higher harmonic orders, thus degrading the accuracy

of the results.

Unfortunately it was not possible to measure the steady state (no load) distortion at the same
time as the load was connected due to the topology of the experimental circuit. Waveforms
recorded at different times were thus used for the two voltage measurements. Fluctua-

tions were present on these measurements that significantly affected the harmonic compo-
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nents. To reduce this effect 100 fundamental supply cycles were recorded in each state.
These were averaged in order reduce the level of noise. The correct phase relationship was

achieved by using a separate, un-loaded, supply for triggering purposes.

Figure 7.2 shows two fundamental cycles of the recorded data. The loaded and unloaded

voltage waveforms are shown as well as a phase current.
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| Green trace: V,, measured before NLL connected. |
| Blue trace: V,, measured after NLL connected. I
| Red trace: i, measured after NLL connected. [
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Figure 7.2: Predicted current distortion results.

Table 7.1 shows the results for the described experiment. Measured and predicted current
is displayed for each of the harmonics of interest. The magnitude of the voltage distortion
is also shown to give an indication of the level of distortion present for each harmonic
order. The harmonic voltage signals were very small and so there is considerable scope
for both magnitude and phase errors. The data for table 7.1 was captured using a LeCroy
digital storage oscilloscope. The oscilloscope utilised 8 bit A/D converters. On the voltage
channel this gave a precision of 3.9V and on the current channel a precision of 0.15A. If
the effect of the A/D converters was treated as random noise then the effect of averaging

100 samples would be to reduce the standard deviation of this noise by a factor of 10.
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Harmonic Voltage Measured current Predicted current
order distortion(V) | Magnitude(A) | Phase(deg.) | Magnitude(A) | Phase(deg.)

SUPPLY Cl1
5 9.39 3.54 -82.0 3.47 -85.7
7 5.94 1.43 -142.6 1.66 -138.1
11 5.89 1.06 -105.9 1.16 -105.2
13 4.14 0.69 -170.7 0.72 -175.7
17 3.62 0.47 -135.1 0.51 -131.2
19 2.76 0.31 158.2 0.36 153.8

SUPPLY C3
5 12.80 3.52 -58.5 3.30 -58.0
7 19.76 2.76 -75.5 2.68 -78.7
11 7.12 1.14 -12.5 1.07 -4.8
13 4.07 0.93 -62.9 0.87 -66.5
17 1.85 0.62 12.7 0.63 11.67
19 1.15 0.48 -38.6 0.46 -53.6

Table 7.1: Current prediction results using laboratory supply
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7.3 Current prediction summary

The two prediction tests undertaken clearly demonstrate that it is possible to derive the cur-
rent drawn from the example load using a voltage measurement and the supply impedance.
Small errors were present in the comparative table, possible explanations for such errors

arc:

e Measurement errors due to transducer inaccuracy, truncation error and noise pickup

in the voltage and current signals.

e Error in the impedance measurement. This may include error due to the fact that the
system is not perfectly balanced and natural fluctuations that are present due to the

connection and disconnection of remote loads.

e Impedance values of the supply at harmonic frequencies are based upon the assump-
tion of a linear system. The curve fitting algorithm was applied using interharmonic
impedance values. This assumption of linearity is clearly not true at the harmonic

frequencies although the actual effect is hard to quantify.

e The supply voltage harmonic content varying between measuring Vi, before, and
after, the connection of the NLL. The harmonic content of the supply voltage will

vary with time depending upon remotely connected NLLs.
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7.4 Voltage detection active power filters

The remainder of this chapter is devoted to the demonstration of an ASF based upon volt-
age feedback and knowledge of the supply impedance. A brief description of active filter
reference generation is given and a derivation provided that enables reference currents to
be calculated using a linear transfer function representation of the supply impedance. The
active filter control scheme is described briefly. Finally experimental results are shown to
demonstrate an ASF in use using the experimentally measured impedance measurements.
The ASF was also operated using incorrect impedance to show how this may affect the

system stability.

An active filter is used to provide some form of compensation for the harmonic currents
drawn by non-linear loads connected to a power system. Three important features may be

used to describe an active filter system:

e Active filter circuit topology.
e Reference generation scheme.

e Control scheme.

An active shunt filter (ASF) was chosen as a continuation of active filtering work using
this topology [19]. The reference current generation scheme used in this work extended
previous generation methods that sought to use supply impedance data. Measured data was
used, in the form of a linear transfer function, as provided by the impedance measurement

part of this work. This is considered in the following section.

The control scheme employed by the ASF was a state of the art multiple rotating reference
frame controller that is described further in section 7.7. This form of controller is used to
compensate for the distortion created at particular harmonic frequencies. The number of
harmonic frequencies that may be compensated for by the ASF is determined by the pro-
cessing power of the controller and the order of these harmonics is limited by the switching

frequency of the voltage source inverter. In this work it was possible to compensate for the
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5th and 7th harmonic distortion at the same time. It was also possible to compensate for the
11th and 13th harmonics although it was only possible to compensate at two frequencies in
total.

7.5 Active shunt filter reference generation

Figure 7.3 shows a simplified diagram of a power network. An ASF has been connected, to
provide some form of harmonic compensation, by injecting a current I 45 into the system
at PCC. The actual current injected will depend upon both the effectiveness of the ASF
circuit control and the reference current passed to the controller. In this section the genera-
tion of the reference current is of concern. Section 7.7 contains details of the actual control

method used experimentally.

SUPPLY 'sueeuy howo NON-LINEAR
UTILITY > > LOAD
A s
ACTIVE
SHUNT
FILTER

Figure 7.3: Active filter connection

The active filter output current is [4gr. Several means have been adopted for calculating
this as a reference for the controller [95]. each method providing the filter circuit with

different characteristics. The most common methods are:

1. Measurement of I pp.

2. Measurement of IsyppLy.
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3. Using knowledge of the load.

4. Measurement of Vpcoe and knowledge of supply impedance.

The first method measures the load current,/ 04p. The ASF reference current is made
equal to the harmonic part of I104p[95]. This approach is used to cancel the harmonic
current produced by a single NLL or many NLLs connected at the PCC. Therefore the
harmonic current drawn from the supply should be zero. This technique may not be used in
order to cancel the harmonic voltage distortion present at the PCC. The advantage of this
method lies in its simplicity. One disadvantage is that separate transducers are required to

measure I;oap as well as I45p.

The second method measures the harmonic content of the supply to derive the refer-
ence [96] [97]. Only the supply current need be measured in this case. The disadvantage
of this method is that current control is made very difficult as no measure of I 45 is made.
The average current mode technique is used in both cases. If J45x is also measured then

this technique is effectively the same as the previous one.

If the active filter is providing compensation for a single load it may be possible to provide
information from the load to the ASF. This is the basis of the third method. For example,
in [98] a neural network takes information from a motor drive, the d.c. link voltage and
current in this case. This information is processed by the trained neural network to provide

suitable reference currents for the ASF.

The final method, the voltage feedback ASF, is designed to cancel voltage distortion at the
PCC. Such a method may be used to create a clean supply at the PCC or on a small power
network, such as on offshore oil platforms [20], where network losses must be minimized.
This approach may also be applicable for use by a utility for reducing network distor-
tion [99]. Installation of such an ASF is simplified as only Vpcc and 14sF are measured,
thus no transducers are required externally from the ASF. This solution may not be suitable
for use by a consumer when compensating for a single NLL on a network with high voltage
distortion. A consumer that is not experiencing problems due to distortion effects is more
likely to install an active filter that corrects for the users own injected harmonic currents
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specifically. This is the method used by the experimental ASF in this work and that shall

be demonstrated in this chapter.

7.6 Active filters using supply impedance within reference

generation

Previous attempts to implement this type of control made various assumptions as to the
supply impedance at the PCC. In [100] the supply was assumed to be comprised of an in-
ductor in series With a resistor although it is unclear how these quantities were calculated.
In [101] the supply impedance was taken to be the impedance of the trahsformer at the
PCC. Brogan [20] implemented an ASF using short circuit ratings of the supply connec-
tion. Akagi [102] proposed a control strategy based on voltage detection for damping of
harmonic propagation in distribution systems. Network impedances were also calculated
from short circuit ratings. In [103] a similar active filter was proposed that emulated a tuned
LC filter at harmonic frequencies. The authors in [103] accept that knowledge of the sup-
ply impedance is required for the correct design of their active filter. Grady et al. [29] put
forward a minimization procedure for voltage distortion to be corrected by an active power
line conditioner (APLC). It was stated that the APLC is provided with voltage distortion
measurements around the network and an impedance matrix for the network is known. Fi-
nally, in [104], an ASF was proposed for the suppression of harmonic voltage distortion. In
this work a neural network was used to estimate a controller gain parameter. This parame-
ter was essentially an estimate of the supply impedance. The author’s technique is shown
to provide good suppression results. This technique could alternatively use a measured

impedance estimate for the control gain parameter.

In [99] an active filter controller was derived using the method proposed in [102]. The
active filter was designed to emulate a tuned passive filter at harmonic frequencies. It is
interesting to note that the stability of such a filter using impedance values and voltage
measurements was shown to be more stable than an active filter based upon reference gen-

eration using load current measurement, described in the previous section.
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It can be seen that various means of impedance estimation have been used although none
have measured the supply impedance using on-line measurements from the active filter. It
is therefore necessary to formulate a means of using the measured impedance estimates for

reference current calculation.

7.6.1 Reference generation using supply impedance transfer function

Figure 7.4 shows a generalized power system with the ASF connected. Linear loads are
included in the Thevenin equivalent of the supply and all non-linear loads have been repre-

sented as two individual loads, those connected at the PCC and those connected remotely.

NET PCC
Zs ASF
Z T
| IS
Is NLL lLoao NLL
v NET y PCC

* Figure 7.4: Power system with ASF

Using certain assumptions it is possible to take the power system of figure 7.4 and to create
an equivalent circuit. From this equivalent the harmonic reference currents for the ASF

controller shall be derived. The equivalent circuit is shown in figure 7.5.

Consider the power system at a harmonic frequency at which the ASF is operating. V,
is a fundamental source only. NLL-NET, in figure 7.4, is assumed to be of the CS-NLL
form. This may be assumed for NLL-NET, with respect to the ASF point of connection,
if there is significant impedance between PCC and the connection of background VS-NLL
loads. Clearly remotely connected converters conforming to the CS-NLL model may be
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shown in this manner. Converters connected at the PCC are also assumed to be CS-NLLs.
This assumption is generally necessary for shunt connected filters [39] [40] [20] [105]. It is
equivalent to stating that injected harmonic current from the ASF must flow in the direction
of the supply and not of the load. Magoarou et al. [105] investigate the stability of power
system with an ASF connected at the same point as a power converter using an uncontrolled
rectifier and a capacitively smoothed load (VS-NLL). The authors encountered stability
problems and suggested the addition of line inductors between the ASF and the load, hence
changing the load to behave as a CS-NLL.

A simplified model of a CS-NLL is adopted, represented by a current source at each har-
monic. A linear impedance has not been included to account for power flow at harmonic
frequencies. In the steady state, with the ASF cancelling all voltage distortion at the PCC,
all power flow will be at the fundamental frequency. Therefore no linear impedance term

is required to correctly model NLL-PCC.

In [55] a CS-NLL was considered connected to an inductive supply. The authors conclude
that at low order harmonics such a load offers minimal damping and hence an impedance
that is of much greater magnitude than the supply impedance. At higher order harmon-
ics, from the 17th and above, such a load may provide considerably less impedance at
harmonic frequencies. From this it was deduced that at higher harmonics the NLL may
provide some damping to the power system response. This effect may be more prevalent
at a lower frequency if a resonance exists in the linear impedance function for the power
system. Therefore this is further justification that at low harmonic orders it is sufficient
to assume that all power flow occurs at the fundamental frequency and so no harmonic
impedance terms are necessary. Figure 7.5 shows the final equivalent circuit that was used

for derivation of the current references.

Using figure 7.5 equation 7.1 may be stated to quantify the voltage distortion V},. at har-

monic h.

Vie = InsZy + (Lag + Int) (Zy + Z4) (7.1)



7.6. ACTIVE FILTERS USING SUPPLY IMPEDANCE WITHIN REFERENCE
GENERATION 211

NET PCC

VASF

v, v

Figure 7.5: ASF equivalent connection

In order to remove all voltage distortion at the ASF PCC for harmonic h, Vj,. = 0. Refer-
ence quantities are denoted with an asterisk, thus the ASF reference current is ;. If the
voltage distortion has been forced to zero then the actual ASF harmonic current will be

equal to the harmonic reference current, I,y = I7,. Equation 7.2 describes this state.
-2,
Di=|——|In—1 7.2

Combining equations 7.1 and 7.2 to determine a reference current in terms of voltage dis-

tortion, when this distortion has not been fully cancelled.

th
I' =1, — 7.3
of = Tof (Z,+z.,) (7.3)

Alternatively a current error may be defined as the difference between the reference current

and the actual active filter current at a particular instant. This error is shown as equation 7.4.

"th
err — 7.4
. <Zt + Zd) 74
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Therefore for each harmonic controller it is necessary to measure the voltage distortion and
the supply impedance (Z; + Z;) in order to calculate an error quantity for the input to some
form of controller. The supply impedance measured in the previous chapters of this thesis
is equal to this supply impedance, Z, = Z; + Z,. If the supply impedance is represented
as a second order linear system it may be written as shown in equation 7.5. The impedance
could be represented by a transfer function of higher order but in an attempt to maintain

clarity it shall be restricted to a second order system.

_ Bys*+ Bis+ By

- 7.5
As? + Ais+ Ay (7.5)

The system considered will in fact be a balanced three phase system. Vector notation is thus
introduced at this point to include all three phases. New variables, i and v, are introduced.
v is merely voltage distortion at the PCC but i is defined such that equation 7.3 may be

written in the simple form:
v = Zg(t)i

i, v and Z are defined in equations 7.6 to 7.8.

z'afl - i;fl
i laf2 — igg (7.6)
laf3 — lgf3
Vhel
Uhe3
Z, 0 0
Z= Z, 0 (7.8)

o ©
o
N
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A differential equation may then be written in the time domain, equation 7.9.

d2i .
+ B,—; di + Byi = Azgi! + A1 + AoV (7.9)

B 2di2 dt dt?

The ASF control was developed using dq axis controllers [19] [106]. The three phase cur-
rents and voltages were first transformed into a8 coordinates and then into a dq reference
frame. A separate rotating frame of reference was used for each harmonic controller. Once
the quantities were converted into a8 coordinates the dq transformation was conducted
using equation 7.10. w is the appropriate angular frequency for each harmonic controller.
Appendix C contains details of the transformations, details of how the dq reference frame

controllers are derived and a complete derivation of the reference currents.

Vg = 3\/_(v,3+jva)e’“" (7.10)

Equation 7.10 was substituted into equation 7.9. Exponential terms were then cancelled
and a Laplace transform was applied to the result. Real and imaginary terms were equated,

yielding equations 7.11 for the real parts and equation 7.12 for the imaginary parts.

Iq (—ng2 + 3232 + B;s + Bo) + I (2ng3 + Blw) (7.11)

=V, (—Aw? + A28® + Ay + Ag) + Vi (24sws + Aw)

Id (—ng2 + 3282 + Bls + Bo) + Iq (—232(4)3 - Blw)
= Va(—Aw? + A2s? + Ais + Ag) + V (—24zws — Ajw)

(7.12)

Equations 7.11 and 7.12 are redefined for convenience as equations 7.13 and 7.14.

FIq + Gl = XVq +YVy (7.13)
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FI,-GI, =XV, - YV, (1.14)

where F,G, X,and Y are:

F = —Byw? + B,s* + Bys + By (7.15)
G = 2Byws + Byw (7.16)
X = —Aw? + Ays’ + Ays + Ao (7.17)
Y =2Aws + Ayw (7.18)

Equation 7.13 and 7.14 form a pair of simultaneous equations that may be solved for I

and I,. The solution is shown in equations 7.19 and 7.20.

GY + FX GX -FY

la= (TI’(T) Vat (“F—ra—) K (.19)
FY -GX FX +GY

L= (TTG_) Vat ('FTT) Ve (7.20)

The solution to the simultaneous equations yields two distinct admittance terms. These are:

GY +FX
Yaa =Yg = (m'z’) 721
GX - FY
qu ==Xgd = (_—_'F2 T G2 ) (7.22)

If the ASF controllers are sufficiently slow then the references may be considered in the
steady state, therefore s — 0. In this case the parameters F, G, X and Y will be reduced
to the forms shown in equations 7.23 to 7.26.
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F'= -Bow?+ By - (7.23)
G' = —Bsw® + Bw (7.24)
X'=-Aw? + Ay (7.25)

Y' = —wd + Ayw (7.26)

From this section it can be seen that the supply impedance transfer functions may be used
to calculate the admittances Yy, and Yy,. Using these quantities Iq and I, can be calculated.
Finally the reference currents can be calculated, equation 7.6 indicates the final step in this

process. The d and q references are shown in equations 7.27 and 7.28.

a

g =lTagg — Iy (7.28)

7.7 Control of the ASF

The overall aim of the ASF control is to control the current flowing in the line inductors.
This is achieved by controlling the output voltage of the inverter. The control hardware
measures the line inductor current, the voltage at the PCC and receives reference inputs

calculated according to the previous section.

The ASF uses a control strategy that employs three dq rotating frames of reference. The
first controller uses a fundamental rotating reference frame. The second two controllers are
such that each operates at a different harmonic frequency. Normally these operate at the Sth

and 7th harmonic frequencies although a test was conducted at the end of this chapter using
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a 7th harmonic and 11th harmonic controller. This control strategy is detailed in full in [19]
and also used in [107] [108]. Only the main features shall be discussed in this section. A
complete overview of the control scheme employed is shown in figure 7.6. Details of the

hardware are given in chapter 3.

A single dq axis controller was developed for use as a sinusoidal front end in [106] in which
details are given for the calculation of suitable control parameters. Appendix C details a
brief derivation for such a circuit. When transforming into a dq reference frame feed-
forward terms are necessary. Cross coupling terms are also required in order to decouple
the d and q axis, this allows single input - single output (SISO) control techniques to be
applied.

In figure 7.6 it can be seen that measurements are made of two line voltages, two line
currents and the d.c. link voltage of the inverter. These are sampled at 8kHz. The voltage
measurements are used to calculate 6 in order to convert the measured quantities into dq

reference quantities.

The d.c. link voltage is controlled by a PI controller which passes a current reference to the
fundamental current controller. The current demand is aligned such that only d axis current
supplies the d.c. link. It is possible to provide VAr compensation with the fundamental
controller but this was not implemented during this work. Feed-forward terms are also
implemented, in the fundamental frame only. These are designed to match the output of
the inverter to the supply voltage, assuming no control is operational. The three current
control blocks shown in figure 7.6 are essentially the same although control parameters

vary. A detailed view of a current controller is shown in figure 7.7.

The measured line currents must initially be transformed into the correct reference frame.
This is achieved using an a8 transformation followed by a dq transformation. The same
transformation must be applied to the measured voltages. In the fundamental frame the
voltage measurements are used for the feedforward terms whereas in the harmonic refer-
ence frames they are used in order to generate current references. The transformation angle

for the Sth frame is calculated from 65 = —56 as the frequency is 5 times greater than the
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fundamental frame and the Sth frame rotates in the opposite sense. The 7th and 13th frames
both rotate in the same direction as the fundamental but the 11th harmonic rotates in the

opposite sense.

Once converted into the dq reference frame a low pass filter (LPF) is applied to both axes
to remove all components from the other reference frames. For example, the fundamental
current appears as a 300Hz component in both the 5th and 7th harmonic frames. The con-
trollers were designed with a slow response to reduce the interaction between the different
frames and because of assumptions made in section 7.6.1. PI controllers were used. Zero
error was possible using such controllers as the dq transformation transforms sinusoidal
quantities into d.c. quantities. Cross coupling terms were included to decouple the d and q
axis controllers. Finally, reverse transformations are applied to the dq voltage references so
that voltage references may be calculated and passed to the PWM generator. The reverse
transformations use an adjusted 6 value, shown in figure 7.7. In each reference frame, the
angular delay of the control loop is added to 8. This correction is applied to compensate
for the processing delay of the DSP and the PWM output.

The reference currents for the harmonic controllers were derived using the scheme derived
in section 7.6.1. The derivation was formulated in terms of reference currents in order to
explain the ASF system using standard harmonic current controllers. In reality the mea-
sured ASF harmonic currents were only used in order to calculate the cross coupling terms.
The feedback to the ASF was provided by voltage measurement and it is the aim of the
ASF to control this level of voltage distortion. Figure 7.8 shows the reference generation
in terms of voltage distortion in the harmonic frames. The same notation as in figure 7.7
was adopted. From this figure it is clear that the current error terms that are input to the PI

current controllers are actually directly calculated from the measured voltage distortion.
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7.71 Control parameter design

Harmonic control design is simplified greatly due to the application of the dq transforma-
tion and decoupling of the subsequent d and q axes by cross coupling terms. Figure 7.9

shows a single axis controller. In total there are six such controllers.

PLANT
r ——————————————— -
| LINE '
P+l PROCESS i
LPF CONTROL |  DELAYS INDUCTANCE
ol !
B2+2z+2)| |, - Ke-a. Vo', Y > L
(z%+a,z + a,2) (z-1) I (z-A)
i

Figure 7.9: Single axis controller

The control parameters were designed in the z domain [109]. A second order Butterworth
digital LPF was implemented. The process delays were included to account for the 125us
DSP processor delay, delays in the gate driver and dead time circuitry. These were modelled
by two process delays. The plant is merely the line inductance, with a small resistive
component. In the s domain this is

1

Hs) = Ls+ R

This was converted to the z domain using the Tustin transformation [109]. Table 7.2 shows
the filter cut off frequencies and the bandwidth of the different controllers. Low bandwidth
controllers were utilized in order to reduce the coupling between controller operating at
different harmonic frequencies. The fundamental controller was operated at a much higher
bandwidth to the harmonic controllers as it was important for the ASF to track the fun-
damental supply voltage. The impedance of the line inductors was much less at the fun-
damental frequency compared to the harmonic frequencies of interest. Therefore a small

error in the control at this frequency resulted in large currents flowing in the ASF circuit.
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Controller LPF 3dB frequency (Hz) | Control bandwidth (Hz)
Fundamental 80 20
Fifth harmonic 20 5
Seven harmonic 20 3

Table 7.2: Control parameters
7.8 Experimental results

Three experimental demonstrations were conducted to illustrate the operation of the ASF
with a voltage feedback controller. Figure 7.10 shows the experimental system constructed

for this purpose although the first demonstration was conducted with the load disconnected.

SUPPLY CIRCUIT ¢3
| \ PCC 12.5mH
| A . o
: 1 1 !
1l X '
| o VY Y\ ] 280
& [
I 7 __
|
: Y'Y\ 'I !
e ]
ASF

Figure 7.10: Experimental circuit

The three tests carried out were:

e Voltage distortion compensation with no load.
o Voltage distortion compensation with load connected.

¢ Voltage distortion compensation with incorrect parameters.
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The first two tests were designed to demonstrate the successful operation of the ASF using
measurements of voltage distortion with the values of supply admittance calculated from
previous measurement work. The third test was designed to show the operation of the ASF

when incorrect admittance coefficients were used by the control.

7.8.1 Voltage distortion compensation with no load

The harmonic controllers act to compensate for the voltage distortion at the fifth and sev-
enth harmonics without any load connected at the PCC. Ideally all the fifth and seventh
harmonic voltage distortion should be cancelled. Vgspy and Vs, represent the voltage
distortion within the controller for the fifth harmonic. The same notation is used at the sev-
enth harmonic. Therefore the success of the control scheme may be ascertained by looking
at both the actual line voltage harmonics and at the dq axis voltage distortion within the
controller. In order to control the fifth harmonic voltage distortion to zero both Vg, and

Visips must be controlled to zero.

The impedance of supply ¢3 is shown in figure 7.11. It can be seen that both the fifth and
seventh harmonics lie before the resonant peak at roughly 450Hz.

Figure 7.11 was calculated using the transfer function derived from experimental results,
see section 5. This transfer function was estimated as a second order function in order to

test the derivation shown earlier in this chapter for admittance calculation.

_ —0.145 + 1.2 x 10*s + 6.3 x 10°
T s2413x10%s+ 7.3 x 108

The transfer function shown cannot represent a realizeable passive impedance network
as the second order numerator coefficient is negative. In fact, this impedance would be
better modelled as a first order system. The required admittance terms were then calculated

according to equations 7.21 and 7.22. These terms are shown in table 7.3
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Figure 7.11: Supply impedance for ¢3 (per phase)

Harmonic | Admittance (S)
order Yad Yiq
5 0.26 0.29
7 0.18 0.09

Table 7.3: Admittance terms for calculation of current references

The ASF was initially operated with zero current control references, that is, no harmonic
current was injected into the system. The control references were then enabled and the
control was used to cancel the fifth and seventh harmonic voltage distortion at the PCC.
Figure 7.12 shows the measured line voltage, V, before distortion compensation in blue.
The line voltage is shown again, in red, once steady state operation of the compensating
control was reached. The harmonic content of the waveforms in figure 7.12 is shown in
figure 7.13, using the same trace colours as for figure 7.12. The third and ninth harmonics
were also plotted to show that the system was not completely balanced and hence not all the

assumptions made in the control design and impedance measurement were fully justified.
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Figure 7.13 shows that the harmonic voltage levels were reduced considerably. A small
amount of distortion still remained. This may be due to transducer error as the harmonic
voltage levels were very small. The voltage transducers used in the experimental rig were
described in section 3.2.2.4. The accuracy of the transducer was calculated to be approxi-
mately 0.8V while the precision was 24mV. This accuracy is equivalent to approximately
0.2% of the fundamental supply voltage amplitude in this figure, and figures 7.15 and 7.20.
The error may also have been present because the controller was very slow and unable to
track small fluctuations in the power supply. Figure 7.14 shows the transient performance
of the harmonic controllers. The voltage distortion levels measured by the controller are

shown at the 5th and 7th harmonic frequencies.
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Figure 7.14: Control action of 5th and 7th frame DQ controllers

The distortion compensating control was activated at 0.8s. Prior to this time figure 7.14

shows that voltage distortion existed at both frequencies. Once the control was activated
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and its output reached steady state it can clearly be seen that all four harmonic voltage
components were controlled to zero. The transient response was slow but the system was
designed to demonstrate the technique and the controllers were not optimized for transient

performance.

7.8.2 Voltage distortion compensation with load connected

A load was then connected at the PCC in order to increase the levels of harmonic distor-
tion and to test the ASF with a load connected at the same point. Figure 7.15 shows the

measured line voltage and figure 7.16 shows the harmonic content of the line voltage.

Figure 7.17 shows the dq reference frame harmonic voltages used within the controllers.
The compensating control was again started at 0.8s in figure 7.17. The harmonic distortion
was reduced to a very similar level as in the first operation of the ASF. The ASF was
tested at various power levels and was able to reduce the harmonic distortion at the PCC
to approximately these levels in all cases. When the control is initially activated it can
be seen that Vys,¢ behaves such that this voltage distortion actually increases before the
control action forces it to zero. This effect was caused as a result of incomplete decoupling
between the different harmonic controllers. Some degree of coupling was present between
the d and q axis controllers at each harmonic frequency and coupling was also present
between the different harmonic control frequencies. This effect was reduced by using low

bandwidth controllers and low pass filters with a low cut off frequency.

Figure 7.18 shows line current waveforms with the ASF control operating. The supply
current, the load current and the ASF current were all recorded and displayed.
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Figure 7.18: Line current waveforms during ASF operation



7.8. EXPERIMENTAL RESULTS 231

7.8.3 Voltage distortion compensation with incorrect parameters

The final demonstration to be carried out using the ASF was to test the control scheme
with an incorrect supply impedance estimate. The aim of this section was to investigate
the stability of the ASF in a situation when the supply impedance is not known. Instability
would lead to increased voltage distortion and possibly damage to the ASF or connected

loads.

Physically, the c3 supply was used throughout this experiment. Controllers operating at
the 7th and 11th harmonics were used. The 11th harmonic controller was used in place of
the Sth harmonic controller because the 11th harmonic controller operated at a frequency
beyond the resonant frequency of the supply impedance. The 11th harmonic controller
was designed with a bandwidth of 3Hz. Initially the control was operated using the correct
admittance coefficients for the 7th and 11th harmonic controllers. At a specific time the
coefficients were swapped for those calculated for supply c1. The parameters were swapped

in order to demonstrate the performance of control with incorrect admittance parameters.

If on-line impedance measurement was not used at an installation of such an ASF it may
be possible to neglect certain features of the power system. In this case the PFC capac-
itors are neglected in the admittance term calculation. Therefore, the admittance terms
were swapped for values that would be calculated assuming an inductive supply from in-
formation such as the fault level at the PCC. The two different impedances are shown in
figure 7.19.

The initial parameters used were those for supply c3. The parameters were then swapped
for the cl supply values. Table 7.4 compares the admittance coefficients for both supply
situations. The Yy, admittance term for the 11th harmonic controller exhibited the greatest
change, changing from -0.19 to +0.28. Clearly, for the same voltage distortion the gener-

ated reference current was very different.

The ASF was initially operated in a stable manner with the correct parameters. The level
of harmonic distortion in the supply voltage is shown in figure 7.20. The blue trace shows



7.8. EXPERIMENTAL RESULTS 232

Magnitude (€)

o i n L " " L " H " i " " i i i
‘o 200 400 600 800 1000 1200 1400 1600 1800 2000 -20 200 400 800 800 1000 1200 1400 1600 1800 2000

Frequency (Hz) Froquency (Hz)
(a) Impedance magnitude (b) Impedance phase

Figure 7.19: Supply impedance for ¢l and ¢3, blue: c1, red: ¢3

Harmonic Admittance (S)
order cl c3

Yaa | Yag || Yaa | Yaq

7 0.16 | 0.39 || 0.18 | 0.09

11 0.12 { 0.28 || 0.12 | -0.19

Table 7.4: Admittance terms for calculation of current references

the distortion before compensation control and the red trace shows the distortion in steady
state compensation operation. This clearly shows that the ASF was capable of cancelling
the distortion at both the 7th and 11th harmonics. The performance at the 11th harmonic
was good even though it was not using an optimized controller. The performance of this

controller may also be limited due to the switching frequency of the inverter, 4kHz.

The final figure, figure 7.21, shows the controller voltages Vi1, (blue) and V45 (red).
Before 0.8s the control was operating using the correct admittance parameters. At 0.8s the

parameters were changed to those for the c1 supply circuit.
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Figure 7.20: Line voltage harmonics before(blue) and after(red) control action

Before the parameter swap the ASF operation is stable but at 0.8s, time of parameter swap,
the controller began to go unstable. In fact the ASF tripped at the end of the time pe-
riod shown as the total line current exceeded SOA, the software OVERCURRENT trip level.
Therefore it is clear that the controllers must be given impedance information that is correct
for the supply. The phase difference between the impedance of the two different supplies
at the 11th harmonic frequency was approximately 130 degrees. A comprehensive sta-
bility analysis has not been completed for this system although it is clear that the current

reference demand will be far from that which is necessary to cancel the voltage distortion.

The accuracy of the magnitude estimate of the impedance is not critical for this application.
It will affect the transient response of the ASF and in cases of extreme inaccuracy may
cause instability or alternatively give rise to an exceptionally slow transient response. The
phase of the impedance estimate is of greater importance, in particular it it essential to know
of any resonant frequencies in the impedance transfer function. If these are not known then
it is possible that the current reference input may be completely out of phase with the actual

reference required for cancellation of voltage distortion.
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Figure 7.21: Control action of 11th harmonic dq frame controllers.

7.9 Summary

This chapter has demonstrated the use of the impedance measurement results to predict
current drawn by harmonic producing NLLs. Impedance measurement was used to cal-
culate reference currents for an ASF harmonic controller. This led to a fully functioning
ASF based upon voltage feedback in order to compensate for the harmonic voltage dis-
tortion present at the PCC. Furthermore it was possible to demonstrate that an incorrect

impedance estimate may lead to unstable ASF control.



Chapter 8

Conclusions and further work

8.1 Objectives

This thesis has described work undertaken to investigate potential methods for the on-line

measurement of system impedance. The objectives of the project were set out in Chapter 1:

e To develop impedance measurement techniques specifically designed to be embed-

ded in an existing piece of power electronic equipment such as an active filter.

e To determine whether it is possible to make power system impedance measurements
in a real power network in the presence of many locally connected pieces of power

electronic equipment.

e To experimentally demonstrate power quality improvement using knowledge of the

system impedance.

These objectives have been addressed within the thesis. In this chapter the main conclusions

shall be summarised.
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8.2 Conclusions

8.2.1 Objective 1

Knowledge of the power system impedance is invaluable for power system modelling in-
cluding harmonic propagation studies. It is important in the design of passive filters, espe-
cially at points of connection with high levels of voltage distortion. Traditionally, the fault
level would be used to estimate the impedance at a point of connection. This estimate would
be made at the fundamental frequency. Assumptions are then required as to the nature of
the connection if this value is to be used in order to estimate the impedance at harmonic fre-
quencies. Alternatively an on-line measurement may be used in order to provide accurate
impedance information over a wide range of frequencies. On-line measurement techniques

were split into two categories:

e Operating point impedance. In this case the system impedance is measured at har-
monic frequencies. These impedance values are dependent upon the operating point
of the system and may not be used to infer the impedance at other frequencies or

under different operating conditions.

e Absolute interharmonic impedance. In this case interharmonic impedance values are
estimated. These are absolute values that may be used to infer other interharmonic
impedance values. Strictly speaking, these interharmonic values should not be used

to infer harmonic impedance values if non-linear loads are present.

The second option was chosen as the most appropriate for this application. An absolute

measurement technique was therefore developed for interharmonic values.

In chapter 4 two possible methods were proposed for the on-line system impedance mea-
surement. Both the short term injection method and the medium term injection method
were designed to be embedded into the normal operation of an active shunt filter. Simula-

tion results confirmed that, in theory, both methods were capable of accurate measurement
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of a linear system impedance model in the frequency range between 0 and 1kHz. Total
measurement time for both methods was 16 fundamental supply cycles, 0.32s. A balanced
three phase system was assumed throughout this development although a generalized ap-

proach for an unbalanced system was described.

The short term injection used a very short duration current impulse disturbance. This type
of injection had been employed by previous researchers at the transmission level using
existing uncontrolled sources of disturbance. In this case the active filter was used in order
to provide the disturbance. The system provided control over the amplitude and injection
time of the injected transient, thereby allowing much greater control of the measurement

process. Such an approach was not previously described in the research literature.

The medium term injection again employed a wideband disturbance signal although this
was injected by the active filter over 8 fundamental supply cycles. This means of distur-
bance had not previously been discussed in the literature. This method has advantages over
the short term injection in that the disturbance is less severe in amplitude and the recorded
transient disturbance was of greater duration allowing more accurate signal processing. It
also possesses advantages when compared to injection methods that inject current distur-
bances at single frequencies. The measurement period is far shorter which is beneficial for
an embedded measurement. It also allows greater accuracy as the network is less likely to

change state during a measurement.

In chapter 5 both proposed methods were tested experimentally. The measurement tech-
niques were experimentally verified in a laboratory under realistic conditions. The mains
supply was used which exhibited frequency variation and a significant number of power
electronic loads were also operated in the vicinity. Both injection techniques provided ex-
cellent identification of the 8 different supply test circuits constructed. From the results it
was clear that the accuracy of identification at each frequency is directly dependent upon
the strength of the disturbance at that frequency. There is thus clearly a trade off between
the accuracy of identification and possible disruption of the normal network operation if a
large disturbance is applied. The medium term injection method provided more accurate

low frequency identification as the injection strength was heavily biased towards the low
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frequency region.

The most challenging supply circuit that was identified was the experimental supply trans-
former alone (supply cl). When a transient disturbance was applied to this circuit there
was no oscillatory transient response. Therefore the transient signals recorded for the short
term injection technique were particularly short. Reasonably accurate identification was
still possible in this case although greater errors were present in the real part of the iden-
tification compared to the other supply circuits. Both injection techniques were able to

identify resonant points in the supply impedance with a high degree of accuracy.

The impedance results showed that large errors were present in the estimated impedance at
harmonic frequencies. These errors were primarily due to poor cancellation of the steady
state voltage at the point of measurement. Even in measurement cases where steady state
cancellation appeared to be almost exact errors were still present in the impedance estimates
at harmonic frequencies. Very little inaccuracy in this cancellation gave rise to large errors
in the harmonic frequency impedance. This suggests that it would always be necessary
to apply some form of interpolation or curve fitting about the harmonic frequencies. The
curve fitting algorithm was applied using only interharmonic impedance estimates as input
data. Consequently the steady state cancellation errors were eliminated. The disadvantage
of this approach was that discontinuities in the impedance at harmonic frequencies could
not be identified.

Both methods were designed to provide fast measurements of system impedance suitable
for use by an active filter. Further work is under progress in order to utilize the Prony
method for the short term injection technique so that data acquisition time may be reduced.
If this is possible then the method may be more suited to implementation within an active
filter.

The first objective of this project has been accomplished with the development of the short

term and medium term injection techniques.
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8.2.2 Objective 2

In chapter 5 measurements were successfully made in the laboratory. Many power elec-
tronic non-linear loads were operational during the experimental work, of both the current
source and voltage source categories of load. These loads were all separated from the point
of measurement by the experimental supply transformer. As this transformer was the major
source of impedance measured these remotely connected loads did not significantly affect
the measurement results. In chapter 6 the performance of both techniques was investigated
in the presence of locally connected non-linear loads. The term locally connected load was
used to refer to a load that was connected to the point of measurement with a connection
impedance much smaller than the system impedance. Experimentally, the non-linear loads

employed were connected at the point of measurement.

Successful identification was possible with locally connected non-linear loads in certain
cases. The success of the measurement was dependent upon the nature of the local non-
linear load. Successful operation of the medium term injection was demonstrated in the
presence of the current source category of load (CS-NLL). Results were seriously degraded
in the presence of the voltage source category of non-linear load (VS-NLL). In the latter
case the non-linear load acts as a voltage source that is influenced by the transient dis-
turbance. This correlation between the output of the harmonic producing load and the
transient disturbance means that the act of measurement affects the state of the network.
It was therefore not possible to achieve satisfactory identification in this case. The same
identification constraints were necessary for the short term injection method. That is, it
was possible to measure system impedance in the presence of the CS-NLL but not with a
VS-NLL connected. Due to power system frequency variation and noise the Prony method
based extension to the short term injection measurement was implemented with limited
success. Therefore a solution to impedance identification with a VS-NLL connected at the

point of measurement is still required.

Further measurements were made using the VS-NLL load with additional input inductance.
This inductance may represent input filters, a supply transformer or a significant length of
cabling to the converter load. In this case the identification was much improved. The tran-
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sient disturbance did not significantly alter the state of the VS-NLL and therefore improved

measurement results were possible.

This section of work has shown that it is possible to measure the system impedance in the
presence of non-linear loads. The main constraint is that loads that may be described as
voltage source non-linear loads should not be connected at the same point of connection
as the measurement apparatus. In fact an impedance significantly greater than the sup-
ply impedance should be present between the two points for accurate identification of the
supply impedance. The capacitively smoothed diode bridge rectifier is the most common
example of this type of load. If the measurement techniques were to be embedded into a
piece of dedicated measurement equipment then this restriction must be considered when
making an impedance measurement. This constraint also applies to the previous methods
reviewed. Alternatively, the measurement technique would be embedded into an active fil-
ter control algorithm. In this case stability issues described in section 7.6.1 demand that an
active shunt filter should not be connected at the point of connection of a VS-NLL without
significant line inductance at the input to the VS-NLL. Therefore, in any real implementa-

tion of an active shunt filter, the measurement techniques will operate successfully.

This concludes the second objective of this work. It has been shown that on-line impedance
measurements were possible in a real environment with power electronic loads operating
and in the presence of power system noise and frequency variation. The operating limits of

the techniques were defined in terms of the non-linear loads connected in the network.

8.2.3 Objective 3

Power quality improvement with the aid of impedance measurement was demonstrated in
chapter 7. An active shunt filter was developed using voltage feedback. Previous active
filtering techniques were reviewed that used supply impedance values. In these cases the
impedance was assumed to be known. In this work the measured supply impedance was
used in order to calculate reference currents for the harmonic controliers. A generalized

approach was developed that so that an impedance transfer function, taken directly from
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the measurement algorithm, could be used in the harmonic reference current generation.

This approach was novel as it did not assume any knowledge of the supply.

The active filter reference generation used measurements of the voltage at the point of con-
nection and the supply impedance transfer function. These were used in order to calculate
references to cancel the voltage distortion at the point of connection of the active filter.
This type of active filter would be particularly suited to operation in a number of scenarios.
This active filter could be used in order to reduce the voltage distortion at a point where
sensitive equipment is connected. In such a situation this may lead to a reduction in nui-
sance tripping. Alternatively this active filter could be implemented by a utility in order to
provide harmonic compensation on its distribution network. Voltage distortion compensa-
tion would provide a general filtering to compensate for all harmonic current drawn from
the point of connection. If connected in this manner all customer connected VS-NLLs will
be connected via distribution transformers. Therefore these loads will appear as CS-NLLs
and will not affect the measurement techniques. Finally, this control scheme would also be
suitable for direct compensation of a large non-linear load in an isolated network. Offshore
oil platforms have been suggested as an example of this type of network [20]. In this case if
a high power non-linear load is operated from a sinusoidal supply then the voltage feedback
active filter will directly compensate for the load current drawn without the need for load

current transducers to be installed.

Operation of the active filter was verified experimentally. The voltage distortion at the
point of connection was reduced dramatically by the use of the active filter. The distor-
tion was almost completely eliminated both before and after the connection of a load at
the point of connection. Compensation was conducted for both the 5th and 7th harmonic
frequencies. It was also possible to compensate at the 11th harmonic frequency although
the limited processing power meant that only two compensation frames could be imple-
mented. Successful operation was demonstrated in the presence of a supply impedance
resonance. A 5th harmonic controller and an 11th harmonic controller were implemented
in this case. The resonant point of the impedance lay between the operating frequencies of
the two controllers. The final demonstration was used to show the operation of the active

filter when the resonance was not anticipated. The active filter operation quickly became
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unstable clearly indicating the need for supply impedance knowledge for this power quality

enhancing apparatus.

8.3 Suggestions for further work

The suggestions for further work are split into two categories. The first category are those
suggestions for refinement to the present system and the second category are suggestions

as to the future direction of this work.

Possible improvements to the present experimental work are:

¢ A more extensive investigation of the medium term injection method should be un-
dertaken. It would be desirable to test the technique on a variety of real network
connections to further confirm the validity of this method. In order to achieve this
some parts of the experimental rig will have to be redesigned. It will be necessary
to remove the experimental supply transformer so that measurements of the actual
power network may be taken. One of the primary reasons for using the step down
supply transformer was that the d.c. link voltage rating in the experimental inverter
was 800V. If the rig transformer is removed then it may also be necessary to increase
the voltage rating of the d.c. link. Furthermore the voltage ratings of the IGBT
switches, 1200V at present, should also be assessed. Once these measures are com-

plete it will be possible to take power system measurements directly on the laboratory

supply.

e On completion of the first suggested improvement it would then be feasible to embed
the injection technique into a purpose built impedance measurement instrument. This
could be used at various points of connection in order to map the impedances in
an industrial network. Such information would be useful for harmonic propagation
studies. With such information it may be possible to redistribute sensitive loads in a

systematic manner to improve the power quality of the network.
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o The measurement technique could be embedded into the normal operation of the ac-
tive filter. The measurement technique has already been implemented during active
filter operation and successful active filter operation was demonstrated using the mea-
sured supply impedance. In order to automate the process some form of management
strategy must be devised. Its’ purpose would be to manage the periodic measure-
ment of the supply impedance and update the reference currents accordingly. Supply
impedance measurement could be determined at set intervals or alternative means
could be devised to decide when to update the impedance estimate. If the measure-
ment is to be truly integrated into the filter control then it may also be possible to
reduce the amount of data acquisition required. A phase locked loop (PLL) could be
implemented to track the supply frequency. This would firstly benefit the active filter
control. Secondly it could also be used to reduce spectral leakage in the impedance
measurement operation. If the improvement in steady state cancellation was suffi-
cient the impedance measurement sampling frequency could be reduced. It should
then be possible to use the existing active filter measurements for the impedance esti-
mation. As a result the dedicated impedance measurement hardware would no longer

be required.

o Knowledge of the system impedance may also prove equally useful, if not more so, in
alternative active filter control strategies. It is therefore suggested that other control
strategies are reviewed to ascertain whether knowledge of the supply impedance may

improve other strategies.

e Knowledge of the system impedance should also be of benefit to power system pro-

tection and control strategies. A review of these benefits should be carried out.

Further work is to be undertaken on the Prony extrapolation work described in chapter
6. Simulation showed that the short term injection technique could potentially be used to
measure the supply impedance even when heavily influenced by the interaction of locally
connected non-linear loads. Further investigation of the numerical techniques employed is
required to improve noise immunity and to compensate for the practical reality of imperfect

steady state cancellation. It is hoped that this work will lead to a short term measurement
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technique with a much smaller measurement time and good performance in the presence of

harmonic producing loads.

Impedance measurement techniques may also be suited for applications other than de-
scribed in this work. Areas where an on-line measurement of impedance may prove bene-
ficial are protections systems and embedded generation control. The problem of islanding
in embedded generation control is one area where such a measurement may prove useful.
Small scale embedded generation units must either be isolated or turned off in the event
of a distribution failure so that protection mechanisms have a chance to clear the fault and
so that a loss of synchronism does not occur. Measurement of the impedance may pro-
vide useful information as to the state of the distribution system. Exporting power to the
distribution system is often uneconomic due to the scale of the generation and the price
paid for exported units. Therefore such systems are often controlled to so that there is no
power flow between the customer and the distribution system. In this case islanding and

distribution system faults are particulary difficult to identify.
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Appendix A

Impedance relationships

The impedance of an unbalanced three phase three wire load may be represented by an
impedance matrix, as defined in equation A.1. This matrix relates the phase voltage to the

current in each phase.

n Znw Ziv Zys 3
v | =) Zn Zn Zn i (A.1)
V3 Z31 Zszp Zz 13

An alternative version using line voltages instead of phase voltages is also possible. This

relationship is given in equation A.2.

V12 Zy 2y Zi 5
vis | = | Zoy Zay Zns 12 (A2)
V31 Zy Zsy Zs 13

In the particular case of a balanced impedance the conversion between the impedance ma-
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trices in equation A.1 and equation A.2 is simple as all the self impedance terms, Z1;, Z2;
and Z33, are equal. In an unbalanced system a unique transformation between the two forms
does not exist without a further constraint. This constraint is provided by the fact that the
mutual coupling between two phases is the same irrespective of the point of measurement.
Therefore in equation A.1 Z15 = Z3, Z13 = Z3, and Z,3 = Zj;. Only six independent
impedance terms are thus present in equation A.1. A similar equivalency does not exist for

equation A.2.

The transformation between the two impedance matrices may be described by a transfor-

mation matrix T, this is given in equation A.3.

Z=TZ (A.3)

This matrix, T to convert the impedance matrix coefficients of the two relationships above

is given for reference in equation A 4.

/Z”u\ /1—10 0 0

0
Z1s 0 1 0 -1 0 O
! [ 7, )
Zs 0 0 1 0 -1 0 ,
- 12
Ty 0 1 -1 0 0 0
. Zy3
Zo =1 0 0 0o 1 -1 0 (A.4)
. Zy
Zog 0 0 0 0 1 -1 7
- 23
Za -1 0 1 0 0 O
. \ Z33 /
Z 0 -1 0 0 1 0
\ Zss K 000 -1 0 0 1

An inverse transformation is also possible, T?, equation A.5
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7 =T"Z (A.5)

The inverse transformation matrix, T?, was calculated using the pseudo-inverse of matrix

T [83]. This is shown in equation A.6.

( 7, )
/ / Zha
ZH\ 5 5 4 0 -1 1 —15 —4 —5\ .
Z13
Zis 7 7 0 8 1 3 -1 -8 -3 i
Zn
Zis 11 3 8 -8 -3 -1 7 0 -7 -
= 3z 22
T 36| 5 _15 4 4 15 5 1 0 -1 ~
Za3
Zoa -3 -1 -8 0 -7 7 3 8 -5 ~
Z3n
\233) \-1 1 0 -4 -5 -15 5 4 15 ||
Z32
\ Zs3

(A.6)



Appendix B

Simulation schematics for impedance

measurement

SIMULINK schematics are shown for the impedance measurement simulations.
Figure B.1 shows the overall simulated system.
Figure B.2 shows the data acquisition system employed for the impedance measurement.

Figure B.3 shows a simplified active filter that was used for simulation work. The steady
state current used to compensate for harmonic producing loads is not included in the sim-
ulation. This current will not change during the impedance measurement as the reference
current is fixed and the current controllers have slow response times with respect to the
duration of the measurement process. Therefore this current will be not be present in the

measurement data once steady state cancellation has been conducted.

Figure B.4 shows the injected voltage waveforms for both the short term injection tech-

nique and for the medium term injection technique.

260



APPENDIX B. SIMULATION SCHEMATICS FOR IMPEDANCE MEASUREMENI61

impedance
estimation

, Fundamental
Data acquisition Supply impedance supply
system

5th harmonic

Line inductor

ool

7th harmonic

ASF+transient i
voltage source ——

Figure B.1: Simulated single phase system

butter
1 1 er
! N VAA1
0.00025+1 0.0004s+1 Al Jh
V transducer Matching filter V 16 bit ADC1 Anti aliased
Anti aliasing quantization1 Voltage
A
butter
1
O—) ’ > > NEE BN iAAT
TAA 0.0004s+1 0.0002s+1 I:t_‘ | I
T transducer Matching filter | - 16bit.  ADC2  Antialiased
| Anti aliasing quantization2 current
. l
Random
noise |

e time

Clock =BG

Figure B.2: Data acquisition system for impedance estimation



APPENDIX B. SIMULATION SCHEMATICS FOR IMPEDANCE MEASUREMENI62

PWM unit
transient
transient
voltage source
GO
chent Pl current ’
tWlormnon controller

fundamental
| gi E l Voltage matching
Sth harmonic feedforward lerms

7th harmonic

Figure B.3: Active shunt filter

medium transient

short transient
‘r '
. i
+40V @ t+0.12s &

+300V @ t+750e-6s J

I
[
I
I
I
I
|
|
|
I
I
|
|
| -600V @ t+375e-6s
|
|
|
|
|
|
|
I
|
|

Figure B.4: Transient sources for short term and medium term injection



Appendix C

Active shunt filter implementation

This appendix contains details of the ASF implementation. The transformations required
by the control algorithm are shown. Experimental results are also shown in order to demon-

strate the ASF harmonic controllers in both transient conditions and in the steady state.

C.1 Control derivation

An equivalent single phase circuit may be drawn, as in figure C.1, to represent the ASF

connected to the supply network.

¢ Vasr

Figure C.1: Single phase equivalent of the ASF connection

The ASF is represented as a controlled voltage source. The ASF supply voltage is repre-
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sented by v.. The control algorithm used assumes a balanced three phase system. Equa-

tion C.1 shows a vector equation for the circuit in figure C.1.

Vc=V,s,+iR+L%;- (C.D)
R and L are matrices that represent the resistance and inductance of the ASF input chokes

in terms of R, L; and L,,. These are the resistance, self inductance and mutual inductance

per phase respectively.
R 0 O Ly Lp Lnp
R=]10 R O and R=| L, L, L,
0 0 R Ln L L,

A transformation is applied to the equation C.1 so that it is transformed into an af3 set of
coordinates. This transformation, T, is shown in equation C.2 for the transformation of

measured currents to currents in the a3 set of coordinates.

fe 3
iapg = Thi2s =
o\ s 0

%
0 0 | 2
VB =3 b2 '
2

Veap = Vastap + Rapiag + L (C3)

In equation C.3 R, and L,g are:

Raﬁ = and Lap = =
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Finally, a dg transformation is applied. The angular frequency of the dg transformation is

w. The complex transformation used is shown in equation C.4.

2 .
Vdg = m(vﬁ + jug)et (C4)

Equation C .4 is substituted into equation C.3. Cancel exponential terms and equate as real

and imaginary parts.

d ((3g + jia) e79%)

(Veg +5Vea) €77 = (Vassq + FVassa) €77 = R (iy + jia) e+ L

dt
(C.5)
. diq .
Real: Vg = Vg +i,R+ LE + Lwig (C.6)
. . dig .
Imaginary : Vo = Vyspa + R+ L-d—t — Lwi, C.7

Equations C.6 and C.7 describe the ASF in the dq reference frame. These equations may
then be developed into the control scheme described in chapter 7. Cross coupling between
the d and q axes is eliminated by the use of cross coupling feed forward terms to compensate

for the final term in each of the equations above. Feed forward terms are also utilised

C.2 ASF controller performance

The ASF controller performance in the steady state was recorded in order to demonstrate
the operation of the controllers. The ASF was connected to the supply but there was no
load connected at the PCC. Harmonic references were set at fixed values. Several figures

are shown, these are:
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e Figure C.2 shows 5th harmonic current injection.
e Figure C.3 shows 7th harmonic current injection.

e Figure C.4 shows 5th and 7th harmonic current injection.
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Figure C.2: Steady state 5th harmonic injection. (a) Line current. (b) controller output,
reference is 10. (c) Line current in the frequency domain.
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Figure C.3: Steady state 7th harmonic injection. (a) Line current. (b) controller output,
reference is 10. (c) Line current in the frequency domain.
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Figure C.4: Steady state S5th and 7th harmonic injection. (a) Line current. (b) controller

output, reference is 10. (c) Line current in the frequency domain.
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Publications by the author

D.1 Publications by the author

This work resulted in the publication of a number of academic papers which are listed here

and shown in full on the following pages:

e J. C. Clare, M. Sumner, D. Butt, and B. Palethorpe, Combined power electronic
circuit and control loop simulation: why ? and how ?,” IEE Colloquium on Power
Electronic Systems Simulation, vol. 89/486, 1998.

e B. Palethorpe, M. Sumner, and D. W. P. Thomas, "System impedance measurement
for use with active Filter control ” in Eighth international conference on Power Elec-
tronics and Variable Speed Drives, vol. 1, (London, UK), pp. 24-28, IEE, 2000.

e B. Palethorpe, M. Sumner, and D. W. P. Thomas, "Power system impedance mea-
surement using a power electronic converter” in Ninth international conference on
Harmonics and Quality of Power (A. Domijan, ed.), vol. 1, (Florida, USA), pp.
208-213, IEEE, 2000.

e B. Palethorpe, M. Sumner, and D. W. P. Thomas, A power supply impedance mea-
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surement technique for use with a power electronic inverter” in Ninth European con-
ference on Power Electronics and Applications, (Graz, Austria), CD-ROM, EPE,
2001.

e M. Sumner, B. Palethorpe, D. Thomas, P. Zanchetta, and M. C. Di Piazza, “Estima-
tion of power supply harmonic impedance using a controlled voltage disturbance” in
32'nd annual Power Electronics Specialists Conference, (Vancouver, Canada), CD-
ROM, IEEE, 2001.

e M. Sumner, B. Palethorpe, D. Thomas, P. Zanchetta, and M. C. Di Piazza, “Estima-
tion of power supply harmonic impedance using a controlled voltage disturbance” ,

IEEE Transactions on Power Electronics, vol. 17, no. 2, March 2002.

The published papers are shown in full over the following pages.
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Combined power electronic circuit and control loop simulation: why? And how?

J C Clare, M Sumner, D Butt and B Palethorpe

Power Electronics, Machines and Control Group
School of Electrical and Electronic Engineering

The University of Nottingham, Nottingham, NG7 2RD

1 Introduction

Power electronic systems provide a considerable challenge to CAD packages due to their strong non-linearities and
widely varying time constants. This is particularly so if an attempt is made to simulate the entire system including the
power circuit, load characteristics, control loops and thermal effects. Due to the lack of available tools and desktop
computing power it has been normal practice to study each of these aspects independently. This has limited the
effectiveness of CAD for power electronic systems since important interactions are inevitably either overlooked or
simplified to the point that they are unrealistic. In addition, considerable ingenuity has been required on the part of the
user to partition the problem in such a way that meaningful results are obtained in a reasonable computation time.

The situation is however changing and tools are now becoming aveilable which enable us to get closer to a “complete
system” simulation. In this paper we concentrate on combined simulations of power electronic circuits (including
representations for the load and supply) and their control systeins principally for the purpose of control system design
and validation prior to prototyping. The need for a combined approach is illustrated with reference to the design of an
active filter system. A “wish list” of desirable features for a CAD package is outlined. Some commonly used programs
are compared and our experiences in applying them to this problem are discussed.

2 Combined simulation: Why?

The need for a combined approach is best illustrated with a specific example. A problem we have been concerned with
recently is the control design for a shunt active power filter (APF) application. The principle of the system is
conceptually very simple as shown in Figure 1. An active filter is connected in parallel with a non-lincar load (such as a
rectifier) and injects a current which exactly balances the harmonic current drawn by the load 30 as to improve the
distortion factor (and hence power factor) of the current drawn from the utility. In practice the non-linear load can be a
combination of many loads such as variable speed drives for example.

Supply IF= Ity No&)l.i:en L
ilit .
Utility
A supply Y. —
H Y
Shunt Active
Filter

Figure 1 Active power filter principle mverter

Figure 2 Practical realisation of shunt filter

Vdc
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For example, in the control structure shown in Figure 3 the measured supply voltage is injected into the current control
loop after the current controller. Despite the fact that the current control loop bandwidth is 400Hz (to adequately follow a
7% harmonic reference) its rejection to disturbances at this point is very poor. Consequently any inappropriate 5® or 7°
harmonic components injected at this point due to voltage distortion produce uncontrolled harmonic currents. The APF
thus becomes a source of distortion rather than a sink. Inverter interlock produces similar effects. Supply distortion can
also affect the reference angle for the 3-phase to 2-axis transformations. PWM processing delays introduce phase errors
which are important in this application since the voltage across the line inductors is small in comparison to the supply
voltage and PWM converter terminal voltage. Small phase errors can thus cause large current errors. Switching
frequency limitations mean that the current control loops must be designed using discrete sampled data (z-domain)
techniques to achicve the required bandwidth.

Suvlmmdb W] Individusl ':‘ Adaptive
|Harmonic Current dq ™ of ﬁ:m detay Tur e
l_ A
ol o vorage | W TI7 Curront .l
- Controller ~ ' Controlier e . Axis Fv'. M.
- fransform Py
g & el E e T
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Current F_ hid comp! Og
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o
Axis Fiiter
Transform (10kHz) J
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Figure 4 Improved control structure

An improved control structure that overcomes these problems using feed-forward techniques and interlock compensation
is shown in Figure 4. In arriving at this structure and designing its practical implementation, we have made extensive use
of computer simulation using various packages and simulation techniques. Without discussing the control in further
detail it should be apparent that any simulation model which hopes to accurately predict the performance of this system
must include a representation of the supply, the power circuit and a detailed representation of the control loop including
the effects of discrete control and the time delays inherent in the PWM process.

A “wish list” of what we would like to be able to do with a CAD tool for this and similar problems is as follows:

— enter the power electronic circuit, supply and load as circuit elements in a topological description using
components from a library if possible,
- have a choice of different levels of sophistication for switching device modelling,
- enter the control system in standard control terms as one of the following or a combination of these,
- control block diagrams,
-~ transfer functions,
— control equations (ie difference equations for a digital controller),
—  port control algorithm directly from a simulation directly to a target hardware controller ,
~ have efficient simulation so that interactive CAD is possible.
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modulation as well. The model is however useful for looking at aspects of the control design and we can study the effects
of supply distortion, PWM calculation time and inverter interlock in an approximate way by injecting error signals at the
appropriate points. Results illustrating these points are given later.

3)_ - —»t{)—r—_’?} ﬁts

DC link Voltage voltage controlier e ! Capacitor
demand Current ank

l Control inverter | [

q current ref :_ dq_currents
supply volt:
G

Vdq_transform

Figure 5 Simulink model of APF
Saber

Saber is a circuit simulation based package with very extensive features. It is generally run on workstations. Electrical
networks are input via a schematic capture front end. There are extensive libraries of models for a wide range of
components including power devices, power converters, electrical machines and mechanical systems. We have generally
found it more convenient however to make our own representations of converters/machines etc from the low level
models rather than use those provided. The control system can be input in a number of ways for example:

—  using electrical component models (generally inconvenient except for simple systems),
— in terms of s-domain or z-domain transfer functions,

- as control equations using the MAST language provided in Saber,

- as a combination of the above.

The flexibility exists to implement complex control systems and to incorporate them within an electrical network
description of the system. However for control studies alone our experience shows that a block diagram orientated
package such as Simulink is probably easicr to use and will icad to faster development of simulation models.

A Saber model of the APF system is shown in Figure 6 where its correspondence to the electrical network is obvious.
Unlike the Simulink model, the equations governing the behaviour of the network arc automatically generated from this
topological description and do not have to be derived for input to the model. Simple variable resistance models of the
inverter switching devices which respond to a logical input are used. These could be replaced with more complex device
models and a representation of the gate drive hardware at the expense of simulation runtime. A single control block
“CONTROL” implements the control algorithms and mimics as closely as possible the code which runs on the target
microcontroller hardware. This block has available to it all the necessary electrical variables and a clock signal which
controls the sampling process. The sampling process must be sccurately modelled since the exact point of sampling in
relation to the inverter switching critically affects the quality of the sampled waveforms. The outputs from this block are
the logical PWM signals for the 6 inverter devices. The controf block implements the following functions:
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# Fundamental, idf current control

if (time < 595m) {
idferror = idfref - idf
vdfslash = lastvdfslash +0.1*(idferror -
0.98*lastidferror)

last2vdfslash= lastvdfslash
lastvdfslash = vdfslash
last2idferror=lastidferror
lastidferror = idferror

Figure 7 Segment of control code in Saber model

The simulation described above incorporates all of the practical effects outlined in Section 2 and can be used to develop
control code in virtually its final form with confidence. It is important to realise however that a simulation of this
complexity can only be put together once significant work has already been done on developing the control methodology
and structure. For this purpose the Simulink model is more convenient.

4 Comparison of simulation results

Figure 8 shows a simulation from the Simulink mode] for the d-axis current control loop performance to step control
reference demands in the presence of supply voltage distortion. The 6 times supply frequency ripple transforms to 5™ and
7* harmonic distortion in the ab,c reference frame. Figure 9 shows the response for the same conditions when
feedforward compensation of the supply voltage ripple is incorporated. The Simulink model is not able to represent
inverter interlock and the effects of PWM calculation times on the control loop. Figure 10 shows a simulation result from
the Saber model which incorporates feedforward compensation of the supply voltage distortion but without inverter
interlock compensation. The severe deterioration in performance seen here is completely missed by the Simulink model.
Figure 11 shows a result from the Saber model where the control algorithm is improved to include feedforward
compensation for the supply voltage distortion and inverter interlock compensation. Finally Figure 12 shows some
results from the practical rig illustrating the effect of interlock compensation on the harmonic performance.
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SYSTEM IMPEDANCE MEASUREMENT FOR USE WITH ACTIVE FILTER CONTROL

B Palethorpe, M Sumner and D W P Thomas

The University of Nottingham, UK

ABSTRACT

This paper describes a method for on-ine
measurement of power system impedance to
source. The method employs a power
electronic circuit to inject a smail current
disturbance onto the energised power network,
and the measurements of the disturbance
current and resuitant voltage transient are used
to identify Iimpedance. Simulation results
demonstrate the effectiveness of the technique
for identification of the impedance of
transmission lines and linear loads. An
alternative data processing technique Is
introduced in order to address the
measurement problems associated non-inear
loads. This technique is also lllustrated using
simulation.

INTRODUCTION

Power electronic loads such as switch mode power
supplies and variable speed drives draw high
levels of harmonic currents from the supply utility.
These harmonic cutrents lead to supply voltage
distortion and a whole host of associated
problems. Transmission losses increase and so a
higher rated distribution network is needed. Losses
in transformers and motors also increase when
supplied from a non-sinusoidal source resulting in
extra heating and required derating. Other
problems associated with a non-sinusoidal supply
include false circuit breaker tripping, interference to
sensitive electrical equipment and metering
problems [1].

There are several means by which the harmonic
currents drawn may be reduced. The harmonic
current drawn by each power electronic load may
be reduced with the addition of line inductors or by
using a more elaborate rectifier topology, such as
a twelve puise rectifier or a sinusoidal front end.
These solutions are not practical due to the cost of
altering existing equipment. Passive filters
connected in the transmission system can be used
to successfully damp current harmonics although a
further set of problems are introduced. Passive
filters can introduce system resonances that
amplify some harmonics and hence make the

situation worse [1]. These filters are also bulky,
lossy and particularly hard to design for power
systems with high voltage distortion [2]. The most
promising alternative - active filters - offer the
opportunity to compensate for harmonic currents
drawn by a particular load network in an efficient
manner without creating additional resonances or
affecting existing equipment. The most widely

ZsuPPLY PCC

—— LOAD
Vs lLoap

lasr 4

ASF

Figure 1: Active Shunt Filter

used active filter topology is the Active Shunt Filter
(ASF), shown in figure 1. The ASF is controlled to
act as an ideal cumrent source. The injected
current, lasr , is controlled in order to directly
cancel the harmonic part of the load current |,.

It is clear that no matter which technique is chosen
to mitigate supply current harmonics, for proper
design and system performance an accurate
knowledge of the supply system impedance is
required. Passive filter designs must be correctly
chosen to avoid setting up system resonances.
Active filter control stability can be severely
influenced by the supply impedance, particularly if
it varies. This work has therefore concentrated on
investigating techniques for supply impedance
measurement.

SYSTEM IMPEDANCE MEASUREMENT

System impedance values are invaluable for power
system modelling and simulation. In particular the
supply impedance is important for many
calculations such as fault current and cable ratings
[3]. if the system impedance structure for a
particuiar plant is known then it may be possible to
alleviate voltage distortion within that plant by
simply redistributing sensitive loads to points of low
harmonic distortion, or moving non-linear loads
accordingly, thus reducing the need for extra
equipment. Alternatively, passive filters can be
designed such that the filter resonant peaks avoid

Power Electronics and Variable Speed Drives, 16-19 September 2000, Conference Publication No. 475 IEE 2000
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further harmonic problems [2]. As mentioned
earlier, active filter control can also be improved,
particularly with regards to its dynamic
performance. Indeed it may also be possible to
create the ASF reference currents from this
information, i.e.

(1)

thus limiting the instrumentation required for ASF
control simply to that provided within the unit itself:
ASF current and PCC voltage measurement.
Several techniques have been proposed for
system impedance measurement. Most of these
strategies employ the use of special electrical and
measurement circuitry to derive a one-off estimate.
The approach described in this paper provides the
potential for embedding the impedance
measurement into the structure of the ASF itself,
so that on-line control optimisation can be

maintained. This clearly provides many
advantages
ONLINE IMPEDANCE MEASUREMENT
OVERVIEW

Several techniques have been tried in recent years
in order to measure impedance whilst the network
is energised. Particular attention has been paid to
measuring the supply impedance at customer
connections.

Active on-line methods involve injecting some form
of disturbance onto the energised network. The
response of the network to the injected signal is
used to calculate the impedance with respect to
the disturbance. Two distinct measurement
methods have proved most effective. The first
method involves systematically injecting a small
sinusoidal current signal over the frequency range
of interest, as in [3]. By measuring the phase and
amplitude of the voltage and cumrent at the
injection point the impedance may be measured
over the frequency injection range. The second
method involves injecting a narrow current spike
onto the network. This impulse like signal must
have sufficient spectral content over the frequency
range of interest. The resuiting voitage transient is
recorded and the impedance at that point may be
calculated in the frequency domain by equation 2,
F being the Fourier transform.

FV®)

0= am)
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With both methods there is clearly a trade off |

between disturbing the system sufficiently for

25

measurement purposes and interfering with the
network equipment operation. The latter active
method is more suited to a real time control
application as the injection and transient recording
times are shorter than for the former method.
Current spike injection has been used at the
transmission level for impedance measurement as
in [4], [5), [6]. In these papers distribution feeder
capacitor bank switching is used to induce the
required transient. Much smaller transients have
also been injected using thyristor switched
resistive loads so that the network is not adversely
affected [7]. This work has shown some success
for linear impedance measurement.

PROPOSED IMPEDANCE MEASUREMENT
SYSTEM
There are two impedance measurement

requirements within this project: (1) to develop a
stand-alone on-line impedance measurement
system and (2) to incorporate the system as part of
an ASF control scheme. The work described here
has concentrated on the first objective and will be
embedded into an ASF control scheme in the near
future.

The current impulse injection technique is
employed. In this approach a hardware structure
similar to an IGBT based ASF has been simulated,
as shown in figure 2. The DC link voltage is
switched across filter inductor L ¢ in order to create
a current spike of 625us duration. The amplitude
of the spike is approximately 60 - 100A. Both the
transient voltage disturbance and the input current
signal are recorded and an impedance estimate is
calculated according to equation 2. Figure 2 shows
the system simulated for evaluation of the supply
impedance measurement method. The frequency
range of interest was between DC and 2kHz.

H ic Generat
Supply impedance :frmomc norafor

- L=

LPF |\ _\
N Yy impedance
ADC Estimation

Figure 2: Supply impedance measurement

4th order Butterworth anti-aliasing filters were used
with a cut off frequency of 2.4kHz. A sampling rate
of 13 kHz was used with a Hamming window
applied to the sampled data. The high sampling
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rate was used in order to sample sufficient data
points within the injected current pulse. 8 bit A/D
quantization was used to account for measurement
noise levels present in a real system.

In order to negate the effect of the 50Hz supply
from the impedance spectrum a differential method
was used to remove the supply and its harmonics.
160ms (8 mains cycles) of voltage and current
data was recorded immediately prior to the
injection. A further 160ms of data was recorded
with sampling commencing at the start of the
current injection. By subtracting the first set of
data from the second the supply can be removed
from all measurements. Figure 3 shows an
example of a supply impedance network; this
impedance was used within simulation for
illustration of the injection technique.

55uH 55uH 55uH
._fYW\_EJWY\_{ I.JWY\_L —}—e
0.06 0.06 0.06
100uF 100uF

L ]
.

Figure 3: Supply impedance model

Current (A)
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time (s)

(b)

0.01

Voltage (V)

0 0.002 0.004 0.006 0.008
time (s)

0.01

Figure 4: Current and Voltage transients for
supply impedance measurements
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Figures 4(a) and 4(b) show recorded data after the
removal of the pre-transient current and voltage
respectively.
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Figure 5: Supply impedance estimate

The impedance was then estimated using the
Fourier transforms of the signals shown in figure
4(a) and 4(b), according to equation 2. This
estimate is shown as magnitude and phase plots in
figures 5(a) and 5(b). The solid lines indicate the
estimated impedance and the dashed lines show
analytic values.

It can be clearly seen from 5(a) and 5(b) that in the
simulated ideal case the technique works very
effectively in identifying passive impedances.
Indeed, the technique has been tried on several
more complex structures with a similar accuracy in
measurement. Furthermore, if the measurement
noise (simulated by poor A/D resolution) is
increased certain correlation techniques, [4] [6],
can be used in order to minimise the errors.
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NON-LINEAR IMPEDANCE MEASUREMENT

Difficulties arise when non-linear elements are
included within a network. The switching
transitions of power electronic devices change the
instantaneous impedance values and so render
impedance estimates made with the previous
method useless. For example, consider the non-

linear circuit shown in figure 6
Zsuggl¥
| =1
Vs inject ®
k=l
N
I.M.S.
Single Phase
Rectifier

Figure 6: Supply impedance measurement

If the linear technique is used as before in an
attempt to measure the impedance of Zsy in
parallel with Z,5s then misleading results will be
obtained. When the diodes are reverse biased
then only Zsny Will be measured and when the
diodes are conducting Zsypy in parallel with Zjgaq
will be measured. Further problems arise when
the diode bridge switches from non-conduction to
conduction mode during a transient injection. This
situation is illustrated by the measured voltage
transient for the circuit of Figure 6, shown as a
solid line in Figure 7. No anti-aliasing is used for
this figure in order to clarify the discontinuities.

Voltage (V)

0.005 0.01
time (s)

0.015 0.02

Figure 7: Voltage transient due to current
injection in non linear circuit
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If this transient data is used in order to estimate
Zgopy in parallel with Z,aq then impedance
estimates are obtained that are shown in figure
8(a) and 8(b). The dashed line shows the
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Figure 8: Initial estimate of Z,y and Zjg,g in
parralel

analytical impedance whereas the solid line shows
the estimated impedance using the injection
technique.

A numerical technique has been used in order to
overcome some of the problems introduced by
switching circuit elements. The time domain
extended Prony method [8] can be used to
estimate a transient signal in a linear circuit from
very few sampled data points. Using this method
the continuous section of the transient voltage in
Figure 7 may be extrapolated as if the circuit were
linear. This extrapolation is continued until the
voltage decays to zero. This is shown in Figure 7
by the dashed line. Therefore impedance
estimates can be made when the diodes are
conducting and when the diodes are not
conducting, simply by moving the position of the
injected current spike in relation to the supply
phase. During the conduction period Zs,py Iin
parallel with Z,,q Will be estimated. Similarly when
the diodes are reverse biased Zs,py Will be
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estimated. Figure 9 shows the impedance estimate
for Zsuppy in parallel with Zise4, as a solid line. The
analytic impedance response is again shown as a
dashed line. Zgyy is modelled as a simple
inductive and resistive supply model and Z,,5q is a
smoothing capacitor with a resistive load. With
knowledge of the passive impedance behind a
diode bridge rectifier, and the supply voltage to
that rectifier it is possible to estimate the current
harmonics drawn [9] and generate ASF reference
currents accordingly.
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Figure 9: Estimate of Zyy and Zjeq in parallel
using voltage signal extraploation

CONCLUSIONS

This paper has provided an overview of system
impedance measurement techniques currently
being investigated. Current spike injection certainly
provides an excellent passive impedance estimate
and can be used within stand alone
instrumentation to map the system distribution
impedance of a particular plant. This could prove
extremely useful for aiding with harmonic reduction
in offshore applications. The second technique
employing Prony extrapolation provides a method
for identifying non-linear load currents. Simulation

28

results using capacitively smoothed diode bridge
rectifiers have proved extremely encouraging.
Experimental investigation of these techniques is
now underway.
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Abstract: This paper describes a method for on-line measurement
of power system impedance to source. The method employs a
power electronic circuit to inject a small current disturbance onto
the energised power network, and the measurements of the
disturbance current and resultant voltage transient are used to
identify impedance. Simulation results demonstrate the
effectiveness of the technique for identification of the impedance of
transmission lines and linear loads. An alternative data processing
technique is introduced in order to address the measurement
problems associated with non-linear loads. This technique is also
illustrated using simulation.
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I. INTRODUCTION

Network impedance values are invaluable for power system
modelling and simulation. Without knowledge of a network
structure and the impedances that make up that structure it is
impossible to simulate or predict harmonic propagation
within a plant. Such information is vital when adding further
loads to a plant or altering existing equipment. Furthermore,
if the impedance structure for a plant is known then it may be
possible to alleviate voltage distortion problems by simply
redistributing sensitive loads to points of low harmonic
distortion{1].  Alternatively non-linear loads may be
repositioned thus removing the need for additional filters or
compensation equipment.

The supply impedance, in particular, is of interest. At a
simple level it is important for wiring, fuse and circuit
breaker calculations [3]. It is also important when designing
filters for power factor correction (PFC) or harmonic
attenuation. Active filter (AF) control may also be improved
with knowledge of the supply impedance. Indeed it is
possible to generate the AF reference currents from
measurements of voltage distortion and supply impedance. .

Several techniques have been proposed and demonstrated for
on-line linear impedance measurement. Active methods
involve disturbing an energised power network and then
measuring the resuitant transients. Impedance values over
the frequency range of interest may then be inferred. In this
paper one of these techniques has been demonstrated on
example linear systems by both simulation and experiment.
This measurement technique has also been applied to a
system with non-linear circuit elements ~ in this case a
capacitively smoothed diode rectifier. The discontinuous
current of the non-linear load (NLL) seriously degrades the
impedance estimate and therefore a signal processing
technique is introduced to allow identification of the system
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impedance without the NLL, and the passive impedance of
the NLL itself.

II. ON-LINE IMPEDANCE MEASUREMENT

Active on-line measurement methods involve injecting some
form of disturbance onto the energised network. The
response to such an injected signal is used to calculate the
impedance of the network at the point of measurement. In
networks with high voltage distortion in the frequency range
of interest it may be possible to use methods that do not
involve disturbance signals but this is not generally the case
[2]. Two distinct measurement methods have proved most
effective. The first method involves systematically injecting
a small sinusoidal current signal at each frequency of
interest, as in [3]. By measuring the phase and amplitude of
the voltage and current at the point of injection the
impedance may be calculated at each frequency. The second
method involves injecting a narrow current spike onto the
network. This impulse like signal must have sufficient
spectral content over the frequency range of interest. Both
the injected current and the resulting voltage transient are
recorded and the impedance at the point of injection is
calculated in the frequency domain by (1), F being the
Fourier transform.
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This approach has been used at the distribution level as in
{4), [5]) and [6]. In these papers distribution feeder capacitor
bank switching is used to induce the required transients.
Transients for this method have also been injected by
dedicated hardware as in (7).

With both methods there is clearly a trade off between
disturbing the system sufficiently for measurement purposes
and interfering with the network equipment operation.

Il PROPOSED MEASUREMENT SYSTEM

A practical measurement system has been developed for
current spike injection and the recording of the subsequent
transients. This work has only focused on single phase
impedance estimation. However, it is possible to extend the
technique to three phase circuits, using the approach
suggested in [6). A hardware structure similar to an IGBT
based active shunt filter (ASF) has been used as shown in fig.
1. The dc link voltage is switched across the inductor Lt in
order to create a symmetrical triangular current spike of
625 ®duration. In the frequency domain this signal will
provide a sinc function form of excitation. At 2kHz the
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excitation strength will be approximately 50% of the dc
excitation and at 3.2kHz the main lobe will decay to zero
strength. The amplitude of the current spike is
approximately 60-100A. Both the voltage disturbance and
the input current are recorded over a 160ms period using
dedicated hardware. The impedance estimate is calculated
within the host PC according to (1). Fig. 1 shows the
measurement  system for evaluation of the network
impedance at the point of common coupling (PCC).

Transient Generator (ASF)

Vs ‘ Ls
-

Network
impedance PCC

-

- l‘_
i Anti-aliasing
filters
IMPEDANCE
ADC ESTIMATION

Fig. 1. The overall control scheme

4™ order Butterworth anti aliasing filters were used with a cut
off frequency of 2.4kHz. A sampling rate of 13 kHz was
used with a Hamming window applied to the sampled data.
The frequency of interest was between dc and 2kHz. The
high sampling rate was used in order to sample sufficient
data points within the injected current pulse.  The
experimental hardware was equipped with 16 bit A/D
convertors although the simulations were conducted with 9
bit A/D quantization in order to emulate measurement noise
levels present in a real system.

In order to negate the effect of the supply voltage from the
impedance spectrum a two stage acquisition procedure was
utilised. A data record of 160ms (8 * S50Hz mains cycles) of
voltage and current data was taken immediately prior to the
current injection. A further record of 160ms was taken with
sampling commencing at the start of the current injection.
By subtracting the first data set from the second the influence
of the supply voltage, including its harmonics, can be
removed from all measurements. 160ms of data allows a
frequency resolution of 6.25Hz; the sampling window could
be reduced if a lower resolution is sufficient.

IV. SIMULATION RESULTS FOR A LINEAR SYSTEM

In order to demonstrate the technique successfully on a linear
system the procedure has been applied to the network shown
in fig. 2. This network model has been designed to model a
linear power network. The basic model includes a IMVA
transformer, a load with VAr compensating capacitor, a
length of transmission line and a 45kW load - eg a heater.
The network impedance was determined with respect to the
PCC. Figs. (3(a)) and (3(b)) show recorded transient data

after the removal of the pre-transient current and voltage
measurements respectively.
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Fig. 2 example network
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Fig3. Simulated and voltage readings.

The impedance at the PCC was then calculated using (1).
Figs. 4(a) and 4(b) show the magnitude and phase of the
impedance estimate. The solid lines show the impedance
estimate whereas the dotted lines show the theoretical
impedance values. Note that 9 bit A/D quantization levels
were used in order to emulate measurement noise within a
real system.
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(a) linear loads are again considered using the concept (_)f
4 = , 5 running quantities. In this paper an approach shall be used in
i order to identify linear impedances within non-lincar circuits
: and also to examine the effect that the non-linear elements
have on the impedance estimate obtained by the previous
method. Consider the circuit shown in fig. 6. An additional
: non-linear load — a capacitively smoothed diode bridge
SRR rectifier with a resistive load - has been connected in parallel
with the 45kW linear load in the network previously
considered. The same impedance measurement system has
been used although a sampling rate of 50 kHz has been
utilized. This is to aid signal processing accuracy. The
existing hardware will be capable of this sampling rate.

w

Magnitude (Ohms)
— n

0 500 1000 1500 2000

frequency (Hz) If the linear technique is used as before to measure the

(b) impedance of Z, (the linear network previously considered)

in parallel with Z, (the passive impedance behind the diode

bridge) then misleading results will be obtained. When the

diodes in the full wave bridge rectifier are reverse biased

only Z,, will be identified and when the diodes are

conducting Z,y in parallel with Z., will be identified.

Further problems arise when the diode bridge switches from
non-conduction to conduction during a transient injection.
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Fig. 4. Simulated impedance estimates

It can clearly be seen from figs. 4(a) and 4(b) that the
technique works very effectively in identifying passive
impedances. Indeed, the technique has been tried on several
more complex structures with similar accuracy in
measurement.  Furthermore, if the measurement noise is 0

increased there are correlation techniques, [4] and [5], that 0 500 1000 1500 2000 2500
may be used in order to improve the identification Frequency (Hz)

performance. (b)

V. EXPERIMENTAL RESULTS FOR LINEAR SYSTEM

The measurement method employed in the previous section
has also been used to estimate the impedance of a simple
load within the laboratory. Figs. 5(a) and 5(b) show the
impedance estimate. The dashed line shows analytical
impedance values taken from name plate data. The solid line
shows the impedance estimate as an average of ten
measurements; by averaging the impedance estimates
random errors may be reduced. The impedance estimates are

Magnitude (Ohms)
o o

Phase (rads.)

fairly good and further work is underway with more :

complicated circuit topologies. Oo 500 1000 1500 2000 2500
V1. NON-LINEAR IMPEDANCE IDENTIFICATION Frequency (Hz)

The vast majority of impedance estimation work to date has Fig. 5. Experimental impedance estimates.

been concerned with linear systems. Identification problems
duc to non-linear loads were considered in [8] although no
mathematical analysis was used to compensate. In [7] non-
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Fig. 6 Previous linear load with additional non-linear load

Impedance estimates were made for the circuit of fig. 6. The
measurement system was used to detect the diode switching
instants from discontinuities on the voltage waveform at the
PCC. Current spikes were injected shortly after these
transitions so that one measurement should estimate Z, in
parallel with Z. and the other should estimate Z,,. Care
was taken so that the voltage transient did not alter the bias
of the diodes, as the peak voltage transient was in the region
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Fig. 7 Impedance estimate for Zo.

2000

of 20V. Figs. 7(a) and 7(b) show the impedance estimate for
Z and Z,., in parallel whereas figs. 8(a) and 8(b) show the
estimate for Z,.. In both sets of figures the solid lines show
the impedance estimates made.

The dashed lines show the analytical impedance values. The
magnitude estimate in fig. 7(a) does partially identify the two
peaks although considerable errors are present. The phase
identification is meaningless. The situation in figs. 8(a) and
8(b) is even worse and no valid identification could be
drawn. This results from several factors including the strong
discontinuities in the voltage waveform, and its lower
amplitude reducing the signal to noise ratio.

VII NON-LINEAR IDENTIFICATION TECHNIQUE

In order to examine the poor performance of the
identification technique it is worthwhile examining the
transient voltage waveforms. The solid lines in Fig.10 and
fig.11 show the voltage transients for the two cases.
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Fig. 8. Impedance estimate for Z in parallel with Z,,

A numerical technique has been used in order to overcome
some of the problems introduced by the non-linear elements.
The time domain extended Prony method [9] is used to
estimate a transient signal in a linear circuit from very few
sampled data points. Using this method the continuous
section of the transient voltage in figs 9 and 10 may be
extrapolated as if the diode conduction positions did not
switch.
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Fig. 9 Voltage transient for Z,, identification.
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Fig. 10. Voltage transient for Zy in parallel with Z,, .

The results of applying this method to the voltage transients
are shown as dashed lines in each case. This extrapolation is
continued until the voltage decays to zero. As a result
impedance estimates may be made for the linear quantities,
Zyeo in parallel with Z,, and solely Z,e, even though the
actual circuit is clearly behaving in a non-linear fashion. For
the second case, Z, in parallel with Z,., the A/D accuracy
was increased to 12 bits. This was due to the fact that the
voltage transient was very small. Such accuracy may be
achieved by repeating the measurement many times and
averaging the results. Alternatively a larger current injection
could be applied. This problem is the subject of on going
work. The Prony extrapolation method does require some
additional information before the extrapolation may be
completed. An estimate of the number of poles within the
data must be supplied although this does not nced to be

exact. Methods are available for automatically deciding the
number of poles within the data [10].

VIII. RESULTS FOR NON-LINEAR SYSTEM

The circuit impedances may be calculated once more using
the extrapolated voltage sets. These results are shown in
figs. 11 and 12. The dashed lines show the analytical
impedance values and the solid lines show the new estimates.
The impedance estimate for Z, is a great improvement when
compared to the impedance using the measured voltage
signal, fig. 7. Although the impedance estimate in fig. 12 is
still far from the analytic value it is superior to the estimate
made in fig, 8 as the major peak in the magnitude has been
identified.
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Fig. 11. Impedance estimate for Z.. using extrapolated transient

It is now possible to identify the linear loads within the non
linear circuit. If prior knowledge of the circuit topology is
known then it may be possible to calculate the harmonic
currents drawn by the non-lincar loads by analytical means.
This could prove useful for harmonic generation
identification and tariff problems.

IX. CONCLUSIONS

A successful linear impedance measurement technique has
been demonstrated both practically and in simulation. A non-
linear load was added to the simulated network and the effect
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on the impedance estimates has been illustrated. The [3]
simulated results using this method with the addition of a
non-linear circuit indicate that a relatively small non-linear 4
load close to the point of measurement may invalidate the
measurements made. This well established method clearly
cannot cope when non-linear loads are introduced to the )
measured system. A numerical technique, the Prony method,
has been used in an attempt to overcome the inaccuracy due
to the additional load. This has shown promising results for [6]
the identification of linear elements within the non linear

circuit. This method is currently being tested in practice m
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Fig. 12. Imped i for Z,. in parallel with Z,.., using extrapolated
transient
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Abstract

This paper examines a technique for on-line measurement of power system supply impedance. The
method employs a power electronic inverter to apply a short duration transient onto the energised
power network. The voltage disturbance and the consequent current transient are measured and may
be used to identify supply impedance. Experimental results demonstrate the effectiveness of the
technique for identification of the impedance of transmission lines and linear loads. The performance
of this method is also examined in the presence of non-linear loads. An alternative data processing
method is introduced in order to improve the technique and to compensate for the measurement
problems associated with non-linear loads. This is also verified experimentally.

1. Introduction

Network impedance values are invaluable for power system modelling and simulation. Without
knowledge of a network structure and the impedances that make up that structure it is impossible to
simulate or predict harmonic propagation within a plant. Such information is vital when adding
further loads to a plant or altering existing equipment. Furthermore, if the impedance structure for a
plant is known then it may be possible to alleviate voltage distortion problems by simply
redistributing sensitive loads to points of low harmonic distortion[1]. Alternatively non-linear loads
may be repositioned thus removing the need for additional filters or compensation equipment.

The supply impedance, in particular, is of interest. At a simple level it is important for wiring, fuse
and circuit breaker calculations [3]. It is also important when designing filters for power factor
correction (PFC) or harmonic attenuation. Active Shunt Filter (ASF) control may also be improved
with knowledge of the supply impedance. Indeed it is possible to generate the ASF reference currents
from measurements of voltage distortion and supply impedance.

Several techniques have been proposed and demonstrated for on-line linear impedance measurement.
Active methods involve disturbing an energised power network and then measuring the resultant
behaviour of the network. Impedance values over the frequency range of interest may then be
inferred. In this paper one of these techniques has been demonstrated experimentally on a practical
system. An existing ASF connected to the supply is utilised to inject the disturbance at the point of
common coupling (PCC).

This measurement technique has aiso been applied to a system with non-linear circuit elements - in
this case a capacitively smoothed diode rectifier. The discontinuous current of the non-linear load
(NLL) seriously degrades the impedance estimate and therefore a signal processing technique is
introduced to allow identification of the supply impedance excluding the NLL.
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II. On-Line Impedance Measurement

Active on-line measurement methods involve injecting some form of disturbance onto the energised
network. The response to such an injected signal is used to calculate the impedance of the network at
the point of measurement. In networks with high voltage distortion in the frequency range of interest
it may be possible to use methods that do not involve disturbance signals but this is not generally the
case [2]. Two distinct measurement methods have proved most effective. The first method involves
systematically injecting a small sinusoidal current signal at each frequency of interest, as in [3]. By
measuring the phase and amplitude of the voltage and current at the point of injection the impedance
may be calculated at each frequency. The second method involves injecting a narrow current spike
onto the network. This impulse like signal must have sufficient spectral content over the frequency
range of interest. Both the injected current and the resulting voltage transient are recorded and the
impedance at the point of injection is calculated in the frequency domain by (1), 3 being the Fourier
transform.

2o JOO)
= Faw) o

This approach has been used at the distribution level as in [4], [5] and [6). In these papers distribution
feeder capacitor bank switching is used to induce the required transients. Transients for this method
have also been injected by dedicated hardware as in {7].

With both methods there is clearly a trade off between disturbing the system sufficiently for
measurement purposes and interfering with the network equipment operation.

III. Experimental Measurement System

A practical measurement system has been developed for a short duration current injection and the
recording of the subsequent transients. This work has been applied to both single phase and balanced
three phase, three wire, systems. Single phase simulation results were presented in [8). The work in
this paper has focused on the balanced three phase, three wire system. It may be possible to extend
the technique to the unbalanced three phase case by using the approach suggested in [6]. The
measurement system comprises an IGBT based ASF and a separate data acquisition system. The ASF
is utilised in order to apply the required disturbance to the supply. The overall system is shown in fig.

1.
PCC ' ACTIVE SHUNT PILTER !
' :
. | | !
M, i
i T
I reveyrrmpr RS i
. SUPPLY i_ AP 1
' . h ——»] ] :
IMPEDANCE | o ADC IMPEDANCE |1
ESTIMATION ¢,
i V12 -—-J '
| IMPEDANCE ESTIMATION SYSTEM '
Fig. 1. The impedance estimation system
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The ASF is controlled using a synchronously rotating frame of reference controller,[9]. Z,is a
Thevenin equivalent of the supply impedance. The impedance measurement system is made up of a
current and voltage transducer, anti aliasing filters, a two channel A/D converter and a host PC for
applying the data processing techniques to the experimental data.

As there are no other loads connected at the PCC the ASF draws only the current required to maintain
the dc link voltage. The voltage across the ASF inductors is controlled so as to inject an
approximately triangular current signal of 750us duration. The amplitude of this current spike is
limited by the voltage of the dc link and the ASF line inductance. Current injection amplitude has
been limited to between 30-50A,well within the network rating. Both the voltage disturbance and the
input current are recorded over a 160ms period using the dedicated hardware. The experimental
hardware was equipped with 16 bit A/D converters with a sampling rate of 51.2 kHz. 2 order
Butterworth anti aliasing filters were used with a cut off frequency of 10 kHz. Such a high sampling
rate was used in order to sample sufficient data points within the injected current pulse. The actual
frequency of interest was between dc and 2kHz. The impedance estimate is calculated within the host
PC according to (1). In order to negate the effect of the supply voltage from the impedance spectrum
a two stage acquisition procedure was utilised. A data record of 160ms (eight cycles of SOHz supply)
of voltage and current data was taken immediately prior to the current injection. A further record of
160ms was taken with sampling commencing at the start of the current injection. By subtracting the
first data set from the second the influence of the supply voltage, including its harmonics, can be
removed from all measurements, the supply voltage is effectively short-circuited. The influence of
any steady state current drawn is also removed. Certain assumptions have been made to justify this
approach:

1. The supply impedance is balanced, linear and does not change during the data

. acquisition period.

2. The supply voltage amplitude and frequency are constant during the data

acquisition period.

A balanced injection is applied so that the sum of the injected currents is zero. The injected current
on phase 1 is (+Ir) and the injected current on both phase 2 and phase 3 is (-I1/2). This technique will
allow a minimum number of transducers and will reduce on-line data processing requirements. Fig. 2
shows the example supply system used for this work.

-L\//\; R
A |,

PFC Capacitors PCC

Laboratory Supply

Vs Supply Transformer

Fig. 2. Example supply system

The supply used is the standard 3 phase, 415 V, 50 Hz 100A laboratory supply. The experimental
system is fed from a dedicated transformer with Power Factor Correction (PFC) capacitors connected
to the supply in Delta formation. The experimental line voltage was 310 V and the ASF dc link
voltage was controlled to be 680 V.

A single phase equivalent for this system may be derived. The voltages applied to both phase 2 and
phase 3 at the PCC are identical and as a result a short circuit may be assumed. An approximate
single phase equivalent of the laboratory supply is shown in fig. 3. The transformer and transmission
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line have been modelled by a single series inductance and resistance. An impedance estimate from
injection data may be used to identify the parameters in fig. 3. These values can be scaled
appropriately to yield the three phase circuit parameters. It should be noted that this technique will
only identify the positive sequence impedance terms of the supply.

Fig. 3. Single phase equivalent of supply

IV. Experimental Results for the Linear System without Supply

In order to demonstrate the technique the procedure has been applied to the network shown in fig. 2.
In order to correctly validate the technique an estimation of the impedance was initially made without
the supply connected. The primary side of the transformer in fig. 2 was short-circuited in order to
apply the estimation to a simple system without the supply connected. The dc link voltage of the ASF
was separately supplied by an isolated source. The measured transients are shown in fig. 4.
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§ 40 - 100 U
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Fig. 4. Experimental transient waveforms for the passive system

In order to verify the method sinusoidal currents were injected into the system at frequencies up to
2kHz, using a WaveTek Datron Calibrator. Both V; and i, were recorded over a number of complete
cycles and hence the impedance could be plotted with frequency. Fig. 5 compares this measured
impedance with the impedance estimated using the injection strategy. Line 1 (blue) shows the

estimated impedance using the injection technique. Line 2 (red) shows the alternative estimate using
sinusoidal injection at discrete frequency intervals.
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(Blue (1) — estimated using new technique, Red (2) — measured using calibrator)

V. Experimental Results for the Linear System with the Supply

The impedance estimation was repeated with the supply connected. Figure 6 shows the measured
transient waveforms after the steady state data was subtracted. The supply impedance was estimated
and is shown in fig. 7 as line 1 (blue). It was not possible to verify this result with an alternative
measurement. The supply impedance should be dominated by the inductance of the transformer and
the PFC capacitors. Hence the impedance of the supply should closely follow the impedance
measured with the calibrator, as shown in fig. 5. Line 2 (red) in fig. 7 shows this impedance. There
may be additional inductance associated with the supply and possibly some non-linear factors
affecting the estimate.
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Fig. 6. Transient waveforms for the on-line supply system
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It can clearly be seen from fig. 7 that the technique works very effectively in identifying the
impedance of the supply. Indeed, the technique has been tried on several more complex structures
with similar accuracy in measurement. Furthermore, if the SNR is decreased due to increased
measurement noise or reduced signal injection strength correlation techniques, [4] {5], may be used in
order to improve the identification performance. It should be noted that assumption 2 made in section
III is not strictly valid. Variations in supply amplitude or frequency mean that the steady state
compensation is not exact, leading to a spurious estimate at 5SOHz which can be seen in Figure 7.

V1. Non-Linear Impedance Identification

The vast majority of impedance estimation work to date has been concerned with linear systems.
Identification problems due to non-linear loads were considered in [10] although no mathematical
analysis was used to compensate. In [7] non-linear loads are again considered, in this instance using
the concept of running quantities. The effect that non-linear elements have on the impedance estimate
obtained by the described technique shall be examined. Furthermore, an additional data processing
technique shall also be used to improve estimated results.

Consider the circuit shown in fig. 8. An additional non-linear load - a capacitively smoothed diode
bridge rectifier with a resistive load - has been connected to the supply. The experimental supply is
rated at 50kVA and the additional non linear component is used to power a 1.6kW load.

SUPPLY Active Shunt Filter

_®__£, PcC oI |
Le E
HO— AL

z T

O s
a5 g W
] ronne | (i} IMPEDANCE
ESTIMATION
W, 5, . | [Viz H

Non Linear Load

Fig. 8. Noa-linear load connected to the supply system

If a measurement is made as before the resulting estimation of the supply impedance may be
adversely affected by the presence of the NLL. If any of the diodes in the bridge rectifier are
conducting during the transient data capture then they can be considered to be acting as short circuits.
As a result the linear components of the additional load must be considered. The conduction state of
the rectifier diodes may also change due to the transient injection resulting in discontinuities in the
voltage and current waveforms. This will further corrupt the supply estimate. In order to demonstrate
the potential effects two injection cases will be considered. The transient injection for each case will
commence at a different point in the supply cycle.

VII. Impedance estimates in the presence of the non linear load

For an accurate estimate of the supply impedance ideally all of the measured transient current should
flow into the supply. If the diode bridge rectifier interferes with the estimation process, some of the
current will flow into the bridge itself. In test 1 the injected transient was timed to occur just before
the conduction of the diodes in phases 1 and 3 (approximately 0.02 s in Fig 9). Fig. 9 shows the line
current and DC link of the capacitively smoothed diode bridge.
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Fig. 9. DC link voltage (blue) (1) and diode bridge Fig. 10. Equivalent injection circuit for test

current (red) (2) for test 1

A small pulse of current is drawn by the bridge at approximately 0.021 s, i.e. before natural
conduction of the diode in this line. Further distortion can be seen at approximately 0.022 s; the
current drawn by the conducting diode is quite distorted. In addition the dc link voltage of the diode
bridge rectifier increases to a value larger than its pre transient value. These changes to the conduction
of the diode and DC link voltage indicate that some of the injected transient current has penetrated the
diode bridge and consequently the transient decay and impedance estimate will be distorted. The
impedance which is now being estimated is now a combination of the supply impedance and the DC
link impedance (as shown in Fig. 10), although the discontinuities in the current measurement will
distort the estimate. The impedance estimate from this data is illustrated in Fig. 11.

20 15
—~ 1
p @ g 10 e )2
g 10— A2 < | —@
= \(\j 8 ! y\
[
§ \;\& ] 2 0 AVA = ]
3 0 =) e P o
@ g 6
-10 -10
0 500 1000 1500 2000 0 500 1000 1500 2000
Frequency (Hz) Frequency (Hz)

Fig. 11. Impedance estimate test |

(Blue) (1) — estimated using new technique, Red (2) — measured using calibrator)

A second test (test 2) was performed whereby the transient was injected well away from the
conduction points for the diodes in phases 1 and 3. The diode bridge line current and DC link voltage
are illustrated in Fig. 12; neither are significantly changed by the transient injection. This shows that
the DC link has not been greatly affected by the transient. Fig. 13 shows the equivalent circuit
topology for test 2. As the transient voltages for phase 2 and phase 3 are controlled to be the same, no
transient current should flow between them. Hence the injection measurements should still estimate
solely the supply impedance. The transient has decayed almost completely by the end of this test and
further decays during the next time period where no diodes are conducting. The transient data from
this injection was used to calculate a supply estimate. This impedance estimation is shown in fig. 14.
Fig. 14 verifies that the supply estimation was still fairly good as was expected.

The two different estimates made in the presence of the NLL clearly show how this small additional
load can affect the supply estimate. Test 1 illustrates that the time at which the injection is applied is
critical. The amplitude of the voltage disturbance is also very important.
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Fig. 14. Impedance estimate for test 2

(Blue (1) — estimated using new technique, Red (2) — measured using calibrator)

The second injection shows that by careful positioning of the injection it may be possible to still gain
a satisfactory estimate of the supply impedance. In this instance the decay time of the transient was
critical. If the decay had taken considerably longer the current measured in phase 1 may have been
affected by further diode commutations. In this case it was important that phase 2 and phase 3 were
effectively short circuited as it allowed a sufficient uncorrupted measurement window in which to
capture the vast majority of the decaying signals. This is a further advantage of this measurement
system although significant alterations would be required for an unbalanced system.

VIII. Extensions to the data processing algorithm

A numerical data processing technique has been used in order to improve the measurement technique
and to overcome some of the problems introduced by non linear loads. The time domain extended
Prony method [11] can be used to estimate a decaying transient signal from very few sampled data
points. This is a parametric method that assumes the decay can be modelled as the solution to a
homogenous differential equation. If a continuous section of transient data is recorded in a stage of
the injection when transient current is only flowing into the supply a sufficient response may be
extrapolated for the existing technique. Hence by recording only a small section of transient data a
reasonable estimate of the supply may still be made. Using this method may allow far superior supply
impedance estimation in the presence of non linear loads by removing discontinuities in the
waveforms and so only estimating the supply impedance. There are further possible advantages to
such an approach. The amount of measurement data may be reduced greatly, although this is at the
expense of more processing power. Reducing the measurement duration will ensure that the
technique is less vulnerable to variations in supply frequency, supply amplitude and changes in supply
impedance. As the Prony method calculates the time domain response as a sum of exponential terms
it is a simple task to directly calculate equivalent parameters of the supply as in fig. 3. The method
involves a least squares approach so that noise rejection will be high. The Prony extrapolation
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method does require high accuracy measurements, the 16 bit A/D converters have proved sufficient in
this work. An estimate of the number of poles in the system must also be provided although this does
not need to be exact. Methods are also available for automatically choosing the number of poles from
the data [12].

IX. Improved results using the Prony method

In order to demonstrate the effectiveness of the Prony method a further injection was applied to the
circuit of fig. 8. The recorded transients are shown in fig. 15. Line 2 (red) is used to denote the
measured signals. This data has been used to estimate the supply impedance.
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Fig. 15. Measured data and Prony extrapolated data

The Prony method was then applied to both the current and voltage waveforms. 90 samples of the
transient were taken starting at time samples 53. These sections of data were extrapolated using the
time domain extended Prony method. The number of system poles was automatically chosen by
examining the magnitude and frequency of the poles initially generated. The extrapolated signals are
recombined with the first measured samples. The reconstructed waveforms are shown in fig. 15.

Line 1 (blue) is used to display the predicted waveforms. Fig. 16. Shows a comparison between the
impedance estimate made with the unprocessed data and with the estimate made with the extrapolated
waveforms. Line | (red) shows the result of using the unprocessed data. Line 3 (green) is used for
the supply estimate made using the processed data. Line 2 (blue) shows the comparison estimate from
earlier figures (measurement using the calibrator)
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A clear improvement can be seen when using the extrapolated data set. In this case the a diode
commutation occurred towards the end of the transient decay. The Prony method allowed an
estimation to be made without using this section of the measured data. As a result a large
improvement was possible. The initial stages of the injection must still be made whilst no injection
current is flowing through the NLL. A minimum length of continuous data is also required for a
reasonable estimate. Work is currently being conducted on these problems with the aim of
developing an on-line measurement system as part of the ASF.

X. Conclusion

An impedance measurement technique has been successfully demonstrated experimentally on an
example linear supply system. A non-linear load was added to this network and the effect on the
impedance estimates has been illustrated. The experimental results using this method with the
addition of a non-linear circuit indicate that a relatively small non-linear load close to the point of
common connection may invalidate the measurements made in certain instances. A numerical
technique, the Prony method, has been used in an attempt to improve the basic technique and to
overcome the inaccuracy due to the additional load.
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Estimation of Power Supply Harmonic Impedance Using a
Controlled Voltage Disturbance

Mark Sumner, Ben Palethorpe, David Thomas
School of Electrical and Electronic
Engineering
University of Nottingham, UK

Abstract: A novel method for power system impedance
estimation is presented. The method employs a power
converter to inject a voltage transient onto the supply
system. The impedance is estimated through correlation
of the measured voltage and current transients.
Simulations and experimental results demonstrate the
effectiveness of this measurement technique,

1. INTRODUCTION

The estimation of the effective source impedance of a power
system from a particular point of connection is an important
and challenging task. An accurate knowledge of the harmonic
impedance allows the identification of potential system
harmonics and resonance problems and is useful for passive
harmonic filter design [1]. Additionally it can provide
significant improvements to the design and operation of
active filters, particularly if the impedance can be monitored
in real-time [2,3]. The lack of a good knowledge of network
structure and parameters usually leads to difficulty in
simulation or prediction of harmonic propagation.

Several methods have been proposed in the literature to
measure on-line the frequency characteristic of the impedance
in a power system and they are usually based on the injection
of a current disturbance onto the energised system and on the
measurement of the resulting voltage transient [2-9]. This
may be through the connection of a transformer (inrush
current) (8] or a capacitor bank (normally used for power
factor correction) [7]. These measurements are then evaluated
using signal-processing techniques to provide an impedance
estimation. In both cases there is no true control over the
disturbance, and no facility for continual on-line
measurement. This paper describes a novel technique for
measuring the power system impedance back to source. The
technique employs a power electronic converter, which
injects a voltage transient onto the network via an inductor.
The resulting current is correlated with the disturbance
voltage to determine the impedance {3]. As the technique
employs controlled power electronic devices it may be used
as a stand alone piece of a portable measurement equipment,
or it may be embedded into the functions of an Active Shunt
Filter for improved harmonic control [2,11].

Pericle Zanchetta
Politecnico di Bari, Italy University of Palermo, Italy

Maria Carmela Di Piazza

The algorithms have been evaluated using the MATLAB
maths processing package, on data obtained from circuit
simulation using the SIMULINK Power Systems Blockset
(PSB). A very good impedance estimation is achieved and the
simulation results indicate that this technique works
effectively for various simple network topologies.
Experimental validation is also presented for several test
impedance structures.

1. THE IMPEDANCE ESTIMATION METHOD

The basic principle of operation is simple, and is described in
more detail in [3]. A voltage transient is injected onto the
network via a coupling inductor. The transient current and
voltage measured at the point of coupling to the supply are
recorded over the transient period - in this case 160 ms. To
remove the effects of the source voltage itself from the
transient, the current and voltage measured during the 160 ms
before the transient are recorded and subtracted from the
transient data. The resultant data set is processed using the
MATLAB embedded function TFE (Transfer Function
Estimation). The TFE function estimates the transfer function
of a system with measured input and output quantities using
Weich's averaged periodogram method [10]. 1 this case the
measured voltage is the input vector and the measured current
is the output vector. The voltage - magnitudes at each
frequency (calculated from a DFT) are squared to form the
Power Spectral Density of the input quantity, Pxx. The

~products of the DFTs of the voltage and current sections are

averaged to form Pyy, i.e. the Cross Spectral Density of input
and output quantities. (The data is windowed using a Hanning
Window). The system transfer function is then found by
dividing Pxx by Pxy. Finally, the estimated impedance
characteristic is compared with the ideal one obtained by
means of the Bode diagram of the calculated theoretical
impedance of each model, in order to evaluate the accuracy of
the estimation.

For the simulation work three systemvload models have been
adopted, as illustrated in Figs. 1 - 3. (In each figure, the point
of coupling of the transient injection circuit is the left-hand
side of the model.) The representation of Figure 1 is a very
simplified system where only an inductive load is taken into
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account |7]. In models 2 and 3 the representation 1S more
detailed to include components such as power transformers,
transmission lines, feeder load etc. In particular in load model
2 a | MVA power transformer is represented by an R-L series
branch, and a 3 km long transmission line is represented by
an R-L series branch and a capacitance shunt branch. In this
case a shunt R-L branch represents the system load. Model 3
accurately represent a medium scale power system. In
particular a 1 MVA transformer is represented by a series
inductive branch while an R-L series branch and an R-C
shunt branch represent a 3-km long transmission line. In
addition, two R-L loads are represented in model 3 as shunt
R-L branches: the one placed before the transmission line, in
particular, is represented together with its reactive power
compensating capacitor.
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Fig. 1 - Model 1 - a simplified system considering only the transformer
inductance
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Fig. 2 - Model 2 - including transformer, transmission line and a load.

For the simulations carried out in this work, a PWM voltage
source was implemented, as this best represents the controlled
voltage source used in the experimental rig. The transient
reference is shown in Fig. 4. This waveform injects a signal
rich in the harmonics of 50 Hz, and has sufficient resolution
(6.25 Hz) to provide a useful impedance map.
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Fig. 3 - Model 3 including transformer, transmission line, load and power
factor correction capacitor
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Fig. 4 - Modulating transient voltage (160ms)

It is necessary, to incorporate a current control within the
transient injection block to ensure that the injected current has
a small magnitude — 10 A - to prevent damage to the power
converter or power system components. This control
comprises a current feedback control loop through a PID
regulator (with a reference of 0 A). Added to the output of
this regulator is a replica of the supply, as a feed-forward
compensation, and the transient signal itself. The full
simulation circuit is shown in Fig. 4, with the transient
injection system expanded.

The simulation results presented show the identified
amplitude and phase vs frequency of the estimated
impedance, as well as the ideal impedance. It can be seen
from Figs. 6 to 8 that the estimates are very good for all the
models — the two traces are barely distinguishable from each
other. Moreover the measured current maintains an average
value within 10A — within the currents limits of even small
power electronic devices. It should be noted that these results
include a white noise signal with amplitude of 1% of the
maximum current amplitude. All quantities are sampled using
an appropriate anti-aliasing filter.
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Fig. 5 - SIMULINK Power System Blockset scheme of model 2 and the

PWM + transient voltage source block.
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In general, the simulation results show that linear system
impedances can be estimated to a good accuracy using this
technique. Resonant peaks are correctly identified, and the
resolution of 6.25 Hz is entirely adequate for impedance
estimation purposes. The duration of the transient and steady
state data capture time is therefore 320 ms total. There is
obviously a tradeoff between length of transient and data
capture time (ie speed of estimate update) vs resolution.

I1l. EXPERIMENTAL PROCEDURE

The initial simulation work was carried out using a single
phase circuit approximation only. The method was developed
for three phase power systems and therefore the impedance
estimation method was validated using a three phase
experimental facility based upon a typical active shunt circuit
configuration [11]. The experimental setup is illustrated in
Fig 9. The initial work reported here assumes a balanced three
phase load.
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Fig. 9 — The experimental equipment (one phase only is illustrated)

The figure shows only one phase (for simplicity). The overall
control is performed by a Texas TMS320C44 DSP. The DSP
is interfaced to a host PC to provide user i/o and data capture
facilities. The controller measures line current and the line
voltage at the point of connection via 16 bit analogue to
digital converters; a standard active shunt filter control
strategy is employed [11], which controls the filter current
using a d-q axis reference frame synchronised to the supply
fundamental voltage. (A small d axis current flows to keep
the DC link capacitor charged to Vdc). The d-q reference
voltages are modulated to instantaneous phase reference
voltages, and a sinusoidal PWM strategy is used to convert
the these to suitable device switching signals.

The transient injection is stimulated by a user request. Before
the transient is injected a 160 ms period of data is captured to
assess the ‘steady state’ harmonics present. The transient
waveform (of similar shape to that shown in Fig. 4.) is then
added to the instantaneous reference voltages, synchronised
to the zero crossing point of the filter voltage demand, and
again a 160 ms block of data is captured. Both data sets are
then passed to the host PC for post processing using the same
MATLAB routines as those used for the simulation work.
The voltage steps used by the injected transient are +70 V,
+105V,-70 V and -35 V.

IV. EXPERIMENTAL RESULTS

The experimental procedure for impedance estimation was
performed on four combinations of components. Firstly the
impedance of the supply transformer alone was estimated.
This was assumed to be predominantly inductive. The
measured line voltage and current are illustrated in Fig. 10,
and the resultant impedance estimate is shown in Fig. 11.
Again amplitude and phase versus frequency are plotted for
the estimated impedance. It can be seen that supply
transformer has a leakage inductance of 1.15 mH.

To verify this a known inductance of 0.6 mH was connected
in series with the supply transformer and the experiment

repeated. ‘I'he result of this test 1s illustrated in Fig 12. The
combined inductance is measured as 1.78 mH. Fig 12 also
shows the ideal impedance obtained by simply adding the
measured transformer impedance to the known inductor
impedance, and it can be seen that a good correlation is
obtained.

A more complex impedance was created by adding a
capacitor of 100 uF in parallel to the supply transformer. The
capacitor was measured independently and found to have a
resistance of approximately 0.4 €. A resonant circuit was
now formed, and the ideal impedance variation with
frequency is plotted alongside the estimated impedance from
voltage injection in Fig 13.
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Fig 11 = The supply tranformer impedance estimate

The fourth test was performed on a pi connected circuit as
shown in Fig 14. In this case R1 and L1 are the supply
transformer, C1 is the 100 uF capacitor, L2 is the 0.6 mH
inductor, and C2 is a 50 uF capacitor. The measured voltage
and current during the transient are shown in Fig 15, and the
ideal and estimated impedances are shown in Figures 16a
and 16b, for different frequency scales.
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It can be seen that for each test, the transient injection and
implementation of the TFE provide a good estimate of the
impedance back to the supply. As mentioned earlier, a ‘steady
state’ data set is captured to eliminate the errors introduced
into the impedance calculation, by the 50 Hz source and other
system harmonics present. This works very well in simulation
[3], but unfortunately these source harmonics change from
period to period in real life and cannot be accurately
compensated for. This can be seen in Fig 16 where the
impedances at 50 Hz, 250 Hz and 350 Hz form significant
discontinuities. Indeed it is fairly obvious that the estimates at
these frequencies (and also 550 Hz, 650 Hz etc) will probably
be inaccurate, and as such it is possible to ignore the
estimates at these frequencies and interpolate, as has been
carried out for Figs 11,12 and 13.

V. CONCLUSIONS

A new method to estimate impedance of a power system
using a power electronic converter has been proposed and
validated. The technique has been developed using simulation
with the Simulink Power System Blockset. It is based on the
injection of a suitable transient voltage onto the system,
measuring the resulting current transient and then processing
them both using the MATLAB embedded function - TFE
(Transfer Function Estimation).

The method has been tested on four different passive circuits
using an experimental facility based upon a three phase active
shunt filter. The impedance estimates agree with the predicted
impedances, demonstrating that the method works well in the
presence of PWM waveforms, measurement noise, limited
resolution (A/D converters), general noise due to power
system harmonics and the switching noise present in a large
experimental power electronic laboratory.

The estimation method can be embedded into the control
algorithm for an active shunt filter to provide on-line
impedance estimates for control optimisation and reference
current prediction. Alternatively, a stand alone portable
measurement device could be constructed for the
measurement of system impedance at several points around a
network. This could be used for the construction of an
equivalent mesh circuit for the prediction of harmonic
propagation or load flow and stability studies. Work is on-
going in these areas.
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A Technique for Power Supply Harmonic Impedance
Estimation Using a Controlled Voltage Disturbance

Mark Sumner, Ben Palethorpe, David W. P. Thomas, Pericle Zanchetta, and Maria Carmela Di Piazza

Abstract—A method for power system impedance estimation
is presented. The method employs a power converter to inject a
voltage transient onto the supply system. As the technique em-
ploys controlled power electronic devices it may be used as a stand
alone piece of a portable measurement equipment, or it may be
embedded into the functions of an active shunt filter for improved
harmonic control. The impedance is estimated through correla-
tion of the measured voltage and current transients. Simulations
and experimental results demonstrate the measurement technique
is highly accurate and effective,

Index Terms—Impedance measurement, industrial power sys-
tems, power quality, power system measurements.

I. INTRODUCTION

HE estimation of the effective source and load harmonic

impedance from a particular point of connection is an
important and challenging task. Harmonic penetration studies,
transient analysis, and passive harmonic filter design [1]-[3]
would all benefit from an accurate knowledge of the harmonic
impedance of the power system. Additionally, it can provide
significant improvements to the design and operation of active
filters, particularly if the impedance can be monitored in real
time [4], [S], [7], [11). Usually there is very little data available,
but, even with adequate documentation the complexity and
dynamic nature of the power system may prohibit reliable
estimation of the harmonic impedance. Measurement of the
harmonic impedance is also very difficult because the power
system is a coupled three phase circuit; the power supply and
loads may contain harmonic sources and signals of significant
or measurable levels have to be injected across the whole range
of frequencies of interest.

Several methods have been proposed to measure the on-line
frequency dependent characteristics of the power system
impedance. Usually these methods involve the creation of
a disturbance on the power system and the measurement of
the voltage and current transients from which the harmonic
impedance is evaluated using suitable signal processing tech-
niques based on Fourier analysis. In {1], [2], [6] high frequency
voltage and current transients are created through capacitor
bank switching and then spectral analysis of the transients
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provides the frequency domain impedance characteristics.
Switching of a load to provide a 100-500 ;s/10-100 A current
pulse has also been suggested in {7] where the harmonic
impedance is derived from the analysis of the voltages and
currents before and after the disturbance. In all these methods,
however, the disturbances are uncontrolled and the presence of
power system harmonics are not adequately accounted for [12].
In addition, the accuracy of these methods is not quantified.
Rhode et al. [10] proposed using a network analyzer to measure
the system harmonic line impedance, but this is a relatively
expensive solution which is not appropriate for real time mon-
itoring of the three phase power system. The work is further
developed in [14], [15] to provide an inexpensive measurement
technique using a standard PC with good audio band i/o capa-
bilities. A more advanced technique which uses fully controtled
current injection and can distinguish between the load and
source characteristics has been proposed by Tsukamoto [8]. In
[8] inter-harmonics are injected assuming the source and load
only provide voltage and current distortion at the harmonic
frequencies. The power system harmonic impedance is then
interpolated from the inter-harmonic measurements, with a
standard deviation of 10% quoted for experimental measure-
ment of a supply transformer. In [16], Vermeulen employs a
MOSFET bridge to inject a pseudo random binary sequence, to
identify the impedance of a voltage transformer. However, this
work identifies the impedance of pieces of equipment when
they are disconnected from the supply utility, as opposed to
when they are fully operational.

This paper describes a novel technique for measuring the
power system harmonic impedance back to the source. The
technique involves a power electronic converter, which injects
a voltage transient on to the energized network via an inductor.
The injected voltage transient has a frequency resolution of
6.25 Hz which provides inter-harmonic values and thus allows
for the interpolation of the system impedance at the harmonic
frequencies. The resulting transient current is correlated with
the disturbance voltage to determine the frequency dependent
impedance [S). As the technique employs controlled power
electronic devices it may be used as a stand alone piece of
portable measurement equipment, or alternatively can be em-
bedded into the functions of an active shunt filter for improved
harmonic control [4], [5]. The major advantage of this method
when compared to those described in [1}, [2], [6], [7] is that
the injected transient is fully controlled. It can be triggered
at any instant (or on a periodic basis), and employs current
controllers which can be used to limit the size of the peak
of the current disturbance. When compared to the methods
described in {8], [10], the work described here uses a much

0885-8993/02817.00 © 2002 IEEE
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impedance measurement.

The algorithms have first been evaluated using the MATLAB
[9] maths processing package, on data obtained from the
circuit simulation using the SIMULINK [9] Power Systems
Blockset (PSB). A very good harmonic impedance estimation
is achieved with the simulation data and experimental results
indicate that this technique works effectively for various simple
network topologies.

1. THE IMPEDANCE ESTIMATION METHOD

The basic principle of operation is simple. A voltage tran-
sient is injected onto the power network via a coupling inductor.
The transient current and voltage measured at the point of cou-
pling to the supply are recorded over the transient period—in
this case 160 ms. This duration was chosen simply to provide
a frequency resolution of 6.25 Hz. This resolution means that a
reasonably smooth plot of impedance versus frequency can be
obtained, easing the process of deriving a transfer function for
the impedance. In addition, the method provides a significant
number of points other than the common noninteger harmonics
(fifth, seventh, eleventh, and thirteenth). This is advantageous in
providing sufficient results to interpolate around these common
harmonics, as will be seen in Section IV. The 160 ms duration
provides a compromise between frequency resolution and tran-
sient duration/update time.

The shape of the voltage transient should excite the harmonic
frequencies of interest. The resultant data set, is processed by
examining the frequency content of both measurements. The ob-
vious approach is to obtain a discrete fourier transform (DFT)
of both of the captured waveforms, and an impedance estimate
can be found by dividing the DFT of the voltage measurement
by the DFT of the current measurement. A better approach is to
use the MATLAB embedded function transfer function estima-
tion (TFE). The TFE function estimates the transfer function of a
system with measured input and output quantities using Welch's
averaged periodogram method [91. In essence. the voltage data

0.18 02 0.28 03

Time (s)

0 0.08 0.1

Fig- 2. Modulating transieat voltage (160 ms).

set is auto correlated, and a cross correlation is obtained of the
voltage and current data sets, before the DFT is employed. This
approach improves the signal to noise ratio by filtering out the
uncorrelated noise. In particular this reduces the large abso-
lute errors in the impedance estimate at the frequencies where
the voltage and current signal strengths are low. The correlated
noise is either at much higher frequencies (converter switching
frequency) or can be corrected for directly (such as by sub-
tracting 160 ms of the pre-transient data from the transient data).

The system simulated is illustrated in Fig. 1. A controlled
voltage source is connected to the supply network via a coupling
inductor. In this case, the network comprises a 50 Hz source with
predominantly inductive impedance and with a capacitor con-
nected in parallel. At the fundamental frequency (50 Hz) there
are thus two sources; the supply and the 50 Hz component of the
injected transient. By the superposition theorem the total funda-
mental currents and voltages must be the superposition of the
contribution from the two sources. The contribution from the
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supply can be compensated for by assuming that it is static over
the measurement period. The voltages and currents are recorded

for eight cycles just before the injection of the transients (7' = -

160 ms) and then subtracting this from the subsequent transient
voltage and current. If the sample period is At, then the super-
imposed transient data samples Dg(kAt) are given in terms of
the sampled pre-injection samples Dp(kAt — T') and the sam-
pled post-injection transients Dr(kAt) by

Ds(kAt) = Dr(kAt) — Dp(kAt - T) n
where k = 1 to (T'/At) and is an integer number.

The supply will also be a source of harmonics on a practical
system, but it can be shown that (1) will also compensate for the
supply harmonics.

The transient voltage signal must excite the frequency range
of interest. For this project, the frequency range was limited to
1 kHz, as this contained the predominant low order harmonics
associated with large nonlinear loads such as power electronic
converters. The waveform shown in Fig. 2 was found to con-
tain sufficient spectral excitation over this frequency range, and
provided a frequency resolution of 6.25 Hz. The magnitude has
been chosen experimentaily to prevent an excessive injection
current. Initial research assumed an ideal source {5]. In the sim-
ulations presented here, a more realistic source was chosen—a
pulse width modulated (PWM) inverter. As this is no longer
an ideal source, the supply fundamental and harmonics would
cause a large circulating current through the transient source.
Therefore, a current controller must be employed to reduce this
current to zero; a PID controller is used, with additional feed-
forward control obtained using the voltage measurement at the
point of coupling. The final control for the transient voltage
source is shown in Fig. 3.

Three system/load models have been adopted, as illustrated
in Figs. 4-6. These loads correspond to the experimental loads
used. The representation of Fig. 4 is a simplified system where
only the supply inductance is estimated. In models 2 and 3 the
representation is more detailed to include resonances caused by

R1 L1

-9

Fig. 4. Model 1—a simplified system considering only the transformer
inductance (R1 = 0.4 Q,L1 = 1.15 mH).

I

—

Fig. 5. Model 2—including transformer, and a parallel capaciance (C1 =
100 uF, R1 = 0.4 Q).

added parallel capacitance. It should be noted that the work re-
ported in [5] considers distribution level components such as
power transformers, transmission lines, feeder load etc. To com-
plete the simulated system, random noise and truncation have
been incorporated onto the measurements to simulate the effects
of a real digital data acquisition system. The noise has an am-
plitude of 0.1 A, and the truncation is chosen such that a 16 bit
analogue to digital converter is simulated.

The simulation results presented show the identified ampli-
tude and phase versus frequency of the estimated impedance.
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Fig.6. Model 3 including transformer, parallel capacitor, line inductor and further parallel capacitor (R3 = 0.04 {2, R4 = 0.4, L2 = 0.6 mH,C2 = 50 mP).
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Fig.7. (a)Estimate of model 1 impedance (dotted trace is the ideal impedance, Sy (iz)

solid trace is the estimated impedance), using straightforward DFT. (b) Estimate
of model | impedance (dotted trace is the ideal impedance, solid trace is the  Fig. 9. Estimate of model 3 impedance (dotted trace is the ideal impedance,
estimated impedance), using TFE function. solid trace is the estimated impedance).

as well as the ideal impedance. Fig. 7(a) shows an estimate of low current strength, the uncorrelated noise dominates, and this
the impedance of circuit 1 when the impedance is calculated can be particularly seen in the phase estimate. By contrast, Fig.
directly from a DFT of the voltage measurement divided by a  7(b) illustrates the impedance estimate when the TFE function
DFT of the current measurement. This estimate is extremely in-  is employed. It can be seen from Figs. 7(b), 8 and 9 that the esti-
accurate. At the frequencies where there is low excitation and  mates are verv good for all the models—the estimated and ideal
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Fig. 10. Experimental facility (one phase only is illustrated).

impedances are barely distinguishable from each other. More-
over the measured current maintains an average value within
20 A—within the currents limits of even small power electronic
equipment. In general, the simulation results show that linear
system impedances can be estimated to a good accuracy using
this technique. Resonant peaks are correctly identified, and the
resolution of 6.25 Hz is entirely adequate for impedance esti-
mation purposes. The duration of the transient and steady state
data capture time is therefore 320 ms total. There is obviously a
trade-off between length of transient and data capture time (i.e.,
speed of estimate update) versus resolution.

III. EXPERIMENTAL PROCEDURE

Although the initial simulation work was carried out using a
single phase circuit approximation only (for simplicity and to
improve processing speed), the method was intended for three
phase power systems and therefore the impedance estimation
method was validated using a three phase experimental facility.
The controlled source required for the voltage injection was
simply a voltage source inverter employed in a standard, active
shunt filter configuration [13). The experimental facility is il-
lustrated in Fig. 10.

Fig. 10 shows only one phase for clarity. The power electronic
converter is an FKI Industrial Drives 45 kW IGBT inverter, cou-
pled to the point of injection viaa 1.2 mH “filter” inductor. The
source voltage for these tests is supplied from a transformer
to provide a 240 V, 50 Hz supply. The dc link capacitance is
1.2 mF, and the dc link voltage is maintained constant at 720 V
using a control loop. The reduction in supply voltage is due to
the overall nature of this particular experimental facility. It is
also used for research into advanced active filter control strate-
gies [13], and the larger ratio of dc link voltage to supply peak
voltage allows for greater flexibility. in the control laws. Several
combinations of line inductor and ac capacitors were available
to create networks for the “impedance to be identified” as shown
in Fig. 9.

A Texas TMS320C44 digital signal processor (DSP) per-
forms the overall control functions. The DSP is interfaced to a

measurement (via anti-aliasing
filters)

host PC to provide user input/output and data capture facilities.
The controller measures the line current and the line voltage at
the point of injection using 16 bit analogue to digital converters,
to provide a good signal to noise ratio (SNR). A standard active
shunt filter control strategy is employed [13], which controls
the filter current using a d—q axis reference frame synchronized
to the supply fundamental voltage. A small d axis current
flows to keep the dc link capacitor charged to Vi (720 V).
The d-q reference voltages are modulated to instantancous
phase reference voltages, and a sinusoidal PWM strategy is
used to convert these to suitable device switching signals. The
switching frequency used was 4 kHz, and therefore the control
sample period was 125 us.

The impedance identification is obtained through a small
modification to this current control strategy. The transient
injection is stimulated by a user request. Before the transient
is injected a 160 ms period of data (measured line voltage and
current) is captured to allow compensation of the “steady state”
harmonics present as described in Section II. The transient is
then added to the instantaneous reference voltages. A transient
waveform which has the same shape to that shown in Fig. 2 is
added to the phase A reference voltage. The voltage steps used
are +70 V, +105 V, —70 V and —35 V. Transient waveforms
of opposite polarity and half the magnitude are added to the
remaining two phase reference voltages to maintain a balanced
three phase set. The controller synchronises this transient to
the zero crossing point of the filter voltage demand. Again a
160 ms block of data is captured.

The data used for impedance estimation is captured using
a second processor system—in this case a Siemens SAB167
microcontroller. The data capture is triggered by the C44
processor to coordinate it with the transient injection. It
does not interfere with the operation of the power electronic
circuit. Again, in this circuit 16 bit AD converters are used to
provide a good SNR, and particular attention has been made
to matching the frequency characteristics of the voltage and
current transducer and filter circuits. A sampling frequency of
51.2 kHz has been used although it is not strictly necessary as
the frequency range of interest is below 2 kHz. The anti-aliasing
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Fig. 11. Transient line voltage and current for the supply transformer only.

filters have been designed with a cut-off frequency of 10 kHz.
Note that the switching frequency components contained in the
measurements will be processed, but are outside the range of
interest for this project. The captured data sets are then passed
to the host PC for post processing using the same MATLAB
routines as those used for the simulation work.

IV. EXPERIMENTAL RESULTS

The experimental procedure for impedance estimation was
performed on four combinations of components. Firstly the
impedance of the supply alone was estimated. The measured
line voltage and current are illustrated in Fig. 11, and the
resultant impedance estimate is shown in Fig. 12(a)-(c).
Amplitude and phase versus frequency are plotted for the
estimated impedance. It can be seen that supply transformer
was predominantly inductive, suggesting that the transformer
has a leakage inductance of 1.15 mH. This was confirmed from
the nameplate data.

For the test of Fig. 12(a), no steady state compensation
has been included. Therefore the measured voltage waveform
contains significant fundamental, fifth, seventh, eleventh, and
thirteenth harmonics although very little current flows at these
frequencies (the current control minimizes currents flowing
from the injection source at these frequencies). The identified
impedance is therefore much too high at these frequencies. In
Fig. 12(b), steady state compensation has been implemented,
as described by (1). Although the nature of the impedance
illustrated in Fig. 12(b) now appears inductive, two problems
are apparent. Firstly, significant discontinuities still appear at
50 Hz, 250 Hz etc. This problem arises due to the time varying
nature of the magnitude and phase of the source harmonic
voltages (i.e., varying from cycle to cycle). This means that
exact cancellation will not occur, and therefore the impedance
estimates at these specific frequencies will be in error. As the
frequencies at which these discontinuities occur can be easily
predicted, it is possible to ignore these inaccurate measure-
ments and interpolate between the points. A revised impedance
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plot using interpolation at 50, 250, 550, and 650 Hz is shown in
Fig. 12(c). Most of the subsequent impedance plots wiil include
this interpolation. Finally, Pig. 12(d) shows the impedance
estimated from the same data, but using the DFT directly, rather
than the TFE function. Steady state compensation, and main
harmonic interpolation have been included. The TFE method
clearly provides the superior estimate.

The second problem arises from the fact that the magnitude of
the voltage injected at higher frequencies will be small. There-
fore, with predominantly inductive loads, the resultant injection
current at higher frequencies will be small. The impedance es-
timate will be swamped in measurement and resolution noise.
This is clearly seen at frequencies above 700 Hz, where there
is more “deviation” from the lines provided for an ideal induc-
tance. The impedance measurement technique has been devel-
oped specifically for a frequency range up to the 13th harmonic
(650 Hz) as these are the most significant harmonics when con-
sidering power electronic equipment. Therefore the results for
the inductive impedance are entirely adequate.

The measured supply impedance can be verified by con-
necting a known inductance (in this case 0.6 mH) in series with
the supply transformer. The result of this test is illustrated in
Fig. 13. The combined inductance is measured as 1.78 mH.
Fig. 13 also shows the ideal impedance obtained by simply
adding the measured transformer impedance to the known
inductor impedance, and it can be seen that a good correlation
is obtained.

A more complicated network was created by adding a capac-
itor of 100 uF in parallel to the supply transformer. The ca-
pacitor was measured independently and found to have a re-
sistance of approximately 0.4 §2. A resonant circuit was now
formed, with a predicted resonant peak at 469 Hz. The ideal
impedance variation with frequency (estimated from nameplate
data) is plotted alongside the estimated impedance from voltage
injection in Fig. 14. It can be seen that this peak is clearly
identified.

The fourth test was performed on a Il connected circuit as
shown in Fig. 6. In this case R1 and L1 are the supply trans-
former, C1 is the 100 uF capacitor, L2 is the 0.6 mH inductor,
and C2 is a 50 uF capacitor. The resultant network creates reso-
nant peaks at 374 and 1130 Hz. The ideal and estimated imped-
ances are shown in Fig. 15(a) and (b), for different frequency
scales. Again the resonant peaks are accurately identified.

A noticeable feature of the resuits from Figs. 14 and 15 is
that the high frequency impedance is estimated correctly. This
results from the fact that with a capacitor connected in the cir-
cuit, the high frequency impedance is now small compared to
the purely inductive case. Therefore, the magnitude of the higher
frequency injection currents are large, and no longer swamped
by measurement or resolution noise..

One point to note from the experimental results is that
although the general waveshape of the impedance estimates is
correct, some discontinuities occasionally appear at the main
harmonic frequencies. The work was carried out in a power
electronics experimental laboratory when there is considerable
supoly noise due to local power electronic equipment. The
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Fig. 12. Impedance estimate for the supply transformer (a) without steady state compensation, or main harmonic interpolation, (b) without main harmonic
interpolation, (c) with main harmonic interpolation, and (d) with main harmonic interpolation using the DFT (solid trace is the impedance estimate and doited trace

is the ideal impedance).

method works well in the presence of moderate power elec-
tronic loads, However, when severe discontinuities appear on
the supply voltage due to switching of high currents in other
equipment, this estimation technique can be disrupted. The au-
thors are therefore developing an alternative injection strategy
[17], which can be used in the presence of significant power
electronic loads. This method employs a current injection of
only 500 us duration, but requires significant signal processing
to extrapolate the transient and obtain a less accurate impedance
estimation.

V. CONCLUSION

A new method to estimate impedance of a power system using
a power electronic converter has been proposed and validated.
The technique has been developed using simulation with the
Simulink Power System Blockset. It is based on the injection
of a suitable transient voltage onto the system. measuring the

resulting current transient and then processing them both using
the MATLA B embedded function—transfer function estimation
(TFE).

The method has been tested on four different passive circuits
using an experimental facility based upon a three phase active
shunt filter. The impedance estimates agree with the predicted
impedances, demonstrating that the method works well in the
presence of PWM waveforms, measurement noise, limited reso-
lution (A/D converters), general noise due to power system har-
monics and the switching noise present in a large experimental
power electronic laboratory. It can be seen that for each test,
the transient injection and implementation of the TFE provide
a good estimate of the impedance back to the supply. A “steady
state” data set can be used to reduce the errors introduced into
the impedance calculation, by the 50 Hz source and other system
harmonics present. This works very well in simulation [3], but
unfortunately, in real life, these source harmonics can change
from period to period and cannot be accuratelv compensated
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Fig. 13. Impedance estimate for the supply transformer in series with the

0.65 mH inductor—with interpolation. (The solid trace is the impedance
estimate, the dotted trace is the ideal impedance.)
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Fig. 14. Supply transformer with a 100 uF capacitor connected in parallel (no
interpolation). (The solid trace is the impedance estimate, the dotted trace is the
ideal impedance.)

for. Interpolation has been shown to effectively remave the dis-
continuities.

The estimation method may provide improvements to sev-
eral areas of Power Quality control. Firstly, used within a stand
alone piece of instrumentation it will be possible to build up
mesh equivalent networks of unknown power and distribution
systems, which can then be used for load flow studies, protec-
tion or harmonic penetration prediction (and stable passive filter
design). Secondly, the method can be embedded into the control
algorithm for an active shunt filter to provide on-line impedance
estimates for control optimization, and also a mechanism for
reference current calculation which does not require instrumen-
tation outside of the active shunt filter. The method will also find
application within embedded generation systems, where on-line
impedance estimation can be used for load flow control and also
the detection of islanding. Work is on-going in these areas.
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Fig. 15. (s) Impedance estimate for test circuit 4 (2000 Hz scale, no
interpolation). (The solid trace is the impedance estimate, the dotted trace is
the ideal impedance). (b) Impedance estimase for test circuit 4 (1000 Hz scale,
with interpolation). (The solid trace is the impedance estimate, the dotted trace
is the ideal impedance.)
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