
Access from the University of Nottingham repository:
http://eprints.nottingham.ac.uk/13172/2/312196.pdf

Copyright and reuse:

The Nottingham ePrints service makes this work by researchers of the University of Nottingham available open access under the following conditions.

This article is made available under the University of Nottingham End User licence and may be reused according to the conditions of the licence. For more details see:
http://eprints.nottingham.ac.uk/end_user_agreement.pdf

For more information, please contact eprints@nottingham.ac.uk
NMR Studies of Phase Behaviour in Polyacrylonitrile Solutions

by

John Anthony Golightly, B.Sc.

Thesis submitted to the University of Nottingham for the degree of Doctor of Philosophy, October 1998
Declaration

I declare that the work contained in this thesis submitted by me, for the degree of Doctor of Philosophy, is my own original work, except where due reference is made to other authors, and has not previously been submitted by me for a degree at this, or any other university.

J.A. Golightly
## Contents

1 Introduction 1
   1.1 Aims of the thesis 1
   1.2 Background 2
   1.3 Fibre Spinning processes 2
   1.4 Polyacrylonitrile 7
      1.4.1 Structure 7
      1.4.2 Solvents and the solution state of PAN 9
      1.4.3 Spinning acrylic fibres 10

2 NMR Theory 13
   2.1 Introduction 13
   2.2 Background 13
   2.3 Magnetic Moments 14
   2.4 Nuclear Energy Levels 15
   2.5 Resonance 16
      2.5.1 Larmor Precession 17
      2.5.2 Radio-frequency Excitation 19
      2.5.3 Rotating Frame of Reference 19
   2.6 Pulse and Fourier NMR 21
      2.6.1 The Fourier Transform 21
      2.6.2 Pulse experiments 22
   2.7 Relaxation and the Bloch Equations 23
   2.8 The Spectrometer 25
      2.8.1 The NMR Probe 25
      2.8.2 The r.f. Transmitter 27
      2.8.3 The r.f. Receiver 28

3 NMR Relaxation Studies of PAN solutions 29
   3.1 Introduction 29
   3.2 Mechanisms 29
      3.2.1 General Principles 29
      3.2.2 B.P.P. Theory 32
   3.3 Pulsed NMR Techniques 34
      3.3.1 Longitudinal Relaxation 34
      3.3.2 Transverse Relaxation 35
   3.4 Experimental Methodology 38
      3.4.1 Sample Preparation 38
      3.4.2 Instrumentation 40
      3.4.3 Data Fitting Programs 41
   3.5 Longitudinal Relaxation in PAN solutions 47
<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.5.1</td>
<td>Concentration Studies</td>
<td>47</td>
</tr>
<tr>
<td>3.5.2</td>
<td>Temperature Studies</td>
<td>49</td>
</tr>
<tr>
<td>3.6</td>
<td>Transverse Relaxation in PAN solutions</td>
<td>51</td>
</tr>
<tr>
<td>3.6.1</td>
<td>Concentration Studies</td>
<td>51</td>
</tr>
<tr>
<td>3.6.2</td>
<td>Temperature Studies</td>
<td>52</td>
</tr>
<tr>
<td>4</td>
<td>Self Diffusion Measurements</td>
<td>54</td>
</tr>
<tr>
<td>4.1</td>
<td>Introduction</td>
<td>54</td>
</tr>
<tr>
<td>4.2</td>
<td>Self Diffusion</td>
<td>55</td>
</tr>
<tr>
<td>4.2.1</td>
<td>General</td>
<td>55</td>
</tr>
<tr>
<td>4.2.2</td>
<td>Diffusion in Polymer Solutions</td>
<td>57</td>
</tr>
<tr>
<td>4.3</td>
<td>NMR Pulsed Field Gradient Theory</td>
<td>60</td>
</tr>
<tr>
<td>4.3.1</td>
<td>Pulsed Field Gradient Spin Echo Experiment</td>
<td>60</td>
</tr>
<tr>
<td>4.3.2</td>
<td>Pulsed Field Gradient Stimulated Echo Experiment</td>
<td>63</td>
</tr>
<tr>
<td>4.4</td>
<td>Experimental</td>
<td>65</td>
</tr>
<tr>
<td>4.4.1</td>
<td>Gradient calibration</td>
<td>65</td>
</tr>
<tr>
<td>4.4.2</td>
<td>PFGSTE Parameters</td>
<td>66</td>
</tr>
<tr>
<td>4.5</td>
<td>Results</td>
<td>67</td>
</tr>
<tr>
<td>4.5.1</td>
<td>Data Fitting</td>
<td>67</td>
</tr>
<tr>
<td>4.5.2</td>
<td>Solvent Diffusion</td>
<td>69</td>
</tr>
<tr>
<td>4.5.3</td>
<td>Applying the Diffusion Models</td>
<td>70</td>
</tr>
<tr>
<td>4.5.4</td>
<td>Polymer Diffusion</td>
<td>75</td>
</tr>
<tr>
<td>5</td>
<td>NMR Study of PAN Coagulation</td>
<td>77</td>
</tr>
<tr>
<td>5.1</td>
<td>Introduction to polymer coagulation</td>
<td>77</td>
</tr>
<tr>
<td>5.2</td>
<td>Theoretical</td>
<td>79</td>
</tr>
<tr>
<td>5.2.1</td>
<td>Phase separation</td>
<td>79</td>
</tr>
<tr>
<td>5.2.2</td>
<td>Kinetics of diffusion</td>
<td>86</td>
</tr>
<tr>
<td>5.3</td>
<td>Experimental</td>
<td>87</td>
</tr>
<tr>
<td>5.3.1</td>
<td>The concept of NMR imaging</td>
<td>87</td>
</tr>
<tr>
<td>5.3.2</td>
<td>One-dimensional gradient spin-echo experiment</td>
<td>88</td>
</tr>
<tr>
<td>5.3.3</td>
<td>NMR imaging on the MARAN-20</td>
<td>89</td>
</tr>
<tr>
<td>5.4</td>
<td>Results</td>
<td>94</td>
</tr>
<tr>
<td>5.5</td>
<td>Modelling data</td>
<td>98</td>
</tr>
<tr>
<td>5.5.1</td>
<td>Model A</td>
<td>98</td>
</tr>
<tr>
<td>5.5.2</td>
<td>Model B</td>
<td>100</td>
</tr>
<tr>
<td>5.5.3</td>
<td>Fitting data to the models</td>
<td>103</td>
</tr>
<tr>
<td>5.5.4</td>
<td>Validity of models</td>
<td>105</td>
</tr>
<tr>
<td>5.5.5</td>
<td>Discussion of Results</td>
<td>106</td>
</tr>
<tr>
<td>6</td>
<td>The Porous Nature of Wet-Spun Acrylic Fibres</td>
<td>111</td>
</tr>
<tr>
<td>6.1</td>
<td>Background</td>
<td>111</td>
</tr>
<tr>
<td>6.2</td>
<td>Film Preparation</td>
<td>113</td>
</tr>
<tr>
<td>6.3</td>
<td>NMR Transverse Relaxation Studies</td>
<td>114</td>
</tr>
<tr>
<td>6.3.1</td>
<td>The Method</td>
<td>114</td>
</tr>
<tr>
<td>6.3.2</td>
<td>Results</td>
<td>114</td>
</tr>
</tbody>
</table>
## 6.4 NMR Diffusion Studies
- 6.4.1 Background 119
- 6.4.2 Experimental Results 121

## 6.5 SEM of Cast PAN Films
- 6.5.1 SEM Sample Preparation 123
- 6.5.2 Experimental 125
- 6.5.3 Micrographs 125

## 7 Conclusions
- 7.1 NMR Relaxation Studies of PAN solutions 132
- 7.2 Self Diffusion Studies 134
- 7.3 NMR Study of PAN Coagulation 136
- 7.4 The Porous Nature of Wet-Spun Acrylic Fibres 138
### List of Figures

1.1 Schematic of a typical dry spinning tower.  \( \text{Page 4} \)
1.2 Schematic of a horizontal wet-spinning system.  \( \text{Page 5} \)
1.3 Conformation of the PAN molecule.  \( \text{Page 8} \)
1.4 SEMs of freeze dried PAN films cast at 21°C and 48°C.  \( \text{Page 11} \)
1.5 SEM of PAN cast at 48°C, showing the heterogeneous structure.  \( \text{Page 12} \)

2.1 Zeeman nuclear energy levels.  \( \text{Page 16} \)
2.2 Precession of a single nuclear magnetic moment.  \( \text{Page 17} \)
2.3 Precession of an ensemble of spins.  \( \text{Page 18} \)
2.4 Effective magnetic field \( B_0 \)  \( \text{Page 20} \)
2.5 A r.f. pulse of length \( t_p \) with its Fourier transform.  \( \text{Page 21} \)
2.6 FIDs at three distinct frequencies.  \( \text{Page 23} \)
2.7 Spectral lines produced from the FT of three FIDs.  \( \text{Page 24} \)
2.8 A typical NMR Pulse Spectrometer.  \( \text{Page 26} \)
2.9 An NMR sample probe circuit.  \( \text{Page 27} \)

3.1 The exponential form of the correlation function.  \( \text{Page 30} \)
3.2 Plot of the spectral density.  \( \text{Page 31} \)
3.3 Prediction of the BPP Theory.  \( \text{Page 33} \)
3.4 Inversion recovery pulse sequence.  \( \text{Page 34} \)
3.5 Hahn spin echo pulse sequence.  \( \text{Page 37} \)
3.6 CPMG pulse sequence.  \( \text{Page 39} \)
3.7 CONTIN output showing longitudinal relaxation distributions.  \( \text{Page 42} \)
3.8 XFIT output showing \( T_1 \) relaxation data.  \( \text{Page 44} \)
3.9 XFIT output showing \( T_2 \) relaxation data.  \( \text{Page 45} \)
3.10 Experimental longitudinal relaxation curves of PAN solutions.  \( \text{Page 48} \)
3.11 Arrhenius plot of \( T_1^{\text{slow}} \).  \( \text{Page 50} \)
3.12 Arrhenius plot of \( T_2 \) relaxation data.  \( \text{Page 52} \)
4.1 Probability Density Function for unrestricted diffusion.  
4.2 PFGSE NMR experimental pulse sequence.  
4.3 PFGSTE experimental pulse sequence.  
4.4 PFGSTE attenuation data for a PAN/NaSCN_{aq} solution.  
4.5 Fitting diffusion data.  
4.6 Arrhenius plot of diffusion data.  
4.7 Fit to the Mackie-Meares model.  
4.8 Fit to the free volume model.  
4.9 Fit to Phillips' "universal" model  
4.10 Fit to Petit's model.  
4.11 Concentration dependence of PAN diffusion data.  

5.1 The growth of the coagulated layer with time.  
5.2 Temperature induced phase separation.  
5.3 Gibbs free energy of mixing as a function of polymer volume fraction.  
5.4 Spinodal decomposition and nucleation and growth.  
5.5 Ternary phase diagram of the system polymer/solvent/non-solvent.  
5.6 Experimental ternary phase diagram.  
5.7 A 1D NMR imaging experiment.  
5.8 1D NMR imaging pulse sequence.  
5.9 Experimental setup of the NMR imaging experiment.  
5.10 Time evolution of the NMR experimental 1D profiles.  
5.11 Experimental 1D profiles  
5.12 Diffusion Model A - Initial composition distribution.  
5.13 Simulated plots of Model A concentration profiles.  
5.14 Diffusion Model B - Initial composition distribution.  
5.15 Simulation of Model B concentration profiles.  
5.16 Experimental initial 1D profile.  
5.17 Experimental profile acquired at 10 minutes.  
5.18 Experimental profile acquired at 30 minutes.
<table>
<thead>
<tr>
<th>Section</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.19</td>
<td>Experimental profile acquired at 60 minutes.</td>
</tr>
<tr>
<td>5.20</td>
<td>Plot showing the variation of diffusion coefficients ( D_1 ) and ( D_2 ) with coagulation time.</td>
</tr>
<tr>
<td>6.1</td>
<td>Membrane immersion precipitation process.</td>
</tr>
<tr>
<td>6.2</td>
<td>The effect of magnetic susceptibility differences.</td>
</tr>
<tr>
<td>6.3</td>
<td>Variation of ( \Delta f / f ) with observation time.</td>
</tr>
<tr>
<td>6.4</td>
<td>Experimental apparatus used for the freeze drying process.</td>
</tr>
<tr>
<td>6.5</td>
<td>SEM micrograph of the internal morphology of a PAN film cast in a non-solvent, water bath at 20°C.</td>
</tr>
<tr>
<td>6.6</td>
<td>SEM micrograph of the internal morphology of a PAN film cast in a non-solvent, water bath at 30°C.</td>
</tr>
<tr>
<td>6.7</td>
<td>SEM micrograph of the internal morphology of a PAN film cast in a non-solvent, water bath at 40°C.</td>
</tr>
<tr>
<td>6.8</td>
<td>SEM micrograph of the internal morphology of a PAN film cast in a non-solvent, water bath at 60°C.</td>
</tr>
<tr>
<td>6.9</td>
<td>SEM micrograph of the internal morphology of a PAN film cast in a non-solvent, water bath at 75°C.</td>
</tr>
</tbody>
</table>
List of Tables

1.1 Dry spinning polymer/solvent systems. 3
1.2 Solvents suitable for dissolving polyacrylonitrile. 9
1.3 Acrylic fibre spinning systems. 10

3.1 Comparison of CONTIN and XFIT T₁ data. 46
3.2 Comparison of CONTIN and XFIT T₂ data. 46
3.3 Compositions of five PAN/NaSCNₐq. solutions. 47
3.4 T₁ data as a function of PAN wt. %. 49
3.5 Activation energies for T₁ relaxation. 50
3.6 T₂ data as a function of PAN wt. %. 51

4.1 Values used for the PFGSTE experiment. 66
4.2 Activation energies of water diffusion. 71
4.3 Fitting parameters from Phillips’ and Petit’s models. 74

5.1 Parameters for the NMR imaging experiment. 90
5.2 Diffusion coefficients as a function of coagulation time. 109

6.1 T₂ of water trapped in a porous PAN network. 115
6.2 Pore radii as a function of the casting temperature. 119
6.3 Effect of changing observation time on the diffusion coefficient. 121
6.4 Effective diffusion coefficients of water in PAN films. 122
6.5 Comparison of pore radii from SEM and from T₂ data. 131
Abstract

The aim of the thesis was to study the phase behaviour of aqueous polyacrylonitrile/NaSCN solutions using a variety of nuclear magnetic resonance techniques. Polyacrylonitrile (PAN) is the basis of the acrylic fibre industry, as such fibres contain at least 85% PAN. Despite this industrial importance, the available literature describing the phase behaviour of PAN in solution is far from comprehensive.

Bulk $^1$H NMR relaxation measurements were carried out over a wide range of concentrations and temperatures to probe the molecular dynamics of the PAN and water molecules. Both the $T_1$ and $T_2$ relaxation data was found to be bi-exponential decay for all samples, the relative amplitudes of which were shown to be equal to the ratio of PAN protons to water protons. Both species were found to be in the regime of rapid molecular motion.

Bulk $^1$H NMR self diffusion measurements, using the PFGSTE technique, exhibited a bi-exponential decay of the echo amplitudes. By careful selection of the observation time, $\Delta$, it was possible to independently probe the water and PAN translational diffusion. A background gradient, resulting from inhomogeneities of the magnetic field, complicated the analysis of the data and a novel polynomial least squares fitting procedure was devised to overcome this effect. The measured attenuation of the water diffusion coefficients ($D \sim 10^{-6} - 10^{-5} \text{cm}^2\text{s}^{-1}$) with increasing PAN volume fraction was modelled according to various theories, including free volume and scaling laws. The study of the PAN diffusion coefficient ($D \sim 10^{-7} - 10^{-6} \text{cm}^2\text{s}^{-1}$) was limited by the experimental constraints of the NMR spectrometer.

A $^1$H NMR one-dimensional imaging technique was used to study the non-solvent induced phase separation (coagulation) of a PAN solution. The time dependence of the measured profiles allowed observation of the coagulation process. A diffusion model was developed to fit the experimental data using a semi-infinite diffusion framework. The fitting parameters represented the diffusion coefficients of the water molecules in the solution/coagulated PAN network, and in the bulk non-solvent/solvent.

PAN films were cast at a range of temperatures in non-solvent baths. This was a scaling up of the dimensions of the fibre spinning process and was used to investigate the range of morphologies which can be formed in the wet-spinning of acrylic fibres. Before any drying processes, water molecules were confined in the porous structure of the saturated films, and their NMR relaxation and self diffusion behaviour was investigated. Parameters describing the pore size and the tortuosity were derived from these studies and scanning electron microscopy was used as a comparative technique. The pore sizes predicted from the NMR data span a smaller spatial range than those observed from SEM. This is explained by the fundamental differences between the two techniques.
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Chapter 1 Introduction

1.1 Aims of the thesis

The aim of the thesis is to study the phase behaviour of aqueous polyacrylonitrile/NaSCN solutions using a variety of nuclear magnetic resonance techniques. This particular system has vast commercial importance in the acrylic fibre industry, where the phase separation of the polymer from solution is induced by solvent/non-solvent counter diffusion.

The rest of this introductory chapter will describe the commercial relevance of the polyacrylonitrile system being studied, and a brief history of the synthetic fibre business will be given. The various industrial techniques used to produce fibres will be reviewed, along with a more detailed description of the wet spinning process. The physical properties of polyacrylonitrile, both in the solid and the solution state, will be discussed and the experimental studies of its phase behaviour will be reviewed.

Nuclear magnetic resonance techniques were used to acquire the bulk of the data presented in this thesis, therefore in order to understand these studies chapter 2 deals with the relevant NMR theory.

Chapter 3 and 4 cover the bulk NMR properties of aqueous polyacrylonitrile/NaSCN solutions over a wide range of temperatures and concentrations. The longitudinal and transverse relaxation studies provide information regarding the dynamics of both the polymer and solvent molecules. The results are related to the classic B.P.P. theory [1]. The self diffusion studies of the solvent water molecules are modelled using a variety of proposed theories, ranging from free volume models first applied to polymer systems by Fujita in 1961 [2], to more recent paradigms, such as the "Universal" model proposed by Phillies [3].

The non-solvent induced phase separation of polyacrylonitrile is investigated in chapter 5 using a one dimensional NMR imaging technique. This dynamic process is studied by monitoring the spatial concentration of solvent molecules as a function of experiment time. As the phase of the polyacrylonitrile is determined by the composition of the solvent/non-solvent in the system, this approach allows one to analyse the process in terms of diffusion models.

Chapter 6 studies saturated polyacrylonitrile cast films, by investigating the water confined in the porous polymer network. From the NMR data it is possible to estimate the pore sizes present in the film and these were compared to scanning electron micrographs of freeze dried films.
Finally, chapter 7 concludes the thesis by summarising the interpretations of the work described in the rest of the tome.

1.2 Background

The man-made fibre industry is a multi million pound business, in which the fibres are produced mainly for the production of textiles and woven products. It dates back to the 1930’s when the first wholly synthetic fibres, polyvinyl chloride and polyamide were produced. The industry developed rapidly and by the 1950’s there were over fifty different types of commercial man-made fibre available. In these early days the technology grew without any great knowledge of the underlying theoretical principles. This empirical knowledge gradually became augmented with more fundamental chemical studies. Indeed the generation of fibre technologists in the early twentieth century believed that fibre properties could be controlled solely by the chemical structure of the polymer material. From the 1960’s the polymer physics of fibres has been developed and a more physical grounding in areas such as phase transitions and multicomponent heat and mass transfer is now available [4].

One of the most important group of synthetic fibres are acrylics. Acrylic fibres have a market share of about 20% of the worldwide production of man-made fibres [5]. Despite this large volume production and their history dating back to the 1930’s, the polymer physics involved in the fibre formation is not fully understood.

The historical aspects of the production of acrylic and other synthetic fibres can be traced to the work of Chardonnet on cellulosics in the mid 1850’s. He nitrated raw cotton to produce cellulose nitrate and then dissolved this in an ethyl ether/ethyl alcohol solvent to make a viscous solution, known as a “dope”. The dope was fired through a spinnerette, which is a nozzle containing lots of tiny holes, to form fibres of cellulose nitrate. The fibres were washed, stretched and denitrified to produce the final product. Many important principles were used by Chardonnet in his pioneering work and the modern day industrial process of fibre spinning has many parallels to this early work.

There are three main processes used to spin fibres. The one used by Chardonnet was dry spinning. The others are melt spinning, and wet spinning, which is used in the production of acrylic fibres and which we will concentrate on.

1.3 Fibre Spinning processes

Dry Spinning

Solution dry spinning is used in the case of polymers which can be dissolved in volatile, usually organic, solvents. The phase separation of the “dope” is
1. Introduction

brought about by evaporating the solvent from the spinning line. A typical dry spinning rig is shown in figure 1.1. The hot polymer solution is pumped through a spinnerette into a tower with a flow of hot inert gas. The temperature of the tower is greater than the boiling point of the solvent and this leads to its evaporation. Gelation of the polymer follows, and the draw of the roller at the bottom of the column produces a bundle of fibres.

Dry spinning was the technique used by Chardonnet in his production of artificial silk. It is still a widely used process today, especially in the production of viscose rayon (Table 1.1 shows examples of commercial dry-spinning systems).

<table>
<thead>
<tr>
<th>Polymer</th>
<th>Solvent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vinyl acetate</td>
<td>Acetone</td>
</tr>
<tr>
<td>Cellulose acetate</td>
<td>Ethyl ether/ethanol</td>
</tr>
<tr>
<td>Vinyl chloride</td>
<td>Acetone</td>
</tr>
<tr>
<td>Polyvinyl alcohol</td>
<td>Acetone</td>
</tr>
</tbody>
</table>

Table 1.1 Examples of polymers and their corresponding volatile organic solvents. The resulting fibres are produced using the dry spinning process.

The major disadvantage of the dry spinning process is that solvent recovery is expensive and not very efficient.

Melt spinning

Melt spinning is the simplest and most economical fibre forming process. Only polymers which are able to melt without breaking down and have low viscosity and high fluidity at these high temperatures are able to be processed in this way. Examples are polyamides, polystyrene, polyesters and polyolefins.

A similar experimental setup to the dry spinning rig is used. Molten polymer is pumped through a spinnerette into a gaseous medium where solidification of the polymer occurs.

Wet spinning

Wet spinning, which is the most complex process to study, is used for soluble materials which neither dissolve in volatile solvents nor melt without destruction. The process involves pumping the polymer solution through a spinnerette which is submerged in a spin bath containing a non-solvent. The non-solvent is often water or a mixture of water and the polymer solvent. Upon encountering the non-solvent there is counter diffusion with the
solvent diffusing out of the polymer solution and the non-solvent diffusing in. This results in solidification of the fibre due to phase separation. The process is called coagulation.

The properties of the fibres produced using the wet spinning process are highly dependent on a number of factors, such as the "dope" composition, spin-bath temperature, spin-bath composition, etc. The parameters are carefully selected to produce fibres of the required quality. If the conditions are not correct it is possible that unwanted structural features are introduced on the microscopic scale, such as large voids and capillaries, irregular shape of cross-sections and radially differentiated structure, and there may also be heterogeneity on the sub-micron scale.

Much of the literature available concerning the formation of fibre structure, its relationship to the wet spinning variables and ultimately to the final properties of the fibre, is descriptive rather than analytical. The reported results tend to be inconsistent for different polymer/solvent systems and sometimes even for the same system. In the following section the background of the polyacrylonitrile system will be reviewed and the major trends of the spinning process noted. First some of the more general factors determining
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Figure 1.2 Schematic of a horizontal wet-spinning system.

fibre quality, and what effect they have, will be remarked upon.

- **Polymer content in the “dope”**.
  A high polymer content tends to increase the polymer density in the fibre and thereby reduces the concentration of large voids and capillaries. This leads to the production of a more homogeneous fibre. It is often impractical to work at high polymer concentrations. The viscosity will be large in these situations and will therefore demand high pressures to force the dope through the spinnerette. Also as the polymer concentration is increased the polymer solubility limit will be approached leading to phase separation.

- **Solvent used**.
  Each solvent type used dictates a characteristic fibre structure which is related to the interactions between the solvent and the polymer.

- **Composition of spin bath**.
  This can affect the cross-sectional shape of the fibre. The net flux of the solvent and non-solvent at the fibre surface may not be equal leading to irregularly shaped fibres, e.g. dog-bone shaped.

- **Temperature of spin bath**.
  Higher spin bath temperatures cause the cross-section of wet-spun fibres to become more circular. At these higher temperatures it is more likely that large voids may be formed so an intermediate temperature is usually selected [6]

- **Spin-draw ratio**.
  The spin-draw ratio, or jet-stretch ratio as it is also known, is defined
as the ratio of the rate at which protofibres are taken out of the coagulation bath, to the linear rate at which dope is pumped through the spinnerette holes. This parameter affects the orientation of the fibre which leaves the spin bath.

The most important principles dictating the above parameters and the fibre structure are:
(i) The relative diffusion rates of the solvent and non-solvent
(ii) The phase separation characteristics of the ternary polymer/solvent/non-solvent system.
The slower the coagulation rate, the more dense and fine the fibre structure becomes. This leads to improvements in the mechanical properties such as tensile strength and modulus [7].

Post-spinning treatments

All wet spinning processes use further washing and orientation processes after coagulation in the spin bath. These remove excess solvent remaining in the fibre and develop internal fibre morphology for greater strength.

- **Washing.**
  Fibre washing, being a diffusional process, is driven by the concentration of the wash liquid and by temperature. At this stage the fibre structure is still porous and additives such as dyes can be incorporated here. Commercial acrylic fibres are normally washed with water at temperatures in the region of the wash liquids boiling temperature.

- **Fibre drawing.**
  The drawing process increases the orientation of the fibre and thereby increases its strength. The fibre is stretched up to twelve times its length at high temperatures, using hot water and a set of rollers.

- **Finish.**
  The finishing step usually involves applying a chemical treatment to the fibre. This is normally an aqueous solution containing lubricants and anti-static components. The “finish” is applied to aid processing in the collapse/drying stage and to allow transformation of the fibre into yarns.

- **Drying, collapsing, relaxing.**
  These stages, normally applied simultaneously, involve removing the remaining water from the internal fibrillar network in order to close the open pore structure. The fibre temperature is normally increased to the wet glass transition temperature [8].
1.4 Polyacrylonitrile

1.4.1 Structure

Polyacrylonitrile (PAN) is used in the production of synthetic fibres where it forms the basis of the acrylic fibre industry. In fact an acrylic fibre is generally described as one which contains greater than 85% PAN. Comonomers are normally added to improve the dye-ability of the fibre.

PAN has the following repeat unit:

\[ \text{CN} \quad \text{CH}_2-\text{CH} \]

The primary functionality of PAN is configured on it by the presence of the strongly polar nitrile groups. These tend to dictate the properties of the polymer.

Historically the structure of PAN was thought to be dominated by hydrogen bonding existing between the \( \alpha \)-hydrogen on one chain and the nitrile nitrogen of an adjacent chain \([9, 10, 11, 12]\). At present the main interactions are thought to be the nitrile-nitrile intra-molecular repulsions and intermolecular attractions \([5]\). Due to the existence of these intra-molecular repulsions between adjacent nitrile groups, the chain is thought to arrange itself into a somewhat irregular, rigid helical conformation \([13]\). This structure is shown in figure 1.3. So far the evidence for the existence of this kind of helical chain has not been confirmed and a detailed picture of the chain conformation has not yet been published. Recent molecular modeling studies using the molecular mechanics method \([14]\), which is an energy minimization technique, have concluded that the chain is similar to those of nematic liquid crystal composites. This structure is supported by earlier \(^1\text{H}\) NMR experimental work \([15]\).

X-Ray studies of PAN fibres have shown little evidence for long range order perpendicular to the fibre axis, but a high degree of order is found parallel to this axis. The order is attributed to intermolecular attraction of nitrile groups on adjacent polymer chains leading to clustering of the chains into bundles \([16]\).

PAN is manufactured by free-radical polymerisation. The process is usually conducted in aqueous solutions in the presence of persulphate or some other redox system as a catalyst. The successive addition of monomer units is considered to be exclusively head to tail. By conventional polymerisa-
Figure 1.3 Assumed rigid, irregularly helical conformation of the polyacrylonitrile molecule [5]. The black bonds represent the nitrile groups. The highly polar nature of these groups dominate the interactions of PAN, both inter- and intra-molecular, and configure its unique properties upon it.
tion techniques PAN forms both isotactic and syndiotactic configurations in approximately equal proportion, making PAN atactic in nature [17, 18].

It is rare for such atactic polymers to show a high degree of crystallinity, but PAN demonstrates a significant amount of order of about 30% [19]. The nature of this crystallinity is still the subject of some discussion [20].

1.4.2 Solvents and the solution state of PAN

Polyacrylonitrile is well-known for its intractable nature. It took many years after the discovery of PAN before suitable solvents were found. The strong intermolecular bonds are chiefly responsible for this property and it is only highly polar solvents which are able to dissolve the polymer. Examples of typical solvents are shown in table 1.2. A more complete list can be found in the literature [21].

<table>
<thead>
<tr>
<th>Solvent class</th>
<th>Solvent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polar organic solvents</td>
<td>Dimethylformamide (DMF)</td>
</tr>
<tr>
<td></td>
<td>Dimethylacetamide (DMAc)</td>
</tr>
<tr>
<td></td>
<td>Dimethylsulphoxide (DMSO)</td>
</tr>
<tr>
<td>Concentrated inorganic acid</td>
<td>Nitric acid</td>
</tr>
<tr>
<td></td>
<td>Sulphuric acid</td>
</tr>
<tr>
<td>Concentrated inorganic salt solutions</td>
<td>Sodium thiocyanate</td>
</tr>
<tr>
<td></td>
<td>Lithium bromide</td>
</tr>
<tr>
<td></td>
<td>Zinc Chloride</td>
</tr>
</tbody>
</table>

Table 1.2 Solvents suitable for dissolving polyacrylonitrile.

It should be noted that water is a non-solvent for PAN and it has a use as a melting point depressant for PAN [16]. Association between the water and the nitrile group of the PAN molecule has been claimed in a Raman study where the nitrile stretching vibration is shifted down in wave numbers. Wideline $^1H$ NMR failed to confirm this association [16].

The particular PAN system which forms the main focus of this thesis is solutions of PAN/NaSCN$_{aq}$. This system is widely used in the UK as a medium for spinning acrylic fibres. The PAN content generally used is in the range 10-15% by weight. The composition of the solvent is chosen in order that the PAN dissolves completely to form a homogeneous solution.
and so that the dope viscosity is at a minimum. This is normally in the range 45-70% by weight NaSCN. For a 10% PAN solution this occurs at a NaSCN concentration of 50% by weight [22].

The exact mechanism for the dissolution of PAN in inorganic salts is not fully understood. Using viscosity studies Geller [22] speculated that there will be interaction between the nitrile group of PAN with the solvation layer of the NaSCN salt. Infra-red spectroscopic studies [23] have indicated that no complexation occurs between the nitrile groups and sodium cations when either PAN-co-vinyl acetate or acetonitrile were dissolved in aqueous sodium thiocyanate. More recent work [24], using Raman spectroscopy, has suggested that the ability of aqueous NaSCN solutions to dissolve PAN can be attributed to the water structure breaking qualities of thiocyanate anions. The non-hydrogen bonded bands are seen to be enhanced by the addition of certain anions, including thiocyanate, indicating break-up of the water structure. This enables the water molecules to interact with the highly polarized nitrile groups of PAN.

The dissolved state of PAN in polar organic solvents, such as DMF and DMAc, appears to be more clearly defined in a paper by Hattori et al. [25]. The organic solvent molecules form π-electron conjugate systems with the orbitals of the PAN nitrile groups. The same paper also mentions aqueous NaSCN as being a solvent for PAN, but as the solvent structure itself is not clear, discussion of its interaction with PAN is limited.

### 1.4.3 Spinning acrylic fibres

<table>
<thead>
<tr>
<th>Wet spinning</th>
<th>Dry spinning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solvent/Non-solvent:</td>
<td>Solvent:</td>
</tr>
<tr>
<td>NaSCN$_{aq}$/Water</td>
<td>DMF</td>
</tr>
<tr>
<td>DMF/Water</td>
<td></td>
</tr>
<tr>
<td>DMSO/Water</td>
<td></td>
</tr>
<tr>
<td>DMAc/Water</td>
<td></td>
</tr>
</tbody>
</table>

Table 1.3 Solvent/Non-solvent systems used commercially for the wet-spinning of PAN. The main solvent used for dry spinning is also shown.

Polyacrylonitrile has a melting point higher than its thermal decomposition temperature. This property makes spinning acrylic fibres using the melt-spinning method impossible. The two other traditional methods, dry and wet spinning, are generally employed, with another hybrid method, dry-wet spinning, having fewer applications. Dry-wet spinning involves extruding the polymer dope through a spinneret which is suspended a short distance,
of the order of a few cm, above the spin bath liquid. Improvements in fibre properties and spinning speeds are the advantages of this technique, although the fibres produced have currently limited application and only occupy a small share of the market.

Dry spinning of acrylic fibres is a process widely used throughout the world. Typically this method uses a volatile organic solvent, such as DMF, as listed in table 1.3. The solvent is removed from the extruded polymer-solvent stream, primarily by evaporation using a hot flow of inert gas. The PAN concentrations of the dopes used in dry spinning tends to be higher (typically 25-32% PAN) than those used in wet spinning. This coupled with the fact that gelation takes place leads to the formation of highly dense filaments free of any large voids. The fibres normally have a dog-bone cross-section due to the formation of an initial skin. This skin reduces the rate of further diffusion from the interior of the fibre causing volume shrinkage of the interior and deformation of the skin.

The wet spinning of acrylic fibres has also provoked much interest and pioneering work was carried out by Paul [27] and Knudsen [6, 28]. The internal structures of the wet spun fibres was found to be porous and the extent of this was dependent on the spinning parameters used. The range of morphologies possible in the wet spinning of acrylic fibres has been investigated by several authors including Knudsen [6] and more recently Law and Mukhopadhyay [26]. Figure 1.4 shows the effect of spin bath temperature on the porosity of the fibres. As the temperature is raised the polymer network becomes more open with larger voids present, thus weakening the resulting fibre.

A common phenomenon which occurs in wet-spun fibres and also membranes, is the presence of a thin, dense skin at the polymer/non-solvent
bath interface. The exact mechanism which produces this skin has not been fully explained although many studies have shown under what conditions it can form [29, 26]. A scanning electron micrograph showing the presence of a skin in a polyacrylonitrile film is presented in figure 1.5.

There have been relatively few studies of the PAN/NaSCN_{aq.} system published in the literature, which is somewhat surprising considering its industrial importance. The subsequent chapters in this thesis will demonstrate the use of NMR techniques to investigate this system, and the NMR parameters will be related to molecular properties.
Chapter 2  NMR Theory

2.1 Introduction

This chapter introduces the principles of Nuclear Magnetic Resonance (NMR) and in it the emphasis will be placed on explaining the concepts which will be used later in the thesis.

There are a plethora of excellent texts available on the fundamental theory of NMR. The books which proved useful in the writing of this chapter are by Harris [30], Slichter [31], Farrar and Becker [32], Cowan [33], and Hennel and Klinowski [34]. More specific texts on the NMR of polymers in the solid and solution state, used in this thesis, are by McBrierty and Packer [35], and by Delpuech [36].

2.2 Background

The history of NMR can be traced back to the development of spin as a fundamental quantum entity. Pauli is normally credited with the idea of nuclear spin as a means of explaining hyperfine spectral structure [37]. Certain nuclei were found to have intrinsic angular momentum, and as with any spinning charge an associated magnetic moment.

The first observations of NMR in bulk materials were first reported by two independent research groups: Bloch, Hansen and Packard [38] working on the west coast of America at Stanford and Purcell, Torrey and Pound [39] at Harvard on the east coast. They both published their initial findings in the same issue of Physical review in 1946 and shared the Nobel prize in 1952 “for the development of new methods for nuclear magnetic precession measurements and discoveries therewith”.

Almost all of the pioneering NMR experiments were carried out using a continuous wave (CW) method. The idea of pulsed NMR was first suggested by Bloch [40], but it was not fully exploited until a few years later. The most notable early contribution was undoubtedly the work of Hahn whose paper in 1950 [41] showed that the decay of the transverse magnetization caused by the effects of molecular diffusion in an inhomogeneous field could be refocused by a second r.f. pulse to form a ‘spin echo’.

In the 1950’s NMR became quite a high profile research field for scientists other than physicists. The discovery of the chemical shift phenomenon and high resolution NMR, made the subject useful to chemists as an analytical tool for structural elucidation. The most noteworthy early paper demonstrating this application was by Arnold, Dharmatti and Packard [42], who
showed separate lines for chemically non-equivalent protons in ethanol.

The next major breakthrough came in the 1960's with the development of the Fast Fourier Transform using the Cooley Tukey algorithm [43] to relate frequency and time. The relationship was first published by Lowe and Norberg in 1959 [44] when they related the FID and the slow passage spectrum of a solid. Later with the increasing availability of microcomputers Ernst and Anderson’s paper [45] showed this application to be practical and advantageous, and led to the development of more advanced commercial pulsed NMR spectrometers.

The use of applied field gradients was not an unknown concept when Stejskal and Tanner published their paper in 1965. In fact the papers of Hahn [41] and Carr and Purcell [46] formed the foundation for this work. Stejskal and Tanner [47] though used gradient pulses which allowed diffusion coefficients of less mobile species, such as polymers, to be measured.

The discovery of NMR Imaging by Lauterbur [48] in America and independently by Mansfield and Grannel [49] in Nottingham, England in 1973 caused a lot of excitement especially in the medical community. The first live human image was that of a human finger [50]. This was followed by that of a hand [51] and the advances in magnet design led to whole body systems being developed. Today MRI is used in hospitals throughout the world as an investigative technique alongside traditional methods such as X-Rays.

NMR has progressed amazingly in its first fifty years and nobody at the time of its discovery could have envisaged the importance and broad applications of its use.

### 2.3 Magnetic Moments

The concept of a nucleus containing its own angular momentum and its own associated intrinsic magnetic moment goes back to the discoveries of Pauli in 1924 [37]. This was several months before the introduction of electron ‘spin’ by Uhlenbeck and Goudsmit [52]. The introduction of nuclear ‘spin’ helped to explain the ultra fine structure of atomic spectra.

The magnetic moment for both entities was shown to be proportional to the intrinsic angular momentum.

\[ \mu = \gamma I \]  

(2.1)

where \( I \) is the spin angular momentum for a given nucleus.

\( \mu \) is the magnetic moment.

\( \gamma \) is the magnetogyric ratio and is constant for a given nucleus.

It takes the form of the following:

\[ \gamma = \frac{g_n \epsilon}{2m_p} \]  

(2.2)
2. NMR Theory

where $g_N$ is the nuclear g factor or Landé factor.

For the proton $g_n = 5.5856912$

$m_p$ is the mass of the proton.

e is the charge of the proton.

We can see that the magnetic moment $\mu$ is dependent upon the spin angular momentum and the value of the Landé factor. Physicists spent the first years after the discovery of NMR measuring values of $\mu$ for a wide range of nuclei. These measurements were obviously limited to those nuclei having $I > 0$.

There are some empirical rules available which determine the value of $I$. Nuclei with an even number of protons and neutrons have $I=0$, e.g. $^{12}\text{C}$. These nuclei are NMR inactive. Nuclei which contain both an odd number of protons and an odd number of neutrons have an integer spin, e.g. $^{14}\text{N}$. Those with either an odd number of protons or an odd number of neutrons have a half integer spin, e.g. $^{1}\text{H}$.

2.4 Nuclear Energy Levels

If we consider a nucleus with magnetic moment $\mu$ placed in a static magnetic field of strength $B_0$, arbitrarily along the $z$ axis, there will be an interaction between the two which leads to the initially degenerate energy levels splitting.

The energy of a magnetic moment $\mu$ in a magnetic field $B_0$ is given classically as $\mu B_0$, or quantum mechanically the $m^{th}$ state is given as:

$$E_m = -\gamma m \hbar B_0$$

where once again $\gamma$ is the magnetogyric ratio.

$m$ has $2I+1$ values ranging from $-I$ through to $+I$.

The energy difference between two adjacent levels is given by:

$$\Delta E = \hbar \gamma B_0$$

The absorption and emission of energy that occurs in an NMR experiment is a result of transitions between the energy levels. The most common and simplest case is for a spin $\frac{1}{2}$ nucleus, e.g. the proton. For such a nucleus with a positive value for $\gamma$, in a static magnetic field the energy states will be split into two levels (Figure 2.1). The lower energy state, in which the magnetic moment is parallel to the applied magnetic field, is labelled $a$ and corresponds to $m=1/2$. The upper energy level, corresponding to $m=-1/2$ is labelled $b$ and is where the nuclear magnetic moment is anti-parallel to $B_0$.

The Bohr relationship between energy and frequency implies that transitions will be induced between the energy levels upon absorption or emission of photons of the required frequency.

$$\Delta E = h\nu = \hbar \omega$$
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\[ \omega = 2\pi \nu, \text{ where } \nu \text{ is the resonant frequency in Hz.} \]

By comparing this to equation 2.4 we can express the angular frequency required to induce transitions in terms of the applied magnetic field and the magnetogyric ratio.

\[ \nu = \frac{\gamma B_0}{2\pi} \quad (2.6) \]

\( \nu \) is known as the Larmor frequency. More commonly it is expressed in terms of the angular frequency:

\[ \omega = \gamma B_0 \quad (2.7) \]

The number of particles per unit volume in each of the two states \( \alpha \) and \( \beta \), referred to respectively as 'spin up' and 'spin down', can be denoted as \( N_\alpha \) and \( N_\beta \). By Boltzmann's principle the ratio \( N_\alpha/N_\beta \) at thermal equilibrium is given by:

\[ N_\alpha/N_\beta = \exp(\Delta E/kT) \quad (2.8) \]

where \( k \) is Boltzmann's constant and \( T \) is the absolute temperature.

Substituting in equation: 2.4 we get:

\[ N_\alpha/N_\beta = \exp(h\gamma B_0/kT) \quad (2.9) \]

At thermodynamic equilibrium, at normal temperatures, the population of the higher energy level is less than that of the lower energy level. This population difference is very small, for example for protons (\( \gamma = 26.75 \times 10^7 \text{ rad}^{-1} \text{T}^{-1} \text{s}^{-1} \)), at \( T=293K \) and \( B_0 = 1 \text{ Tesla} \), we find the population difference is just seven in one million. This makes the NMR technique inherently insensitive.

2.5 Resonance

Many aspects of NMR can be understood by using the energy level approach explained so far. Another method however proves to be more useful for
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The classical approach to NMR is based upon the precession of a magnetic moment $\mu$, with angular momentum $I$, about an applied magnetic field $B_0$ with angular frequency:

$$\omega = -\gamma B_0$$  \hspace{1cm} (2.10)

The negative sign is used to illustrate a right hand corkscrew protocol. Figure 2.2 shows the direction of Larmor precession for positive magnetogyratic ratio.

This precession occurs because the magnetic moment $\mu$ experiences a torque expressed by the rotational equivalent of Newton's Second Law:

$$T = \mu \times B_0$$  \hspace{1cm} (2.11)

The equation of motion for the system can be found by equating the torque to the rate of change of angular momentum:

$$\frac{dI}{dt} = \mu \times B_0$$  \hspace{1cm} (2.12)

but since $\mu = \gamma I$, we obtain:

$$\frac{d\mu}{dt} = \gamma \mu \times B_0$$  \hspace{1cm} (2.13)
This precessional behaviour can be pictorially compared to the energy level approach as seen in figure 2.3. For a nucleus with a positive value for \( \gamma \) the upper precessional cone corresponds to the lower energy level and vice versa.

In NMR we are dealing with macroscopic samples so we can replace the individual magnetic moments by an ensemble magnetization \( M \), which is the vector sum of all the \( \mu \)'s. This leads to a similar equation to the one above:

\[
\frac{dM}{dt} = \gamma M \times B_0 \tag{2.14}
\]

The thermal equilibrium position of this magnetization vector can be seen in figure 2.3. In the longitudinal plane it is defined by the Curie law:

\[
M_{x}^{eq} = M_0 = \frac{n_v \hbar^2 \gamma^2}{8\pi k_B T} B_0 \tag{2.15}
\]

where \( n_v \) is the number of particles per unit volume.

\( k_B \) is Boltzmann's constant.

\( T \) is the absolute temperature.

In the transverse plane it is expressed as:

\[
M_x^{eq} = M_y^{eq} = 0 \tag{2.16}
\]
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2.5.2 Radio-frequency Excitation

In an NMR experiment the excitation of spins from their equilibrium state is brought about by a second, oscillating magnetic field $2B_1$, which is perpendicular to the static $B_0$ field. This transverse magnetic field oscillates at $\omega_0$, the Larmor frequency, and can be separated into two components, one rotating in the same sense as the magnetization ($-\omega$) and the other in the opposite direction ($+\omega$). We are only interested in $-\omega$ as this produces the torque which rotates the magnetization into the xy plane:

$$B_1(t) = B_1 \cos \omega_0 t i - B_1 \sin \omega_0 t j$$

(2.17)

The total field acting on the sample is then:

$$B = B_1 \cos \omega_0 t i - B_1 \sin \omega_0 t j + B_0 k$$

(2.18)

i, j and k are unit vectors along the x, y and z axes.

We can now write the equation of motion of the magnetization including the effects of the oscillating $B_1$ field and also the static $B_0$ field:

$$\frac{dM}{dt} = \mu \times \gamma [B_0 + B_1(t)]$$

(2.19)

2.5.3 Rotating Frame of Reference

Conventionally the time dependence of the $B_1$ field can be eliminated by introducing a rotating frame coordinate system, which rotates about $B_0$ in the same direction as the magnetic moments precess. In such a system both $B_1$ and $B_0$ will be static, but there will be changes to the equations of motion.

Consider a vector $M$ in terms of its components:

$$M = M_x i + M_y j + M_z k$$

(2.20)

Now consider its time derivative in a rotating frame of reference:

$$\left( \frac{dM}{dt} \right) = \left( \frac{\partial M_x}{\partial t} i + \frac{\partial M_y}{\partial t} j + \frac{\partial M_z}{\partial t} k \right) + M_x \frac{di}{dt} + M_y \frac{dj}{dt} + M_z \frac{dk}{dt}$$

(2.21)

The part of the equation in brackets is the time derivative of the magnetization in the rotating reference frame where i, j and k appear stationary.

Equation 2.21 can be expressed as:

$$\left( \frac{dM}{dt} \right) = \frac{\partial M}{\partial t} + \omega \times (M_x i + M_y j + M_z k)$$

(2.22)

or

$$\left( \frac{dM}{dt} \right)_{\text{stationary}} = \left( \frac{\partial M}{\partial t} \right)_{\text{rotating}} + \omega \times M$$

(2.23)
If $\mathbf{M}$ now represents the magnetization in a static magnetic field, we know from equation 2.14:

$$\left( \frac{d\mathbf{M}}{dt} \right)_{\text{stationary}} = \gamma \mathbf{M} \times \mathbf{B}_0 \quad (2.24)$$

so from equation 2.23 we can now write:

$$\left( \frac{\partial \mathbf{M}}{\partial t} \right)_{\text{rotating}} = \gamma \mathbf{M} \times \mathbf{B}_0 - \omega \times \mathbf{M} \quad (2.25)$$

This is more commonly expressed as:

$$\left( \frac{\partial \mathbf{M}}{\partial t} \right)_{\text{rotating}} = \gamma \mathbf{M} \times \mathbf{B}_{\text{eff}} \quad (2.26)$$

where:

$$\mathbf{B}_{\text{eff}} = \mathbf{B}_0 + \left( \frac{\omega}{\gamma} \right) \mathbf{k} \quad (2.27)$$

Comparing equation 2.26 to equation 2.14 we see that the equation of motion in the rotating frame is the same as that in the laboratory frame, but with $\mathbf{B}_0$ replaced by $\mathbf{B}_{\text{eff}}$.

With the application of the $\mathbf{B}_1$ field, which rotates in the laboratory frame at an angular frequency $-\omega$, perpendicular to $\mathbf{B}_0$, we find the effective field in the rotating frame is now:

$$\mathbf{B}_{\text{eff}} = \mathbf{B}_0 + \left( \frac{\omega}{\gamma} \right) \mathbf{k} + \mathbf{B}_1 \quad (2.28)$$
Figure 2.5 A r.f. pulse of length $t_p$ with its Fourier transform. The frequency distribution is seen to be centred around the carrier frequency $\nu_C$.

The effective magnetic field can be illustrated as in figure 2.4. The magnetic moments precess with angular frequency $\gamma B_{\text{eff}}$ in a cone of fixed angle about $B_{\text{eff}}$. The quantity $\gamma$ is often called the fictitious field, due to its contribution to $B_{\text{eff}}$ in the rotating frame of reference.

From equation 2.28 we can see that when the resonance condition is satisfied, i.e. $\omega = -\gamma B_0$, the effective field is simply the applied $B_1$ field. The magnetic moments are tilted into towards the x-y plane where they will precess.

## 2.6 Pulse and Fourier NMR

The pioneering NMR experiments were carried out in continuous wave (CW) mode. This method involved slowly scanning the frequency range of interest during which resonance would be passed through with an absorption of energy. These experiments were inherently slow and therefore signal to noise was low.

### 2.6.1 The Fourier Transform

In 1966 Ernst and Anderson's paper [45] introduced the use of pulse Fourier methods to acquire NMR spectra. High power r.f. pulses were used to excite the nuclei and a Fourier transform of the resulting free induction decay (FID) produced the spectrum. The introduction of this method along with the increasing availability of microcomputers made the pulse NMR experiment far more efficient than the CW method. Nowadays the majority of NMR experiments are carried out using a sequence of r.f. pulses and delays. These pulse programs allow complex manipulation of the spin system. Fourier analysis shows us that a short r.f. pulse will contain a range of frequencies centred on a frequency $\nu_C$. The distribution of these frequencies and their
relationship to the pulse length $t_p$ can be seen in figure 2.5 and is given by:

$$P(\nu) = \frac{\sin[\pi(\nu - \nu_c)t_p]}{\pi(\nu - \nu_c)t_p} \quad (2.29)$$

The Fourier transformation is the mathematical relationship between the time domain and the frequency domain:

$$F(\nu) = \int_{-\infty}^{+\infty} f(t) \exp(-i2\pi\nu t)dt \quad (2.30)$$

$$f(t) = \int_{-\infty}^{+\infty} F(\nu) \exp(+i2\pi\nu t)dt \quad (2.31)$$

In practice Fourier transformation is carried out using the Cooley-Tukey algorithm [43]. Using this method the integrals are taken over a finite time interval and the number of data points is restricted to $2^n$, where $n$ is any integer.

2.6.2 Pulse experiments

In a pulse NMR experiment the magnetization vector, initially along the $z$-axis is tipped toward the x-y plane by the use of a short r.f. pulse $B_1$. At the end of the pulse duration the magnetization will have been tipped through a flip angle given by:

$$\theta = \gamma B_1 t_p \quad (2.32)$$

Following a $90^\circ$ pulse the magnetization vector will be in the x-y plane. The spins will be bunched or in other words will have phase coherence. After the pulse has been switched off the spins will start to relax back to their equilibrium values and will lose their phase coherence due to magnetic field inhomogeneity and transverse relaxation, the timescale of which is represented generally by the transverse relaxation time $T_2^*$. If a receiver coil is placed in the x-y plane then an voltage will be induced in the coil and an NMR signal will be detected. The magnetization is viewed in a rotating frame by feeding the reference Larmor frequency to the phase sensitive detector. The loss of phase coherence leads to an attenuation of this signal. A plot of the signal amplitude against time is commonly known as a free induction decay and it gives information about the response of the system in the time domain. From figure 2.6 we can see that for equivalent spins, on resonance, we have a simple exponential decay. Off resonance we have a damped sinusoidal response. The FID contains information from all the spins excited by the r.f. pulse and each has its own characteristic resonant frequency.

The Fourier transformation allows one to extract from the time domain the different resonant frequency contributions, i.e. the NMR spectrum. The Fourier transformations of the FIDs in figure 2.6 are shown in figure 2.7. The Fourier transform of an exponential decay is seen to be a Lorentzian line. If the time domain signal is an oscillating sinusoidal decay then we see that the Lorentzian will be shifted by the frequency of the oscillation.
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2.7 Relaxation and the Bloch Equations

Felix Bloch [38] presented a series of equations which accounted for relaxation of the magnetization upon removal of the oscillating $B_1$ field. He assumed that the magnetization decayed back to thermal equilibrium exponentially, but he assigned different characteristic time constants to the transverse and longitudinal relaxation. Assuming the static $B_0$ field is oriented along the $z$ axis the equations are:

$$\frac{dM_{x,y}}{dt} = -\frac{M_{x,y}}{T_2}$$ \hspace{1cm} (2.33)

with solution:

$$M_{x,y}(t) = M_{x,y}(0) \exp(-t/T_2)$$ \hspace{1cm} (2.34)

and:

$$\frac{dM_z}{dt} = -\frac{(M_z - M_0)}{T_1}$$ \hspace{1cm} (2.35)

with solution:

$$[M_z(t) - M_0] = [M_z(0) - M_0] \exp(-t/T_1)$$ \hspace{1cm} (2.36)

The decay of the transverse magnetization, with relaxation time $T_2$, is commonly known as transverse relaxation and the longitudinal relaxation $T_1$ is
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**Figure 2.7** The Fourier transformations of the FIDs shown in figure 2.6. The amplitudes of the spectral lines reflect the comparative amounts of each component in a system. For isotropic liquid samples the NMR spectrum will have a Lorentzian lineshape at the appropriate frequency. Here, for clarity, the three lines are frequency shifted by adjusting the difference between the resonant frequency and the reference frequency fed into the phase sensitive detector.

known as spin-lattice relaxation. From equation 2.33 and 2.35 we obtain the set of relationships known as the Bloch equations:

\[
\frac{dM_x}{dt} = \gamma [M_y B_0 + M_z B_1 \sin \omega t] - \frac{M_x}{T_2} \tag{2.37}
\]

\[
\frac{dM_y}{dt} = \gamma [M_z B_1 \cos \omega t - M_x B_0] - \frac{M_y}{T_2} \tag{2.38}
\]

\[
\frac{dM_z}{dt} = \gamma [-M_x B_1 \sin \omega t - M_y B_1 \cos \omega t] - \frac{M_0 - M_z}{T_2} \tag{2.39}
\]

The Bloch equations are valid for predicting the evolution of the magnetization in weakly coupled systems, especially simple liquid systems, when the external fields are uniform throughout the sample. The magnitude of the static \( B_0 \) field is several orders of magnitude greater than the oscillating \( B_1 \) field. This leads to \( B_1 \) having an effect only when \( \omega \) is close to the resonant or Larmor frequency \( \omega_0 \).
2.8 The Spectrometer

NMR spectrometers are used to detect and measure electromagnetic transitions between energy levels created by applying a magnetic field to the sample. These transitions occur within the radio frequency range for typically available strengths of the static magnetic field, and the corresponding resonance is detected using an r.f. transmitter-receiver coil.

The pulse NMR spectrometer generally carries out two distinct operations:
(i) The transmitter has to provide short bursts of r.f. power to the sample under investigation.
(ii) The receiver has to amplify and process the small NMR signals obtained.

All the NMR experiments described in this thesis were performed using such a pulse NMR spectrometer, the general setup of which is fairly universal and is schematically illustrated in figure 2.8.

The r.f. oscillator is used in both the transmitter and receiver circuits. It functions at the Larmor frequency of the nuclei of interest which is related to the strength of the magnetic field.

In the transmitter circuit the r.f. gate unit switches the signal from the oscillator on and off under the direction of the pulse programmer. The output is then amplified to produce the r.f. pulses of sufficient power to excite the nuclear spin system.

In the receiver circuit the weak NMR signal is amplified by the pre-amplifier to a level suitable for demodulation. The demodulator's role is to convert the high frequency radio frequency into an audio frequency, leaving the NMR precession signal. The demodulated signal output is then passed through some audio filters which remove any noise from outside the sweep width. The digital signal is finally passed to the computer for data processing.

The more relevant components of the pulsed NMR spectrometer and their functions will be discussed in more detail in the following sections. A couple of excellent texts which describe the experimental considerations of using an NMR spectrometer are by Fukushima and Roeder [53] and by Martin, Martin and Delpuech [54].

2.8.1 The NMR Probe

The role of the NMR probe is twofold. Firstly it excites the nuclear spin system by transmitting r.f. power to the sample. Secondly it detects the small emfs generated by the bulk magnetization in the transverse plane.

The most sensitive method of detection relies on the principle of induction, i.e. a changing magnetic field induces an electro motive force (emf) in a loop of electrical conductor through which the field passes [55]. The circuit is resonant at a frequency proportional to $\frac{1}{\sqrt{LC}}$. The inductance of the coil is fixed and the capacitance is used to tune the LC circuit to the required
Figure 2.8 A typical NMR Pulse Spectrometer.
frequency. At resonance the tuned circuit amplifies any voltage induced in the coil by a factor $Q$, referred to as the quality factor. To optimize the signal to noise ratio we desire a large value for $Q$. However there is a constraint placed on this. As $Q$ is increased, so is the "ringdown" or the length of time the electronics of the probe take to recover. For some experiments, especially ones involving solids, it is desirable to sample the data as soon after the pulse as possible. Thus a small value of $Q$ is required. The conflicting requirements

![Diagram](image)

**Figure 2.9** An NMR sample probe circuit.

of the transmitter and receiver have provided an interesting challenge for probe designers over the years and many solutions have been proposed.

A typical probe circuit is shown in figure 2.9. The matching capacitors $c_m$ are used match the impedance of the probe to that of the coaxial cable (50Ω).

### 2.8.2 The r.f. Transmitter

The purpose of the r.f. transmitter is to amplify the r.f. pulses to a level capable of exciting the nuclear spin system. The pulse power must quickly rise to its maximum value and return to zero in a short space of time, typical pulse lengths are of the order of a few microseconds. This allows the use of a single transmitter-receiver coil.

As mentioned in section 2.6 the $B_1$ field required to tip the magnetization through an angle of $\theta$ is given by:

$$\theta = \gamma B_1 t_p$$  \hspace{1cm} (2.40)

The magnitude of the $B_1$ field must be sufficient to excite the distribution of precessional frequencies of the spins. For liquid samples a typical $B_1$ field is $10^{-4}$ T.
2.8.3 The r.f. Receiver

The receiver comprises several processing stages. The first unit, the pre-amplifier, is one of the most important. Any noise generated here will add to the signal and be amplified by the subsequent r.f. units. The demodulator uses the r.f. oscillator to add to and subtract from the signal from the pre-amplifier. This produces a sum and a difference frequency signal. The high frequency signal is removed using a low pass filter leaving the demodulated NMR signal. The ADCs produce a digital signal which will undergo data processing on a computer or workstation.
3.1 Introduction

The macroscopic consequences of nuclear magnetic relaxation have been discussed in chapter 2 using the Bloch equations, but so far there has been no mention concerning the causes of this effect or the relationship with the molecular structure and dynamics. This chapter will outline the theory of the interaction of nuclear magnetic moments with their environment, and the theory will be applied to the experimental data acquired.

The foundations for the theory of nuclear spin relaxation were laid in the classic paper by Bloembergen, Purcell and Pound [1] and later modified by Kubo and Tomita [56]. Although this theory has been greatly developed many of the ideas hold for a simple system where molecular motion is isotropic and random.

3.2 Mechanisms

3.2.1 General Principles

In an NMR experiment there are other magnetic fields present apart from the applied static $B_0$ and oscillating $B_1$ fields. It is these other randomly fluctuating fields which lead to relaxation back to thermal equilibrium. The most common and dominant of these local magnetic fields are the ones produced by nuclear magnetic moments at the the sites of neighbouring spins. The thermally driven changes in the orientations of these neighbouring nuclei lead to changes in the local magnetic field and if at the appropriate frequency can cause transitions between nuclear energy levels, i.e. relaxation. The process can be thought of as the reverse of r.f. excitation with the time dependent spin interactions arising from thermally driven relative motions of the nuclei rather than from an oscillating r.f. field.

The theory of relaxation is most rigorously described using a quantum mechanical approach. Here a more descriptive method will be used to give a picture of the physical interactions occurring.

We start by defining a time correlation function

$$G(\tau) = \langle b_{loc}(t) \cdot b_{loc}(t + \tau) \rangle_{eq}.$$  \hspace{1cm} (3.1)

The brackets $\langle \rangle_{eq}$ represent an ensemble average taken over the macroscopic system.

The time correlation function $G(\tau)$ describes the similarities, on average, in $b_{loc}$ at a time $\tau$ later. At short $\tau$ it is expected that there is some
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Figure 3.1 Plot showing the time evolution of the exponential form of the correlation function. Three curves are plotted for different values of the correlation time. Solid line $\tau_c=10^{-12}s$, dashed line $\tau_c=10^{-11}s$ and dotted line $\tau_c=10^{-10}s$.

correlation between the values of $b_{loc}$, but at longer values of $\tau$ there is little or no similarity. The function therefore decays to zero with $\tau$ and is most commonly described as an exponential:

$$G(\tau) = \langle b_{loc}^2 \rangle_{eq} \exp \left( -\frac{|\tau|}{\tau_c} \right)$$

(3.2)

$\tau_c$ is called the correlation time. Examples of the variation of $G(\tau)$ with $\tau$ for different correlation times are shown in figure 3.1.

The correlation function has a Fourier transform partner, the spectral density, $J(\omega)$, which for fluctuating fields, $b_{loc}(t)$ is expressed as:

$$J(\omega) = \int_{-\infty}^{+\infty} G(\tau) \exp (-i\omega \tau) d\tau$$

(3.3)

This function describes the available power of the fluctuating local fields at a range of frequencies. From this the contribution to relaxation can be calculated. If the exponential form of the time correlation function is used then we can find a solution to the spectral density:

$$J(\omega) = \langle b_{loc}^2 \rangle_{eq} \frac{2\tau_c}{(1 + \omega^2 \tau_c^2)}$$

(3.4)
Examples of the spectral density using the exponential form of $G(\tau)$ are shown in figure 3.2.

As mentioned earlier the nuclear relaxation is brought about by the fluctuating local magnetic fields. These fields are produced by a number of interactions which couple the spins to each other and to the lattice:

- Magnetic dipole-dipole interaction.
- Electric quadrupole interaction.
- Chemical shift anisotropy.
- Scalar coupling.
- Spin rotation.

In most nuclei ($I=\frac{1}{2}$) the dominant source of these magnetic fields is the magnetic dipole-dipole interaction and this will be considered in more detail. The theory proposed by Bloembergen, Purcell and Pound [1] will be used.
3.2.2 B.P.P. Theory

The Hamiltonian of N spins set in a rigid lattice in an external field $B_0$ is given by:

$$\hat{H} = \hat{H}_z + \hat{H}_D$$  \hspace{1cm} (3.5)

where $\hat{H}_z$ is the Zeeman Hamiltonian:

$$\hat{H}_z = -\hbar \gamma B_0 \sum_j I_{zj}$$  \hspace{1cm} (3.6)

and $\hat{H}_D$ is the dipolar Hamiltonian:

$$\hat{H}_D = \sum_{i<j} \frac{\hbar^2 \gamma \gamma_{ij}}{r_{ij}^3} \left[ I_i I_j - \frac{3(I_i r_{ij})(I_j r_{ij})}{r_{ij}^2} \right]$$  \hspace{1cm} (3.7)

where $I_{zj}$ is the component of the $j^{th}$ spin the z-direction.

$r_{ij}$ is the position vector of spin $j$ from spin $i$.

$r_{ij}$ is the magnitude of the separation.

The dipolar contribution to the Hamiltonian represents a small perturbation on the main Zeeman interaction. Equation 3.7 can be expressed in terms of the raising and lowering operators, $I^+$ and $I^-$, and in terms of spherical co-ordinates:

$$\hat{H}_D = \frac{\hbar^2 \gamma \gamma_{ij}}{r_{ij}^3} (A + B + C + D + E + F)$$  \hspace{1cm} (3.8)

where:

$$A = I_{z1} I_{zj} (1 - 3 \cos^2 \theta)$$

$$B = -\frac{1}{4} (1 - 3 \cos^2 \theta)[I_i^+ I_j^- + I_i^- I_j^+]$$

$$C = -\frac{3}{2} \sin \theta \cos \theta \exp(-i\phi_{ij})[I_i^- I_{zj} + I_j^+ I_{zi}]$$

$$D = \frac{3}{2} \sin \theta \cos \theta \exp(i\phi_{ij})[I_i^- I_{zj} + I_j^- I_{zi}]$$

$$E = -\frac{3}{4} \sin^2 \theta \exp(-2i\phi_{ij})I_i^+ I_j^+$$

$$F = -\frac{3}{4} \sin^2 \theta \exp(2i\phi_{ij})I_i^- I_j^-$$

where $\theta$ and $\phi$ are the polar and azimuthal angles of $r_{ij}$, with $B_0$ defining the polar z-axis.
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In the presence of large Zeeman coupling, the effects of $\mathcal{H}$ are described only by those terms which commute with the Zeeman term. For like spins only terms A and B are retained, whereas for unlike spins only term A is effective.

Using this framework the relaxation times, $T_1$ and $T_2$ can be expressed in terms of the spectral density function:

$$\frac{1}{T_1} = \frac{3}{2} \gamma^4 \hbar^2 I(I + 1) \left[ J^{(1)}(\omega_0) + J^{(2)}(2\omega_0) \right]$$

$$\frac{1}{T_2} = \frac{3}{2} \gamma^4 \hbar^2 I(I + 1) \left[ \frac{1}{4} J^{(0)}(0) + \frac{5}{2} J^{(1)}(\omega_0) + \frac{1}{4} J^{(2)}(2\omega_0) \right]$$

The original BPP theory was solved for an isolated pair of spins, experiencing isotropic motion and whose correlation function has an exponential form. The relaxation times can then be expressed as:

$$\frac{1}{T_1} = \sum_j \frac{2}{5} \gamma^4 \hbar^2 r_{ij}^6 I(I + 1) \left[ \frac{\tau_c}{1 + \omega_o^2 \tau_c^2} + \frac{4\tau_c}{1 + 4\omega_o^2 \tau_c^2} \right]$$

$$\frac{1}{T_2} = \sum_j \frac{2}{5} \gamma^4 \hbar^2 r_{ij}^6 I(I + 1) \left[ \frac{3}{2} \tau_c + \frac{5}{2} \left( \frac{\tau_c}{1 + \omega_o^2 \tau_c^2} \right) + \frac{\tau_c}{1 + 4\omega_o^2 \tau_c^2} \right]$$

The relaxation rates are plotted as a function of correlation time on the logarithmic plot in figure 3.3. The $T_1$ minimum occurs at $\tau_c = 0.616/\omega_0$ and
is therefore frequency dependent. At high temperatures, under so-called extreme narrowing conditions \( (\omega_0^2 \tau_c^2 \ll 1) \), \( T_1 = T_2 \) for isotropic motion. At lower temperatures or in other words at longer correlation times \( (\omega_0^2 \tau_c^2 \gg 1) \), \( T_1 \) is proportional to \( \omega_0^2 \), whereas \( T_2 \ll T_1 \) and is insensitive to \( \omega_0 \). When the rigid lattice limit is approached \( T_2 \) levels off and remains constant with increasing correlation time.

### 3.3 Pulsed NMR Techniques

#### 3.3.1 Longitudinal Relaxation

Longitudinal relaxation occurs by an exchange between the Zeeman energy of the spin system and the thermal energy of the molecules containing nuclear magnetic dipoles. The procedure for measuring \( T_1 \) relaxation involves an initial perturbation of the spin system away from its equilibrium position. This is followed by an evolution period, a read pulse and acquisition of the signal. This procedure is repeated several times for different evolution periods and a relaxation curve is obtained.

**Inversion Recovery**

The most common experimental method employed is the inversion recovery sequence, see figure 3.4:

\[
180^0 - \tau - 90^0 - A_t - RD
\]

This sequence involves inverting the magnetization using a \( 180^0 \) pulse and waiting a time \( \tau \) while longitudinal relaxation takes place. A \( 90^0 \) pulse is then applied which brings the magnetization into the transverse plane where the FID signal can be acquired. The initial amplitude of the FID is proportional to the magnetization and is a function of the evolution time.
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The experiment is repeated after waiting a recycle time, $RD \geq 5T_1$, for different values of $\tau$. From the Bloch equations the form of the relaxation can be found:

$$\frac{dM_z}{dt} = -\frac{(M_z - M_0)}{T_1}$$

If $M_z = -M_0$ at $t=0$, then we have as a solution:

$$M_z = M_0(1 - 2\exp(-\tau/T_1))$$

As can be seen the relaxation in this case is exponential in nature. $T_1$ can therefore be obtained either by a straight line semi-logarithmic plot or by an exponential fit of the data. The method used to analyse the data in this thesis was the latter technique where a least squares approach was used to determine the values of $M_0$, $T_1$ and $k$. $k$ is a parameter which replaces the factor 2 in the above equation and is a measure of how accurately the pulse lengths have been set and also a measure of the distribution of flip angles arising from the inhomogeneities of the $B_1$ field over the sample.

The major disadvantage of the inversion recovery method is the length of the recovery or recycle time. This is the time required for the magnetization to fully relax back to its equilibrium value. This has led to more novel pulse sequences being devised which incorporate rapid recycling. The fast inversion recovery method is one such technique [57].

3.3.2 Transverse Relaxation

In principle the transverse relaxation time $T_2$ can be obtained, for isotropic liquids with a Lorentzian lineshape, by an exponential fit of the free induction decay. However in practice, magnet inhomogeneity leads to a spatial spread of resonant frequencies throughout the sample. The decay of the FID therefore has two contributions. The first is from the natural random processes which bring the magnetization back to equilibrium. The second is from the inhomogeneity of the $B_0$ field. A revised relaxation time can be approximated as:

$$\frac{1}{T_2^*} = \frac{1}{T_2} + \frac{\gamma \Delta B_0}{2}$$

where $\Delta B_0$ is the spread in magnetic field strength caused by the magnetic field inhomogeneities.

The linewidth at half height of a resonance line is generally expressed in terms of $T_2^*$ and is a commonly used method for measuring this parameter:

$$\Delta v_1 = \frac{1}{\pi T_2^*}$$

Due to the reversible nature of the field imperfections it is possible, by using an appropriate pulse sequence, to overcome these effects. Special methods have been devised to cancel out this inhomogeneous broadening and these will be described here.
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**Spin Echo Method**

In 1950 Erwin Hahn [41] devised a method to circumvent the problems of field inhomogeneities in T$_2$ measurements. He called this technique the spin echo method. The method consists of the following pulse sequence:

\[ 90^\circ - \tau - 180^\circ - \tau - A_t - RD \]

The effect of the sequence on the magnetization in the rotating frame is shown schematically in figure 3.5.

The pulse sequence is repeated for several different values of $\tau$ thus building up a relaxation decay as a function of time. Once again the recycle time should be at least 5T$_1$.

The spin echo method is limited in its use because of the effects of molecular diffusion. During the duration $\tau$ it is possible that the spins will diffuse from one part of the field to another. Due to the inhomogeneity of the magnet the resonance frequency of the spins will thus change in a random manner. The consequence of this will be a reduction in the amplitude of the spin echo acquired, given by [32]:

\[
M_t(2\tau) = M_0 \exp \left[ \left( \frac{-2\tau}{T_2} \right) - \frac{2}{3} \gamma^2 G^2 D \tau^3 \right] \tag{3.17}
\]

where D is the self diffusion coefficient.

G is the size of the background magnetic field gradients, assumed linear in spatial dependence, caused by the magnetic field inhomogeneity.

**Carr Purcell Method**

Carr and Purcell [46] introduced a method to diminish the effects of translational diffusion, through inhomogeneous fields, on the measurement of transverse relaxation times. This technique, a modification of the Hahn spin-echo method involves applying a 90$^\circ$ pulse, followed by a train of 180$^\circ$ pulses.

\[ 90^\circ - \tau - \left[ 180^\circ - \tau - A_t - \tau - \right]_n \]

180$^\circ$ pulses are applied at times $\tau$, 2$\tau$, 4$\tau$, 6$\tau$, .... These cause rephasing of the magnetization in the form of echoes at times $\tau$, 3$\tau$, 5$\tau$, 7$\tau$, .... The echoes alternate in phase due to the refocusing pulse flipping the magnetization between the +y' and -y' axes.

The Carr-Purcell sequence is considerably more efficient than the Hahn spin-echo experiment. A full train of echoes may be obtained in a single acquisition, whereas the corresponding experiment using the spin-echo method would require several acquisitions with a recycle time 5T$_1$ between each one. Also by choosing a small value for $\tau$, the effects of molecular diffusion can be reduced considerably, since for the Carr-Purcell sequence:

\[
M_t(t) = M_0 \exp \left[ \left( \frac{t}{T_2} \right) - \frac{1}{3} \gamma^2 G^2 D \tau^2 t \right] \tag{3.18}
\]
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Figure 3.5 Hahn Spin Echo. (i) The magnetization is tipped into the transverse plane, along the $y'$ axis, by the application of a $90^\circ_{z'}$ pulse. (ii) The magnetization dephases with the individual spin isochromats precessing at different frequencies due to the inhomogeneity of the magnetic field. Some precess faster, some slower than the Larmor frequency, leading to a fanning out effect. (iii) At time $\tau$ a $180^\circ_{z'}$ pulse is applied. This flips the magnetization by $180^\circ_{z'}$ about the $x'$ axis. (iv) The magnetization now starts to rephase as the faster and slower moving spins coalesce. (v) At a time $2\tau$ the isochromats rephase along the $y'$ axis and the top of the spin echo is acquired. (vi) The spins now begin to dephase once again.
where $t=2n\tau$ for the $n^{th}$ echo.

$\tau$ values as short as a few hundred microseconds can be used, which thus reduces the value of the diffusion term.

Errors can still occur in the measurement of $T_2$ using the Carr-Purcell method if the pulse lengths are not set accurately. Incomplete refocusing of the magnetization will occur which leads to an attenuation of the echo, and a smaller than expected $T_2$ being obtained.

**Meiboom Gill Method**

Meiboom and Gill [58] modified the Carr-Purcell sequence in order to compensate for pulse length imperfections. This was achieved by simply altering the phase of the $180^0$ pulse.

\[
90^0_y - \tau - \left[ 180^0_y - \tau - A_t - \tau - \right]_n
\]

The $180^0$ pulses are applied along the $y'$ axis, which is a $90^0$ phase shift relative to the initial $90^0$ pulse. All the echoes are refocussed along the positive $y$ axis and therefore all have the equivalent phase.

The consequences of the Meiboom-Gill modification in the rotating frame can be seen in figure 3.6. The $180^0$ pulse length has been inaccurately set to highlight the benefits of this method. After the first quasi $180^0$ pulse the magnetization can be seen to have been displaced from the x-y plane. This leads to an attenuation of the echo amplitude upon rephasing. After a time $\tau$ the second quasi $180^0$ pulse is applied which leads to an exact return of the magnetization to the x-y plane. The second echo therefore has the correct amplitude as do all subsequent even numbered echoes. All the odd numbered echoes are attenuated slightly by an equal amount.

The transverse relaxation time is therefore obtained by plotting the amplitude of the even numbered echoes against the echo time ($4\tau, 8\tau, 12\tau, \ldots$) and fitting the exponential decay.

### 3.4 Experimental Methodology

#### 3.4.1 Sample Preparation

The polymer solution samples (dopes) used in the experiments described throughout this thesis were prepared using a polyacrylonitrile (PAN) sample (MW(wt. average)=65500). The solvent selected to dissolve the PAN was a 52%(by wt.) NaSCNaq solution. For comparison purposes the same strength of solvent was used to dissolve the solutions of varying PAN compositions. Although the system PAN/NASCNaq has high commercial value, the study of its solution properties have not been widely published [25, 24]. A study by Geller and Eftina [22] of the concentration dependence of the viscosity
Figure 3.6 CPMG sequence. (i) The 90° pulse tips the magnetization into the transverse plane. (ii) The spins begin to dephase. (iii) The incorrectly set 180° pulse flips the spins about the y axis to a position slightly above (or below) the transverse plane. (iv) The spins rephase, but not in the transverse plane. (v) The spins dephase again. (vi) The second incorrectly set 180° pulse flips the spins about the y axis again, but now they return to the transverse plane. (vii) The spins rephase exactly in the transverse plane along the y axis.
showed a minimum at 50-55% (by wt.) NaSCN and therefore a concentration in this range was chosen.

To prepare the PAN dopes the NaSCN solution was heated to a temperature of 60-70°C, and the PAN was added gradually with continuous stirring. The stirring was continued for approximately 20 minutes or until the solution appeared homogeneous. The sample was then placed in an oven at a temperature of 50°C for 2-3 days to allow any air bubbles to rise.

The solutions were transferred to the 10mm diameter NMR tubes using a specially adapted syringe. This allowed the dopes to be placed in the bottom of the tube without leaving residue on the sides of the tube, which could lead to spurious NMR signals.

A series of dopes were able to be prepared, up to a maximum composition of 15% (by wt.) PAN. Above this composition the dopes become too viscous and it is impossible to prepare homogeneous solutions.

3.4.2 Instrumentation

The NMR relaxation experiments were carried out using a Bruker CXP-100 NMR spectrometer, the details of which are given in the next section. Also described is the Resonance Instruments MARAN-20 bench-top spectrometer which was used to carry out the majority of the experiments described in the subsequent chapters.

**Bruker CXP-100**

The CXP-100 NMR spectrometer was used with a proton resonance frequency of 60MHz. The magnet is a water cooled electromagnet with a $^{19}$F field frequency lock which aids stabilization of the magnetic field. The high power amplifier produces a $90^\circ$ pulse length of 1.5 $\mu$s in a 12mm diameter coil, and the instrumentation has a dead time of 8 $\mu$s. The dead time, which is the time taken for the probe electronics to recover after the r.f. pulse, incorporates the probe ring-down time and the filter settle time before acquisition can commence.

The Bruker CXP spectrometer uses the Redfield method for data acquisition. This technique employs one ADC for alternating acquisition of real and imaginary data points. The dwell time has a minimum value of 4 $\mu$s which means that the temporal spacing between each acquired point in the real or imaginary plane is at least 8 $\mu$s. Upon Fourier transformation we find that the sweepwidth (SW) is given by:

$$SW = \frac{1}{2 \times D W E L L}$$  \hspace{1cm} (3.19)

The maximum sweepwidth is therefore 125 kHz.

The CXP-100 has variable temperature capabilities. The temperature changes are achieved by passing a stream of gas over an electrically heated wire coil.
The gas temperature is monitored before passing over the sample by use of a thermocouple which is connected to the temperature controller. The working range of the unit is 240K to 360K and the time taken for temperature stabilization is approximately 20 minutes.

The computing capabilities are quite limited on the CXP and so the post acquisition data processing is carried out elsewhere. The data is first converted from the Bruker data format to ascii format using a Hewlett-Packard machine. It is then transferred to one of a number of Sun Sparcstations which have a number of data manipulation programs running under a Unix operating system, see section 3.4.3.

**Resonance Instruments MARAN-20**

The Resonance Instruments MARAN-20 is a benchtop NMR spectrometer with a permanent magnet. The operating frequency for protons is 20.2 MHz and a second probe for $^{23}$Na has an operating frequency of 5.3 MHz. The machine has a lower power amplifier (300 W) than the CXP-100 and this is reflected by the longer 90° pulse length of 2.2 $\mu$s. The r.f. coils allow a sample tube diameter of 10mm and the field is homogeneous over a sample length of 14mm.

The MARAN-20 employs the quadrature method of detection. Using two ADC's the real and imaginary data is captured simultaneously. The minimum dwell time is 0.5 $\mu$s which leads to a sweepwidth of 2MHz.

The proton probe has a set of gradient coils which produce a gradient perpendicular to the $B_0$ field and parallel with the cylindrical sample tube axis. The maximum gradient strength possible is 203 Gcm$^{-1}$ and this allows the study of the slow translational self-diffusion of polymers in solution.

Variable temperature studies are also possible on the MARAN-20 using a similar protocol and range to that on the CXP-100.

### 3.4.3 Data Fitting Programs

Relaxation data acquired during an NMR experiment generally is not too useful before analysis. Both transverse and longitudinal relaxation data need to be fitted using exponential functions. Often these relaxation curves may appear to be single exponential in nature, but upon further analysis they are found to be multi-exponential and require more complicated fitting procedures to extract useful information. The parameters obtained are usually assigned physical significance in terms of their location and mobility in the system. This is the case in a wide variety of fields, one such example is the interpretation of $T_1$ and $T_2$ relaxation times for water protons in complex aqueous systems such as living tissue [59, 60, 61].

Relaxation curves can be analysed using a variety of mathematical methods. These range from simple logarithmic plotting [62] to difference minimization.
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Figure 3.7 A typical CONTIN fitting result. The longitudinal relaxation data for an aqueous PAN-co-MA/NaSCN solution is fitted to a continuous distribution with three distinct components. These can be attributed to the three constituent species in the sample, with the water protons dominating at short $R_1$ and the two polymers having much longer relaxation rates. The function $S(R_1)$ is normalized to an area of unity.

The data presented later in this chapter was analysed using two different fitting techniques. The two programs which carried out the fitting, XFIT and CONTIN, will be described here.

CONTIN

The CONTIN algorithm was devised and implemented by Provencher [65, 66] as a general purpose constrained regularisation program for inverting linear algebraic and integral equations. The program fits data to a continuous distribution of relaxation times.

The fitting procedure is carried using the following integral:

$$Y(\tau) = \int_{T_{1,2}^{\min}}^{T_{1,2}^{\max}} S(T_{1,2}) \exp \left(-\frac{\tau}{T_{1,2}}\right) dT + \beta + \epsilon_k$$  \hspace{1cm} (3.20)

where $Y(\tau)$ is the data measured at time $\tau$.

The kernel $\exp(-\tau/T_{1,2})$ describes the relaxation function.
3. NMR Relaxation Studies of PAN solutions

$S(T_{1,2})$ is a weighting distribution function.
$T_{1,2}$ are the relaxation times $T_1$ and $T_2$.
$\beta$ is a constant baseline term.
$\epsilon_k$ is the noise component.

The solution of equation 3.20 is a spectrum of relaxation times, normalized to unit area, so $S(T_{1,2})$ represents a probability distribution of relaxation times. A set of relaxation data for an aqueous PAN-co-methyl-acrylate/NaSCN solution was analysed using CONTIN and is shown as a continuous distribution in figure 3.7.

CONTIN has been applied to many scientific problems, including fitting photon correlation spectroscopy data and light scattering data. An excellent paper which validates the application of CONTIN to the fitting of biological NMR relaxation data has been published [67].

CONTIN has been found to fit data to multi-exponentials with a high degree of stability and accuracy. The major advantage of this fitting method is that no prior knowledge of the number, size or relative amplitude of components is required.

**XFIT**

XFIT is an X-window based utility for the fitting of experimental data to a number of standard mathematical functions. The program runs on a UNIX platform and was developed at BP Research. To fit relaxation data the program uses the Levenberg-Marquardt algorithm for non-linear least squares fitting [63]. The user selects the number of exponentials to fit the data to, followed by estimates for the decay/growth constants. The program then fits the data and returns values for the relaxation times and other fitting parameters.

The Levenberg-Marquardt algorithm uses a least squares approach to find a minimum in the parameter $\chi^2$, defined by:

$$\chi^2 = \sum_{n=1}^{N} \left[ I_n - I(\tau; a_1,...,M) \right]^2 \quad (3.21)$$

where $I_n$ is the experimental intensity of data point $n$.
$I(\tau; a_1,...,M)$ is the calculated intensity of each data point.
$N$ is the number of data points.

Upon finding the minimum $\chi^2$ becomes equivalent to the standard deviation of each point:

$$\chi^2 = \sum_{n=1}^{N} \sigma_n \quad (3.22)$$
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Figure 3.8 A typical XFIT display showing the fitting of $T_1$ relaxation data, for a 15% (by wt.) PAN/NaSCN$_a$q. solution, to a two component exponential model. The fitting parameters show two distinct components, $T_1^{fast} = 26.7$ms (15.9%) and $T_1^{slow} = 670.9$ms (84.1%).

The standard deviation is a measure of the noise on the signal and so therefore is $\chi^2$. For comparison purposes it is therefore vital to ensure that an accurate estimate of the signal to noise ratio is used.

The longitudinal relaxation data is fitted to the following function:

$$I_n(\tau) = \sum_i I_0^i \left( 1 - 2k \exp \left( \frac{-\tau}{T_1} \right) \right)$$  \hspace{1cm} (3.23)

and the transverse data to this function:

$$I_n(\tau) = \sum_i I_0^i \left( \exp \left( \frac{-\tau}{T_2} \right) \right)$$  \hspace{1cm} (3.24)

where $I_0^i$ is the equilibrium intensity of component $i$.

$T_1^i$ and $T_2^i$ are the relaxation times of component $i$.

$k$ is a correction factor for incorrect pulse settings.

Figures 3.8 and 3.9 show two typical displays of the XFIT window, displaying information after a fitting procedure has been carried out. The parameters $\chi^2$ and $Q$ give an indication of how well the data has been fitted using the selected procedure.
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Figure 3.9 A typical XFIT display showing the fitting of T<sub>2</sub> relaxation data to a bi-exponential model. The relaxation data is for a 15% (by wt.) PAN/NaSCN<sub>aq</sub> solution. The fitting parameters return two relaxation times, T<sub>2</sub><sup>fast</sup> = 11.5ms (15.1%) and T<sub>2</sub><sup>slow</sup> = 671.2ms (84.9%).

**Evaluation of Fitting Programs**

To evaluate the validity of the fitting procedures and also to test the reproducibility of the relaxation data using the pulse sequences, a number of PAN/NaSCN<sub>aq</sub> solutions were analysed. The relaxation data, both longitudinal and transverse, was initially fitted using CONTIN, as this procedure requires no knowledge of the number of components present in the system.

The same data set was then analysed using the XFIT program, and fitted to the same number of components as elucidated by the CONTIN algorithm. The two sets of results produced by different fitting procedures were compared and an example for a longitudinal and transverse data sets are presented in tables 3.1 and 3.2. The fitting programs produce comparable results and it was found that all the relaxation data studied, both transverse and longitudinal, was bi-exponential in character at all concentrations and temperatures. Having discovered the number of components present, XFIT was used to analyse the bulk of the relaxation data as it uses a faster algorithm for fitting the data than CONTIN.
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Table 3.1 Comparison of the CONTIN and XFIT fitting procedures for $T_1$ relaxation data of a 13% (by wt.) PAN solution. The CONTIN method, which requires no knowledge of the number of components, reported a bi-exponential fit. A two component fit was used on XFIT to obtain a comparative set of results.

<table>
<thead>
<tr>
<th>T$_1$ Fitting</th>
<th>CONTIN</th>
<th>XFIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of components</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$T_1$(Component 1)/ms</td>
<td>60.13</td>
<td>61.37</td>
</tr>
<tr>
<td>% amplitude (Component 1)</td>
<td>13.75</td>
<td>13.87</td>
</tr>
<tr>
<td>$T_1$(Component 2)/ms</td>
<td>856.4</td>
<td>854.1</td>
</tr>
<tr>
<td>% amplitude (Component 2)</td>
<td>86.25</td>
<td>86.13</td>
</tr>
</tbody>
</table>

Table 3.2 Comparison of the CONTIN and XFIT fitting procedures for $T_2$ relaxation data of a 13% (by wt.) PAN solution. The data was acquired using the CPMG pulse method [46]. Similarly to the fitting of the $T_1$ data, the CONTIN method reported a bi-exponential fit. A two component fit was used on XFIT to obtain a comparative set of results.

<table>
<thead>
<tr>
<th>T$_2$ Fitting</th>
<th>CONTIN</th>
<th>XFIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of components</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$T_2$(Component 1)/ms</td>
<td>11.2</td>
<td>12.1</td>
</tr>
<tr>
<td>% amplitude (Component 1)</td>
<td>13.81</td>
<td>13.92</td>
</tr>
<tr>
<td>$T_2$(Component 2)/ms</td>
<td>801</td>
<td>812</td>
</tr>
<tr>
<td>% amplitude (Component 2)</td>
<td>86.19</td>
<td>86.08</td>
</tr>
</tbody>
</table>
3.5 Longitudinal Relaxation in PAN solutions

3.5.1 Concentration Studies

Five samples covering a range of PAN concentrations were studied. The samples were prepared as described in section 3.4.1. The relative proportions of the constituent elements, as used to make up the polymer solutions, are shown in table 3.3.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Wt. % PAN</th>
<th>wt. % NaSCN</th>
<th>wt. % H₂O</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample 1</td>
<td>7</td>
<td>48</td>
<td>45</td>
</tr>
<tr>
<td>Sample 2</td>
<td>9</td>
<td>47</td>
<td>44</td>
</tr>
<tr>
<td>Sample 3</td>
<td>11</td>
<td>46</td>
<td>43</td>
</tr>
<tr>
<td>Sample 4</td>
<td>13</td>
<td>45</td>
<td>42</td>
</tr>
<tr>
<td>Sample 5</td>
<td>15</td>
<td>44</td>
<td>41</td>
</tr>
</tbody>
</table>

Table 3.3 The calculated component compositions of the PAN/NaSCN solutions prepared as described in section 3.4.1. The amounts are quoted as weight percentages.

The solutions were chosen to show the effects of varying the amount of polymer on the relaxation times. The upper limit of PAN concentration was approximately 15%. At concentrations above this the solutions become too viscous and were impossible to mix effectively to produce homogeneous solutions.

The longitudinal relaxation measurements reported here were carried out using the Bruker CXP-100 NMR spectrometer in single point acquisition mode. Each sample was placed in the NMR probe, in the magnet, and left for 20 minutes, so that temperature equilibration could take place. The pulse program used was the inversion recovery sequence as described earlier in this chapter. The only change in the experimental setup was the use of two delay times, $\tau_1$ and $\tau_2$. This provided an effective means of studying both fast and slow components which were found to be present in all relaxation data sets. Typical values for the acquisition would be 40 points acquired with a $\tau_1$ value of 5ms, and 20 points acquired with a $\tau_2$ of 250ms, i.e.

$$\tau = \tau_0, \tau_0+\tau_1, \tau_0+2\tau_1, ..., \tau_0+40\tau_1, \tau_0+40\tau_1+\tau_2, \tau_0+40\tau_1+2\tau_2, ..., \tau_0+40\tau_1+20\tau_2$$
Figure 3.10 Three longitudinal relaxation decay curves for different concentration PAN solutions. The solid line is a 7% PAN (by wt.) solution, the dashed line is 9% PAN and the dotted line is 11% PAN. The differences in the exponential decays reflect the differences in relaxation times.

Typical longitudinal relaxation curves are shown in figure 3.10 for three different concentrations of PAN in solution. The differences in relaxation times of the solutions can be seen by the disparity of the exponentials. On first inspection the curves appear to be single exponentials but fitting as described in section 3.4.3 reveals them to be bi-exponential.

The concentration dependence of $T_1$ for the range of samples studied is shown in table 3.4.

There are a number of important points to discuss about the results:

- The percentage of PAN protons, calculated from the ratio of the constituent species used to prepare the dopes, approximately equals the percentage amplitude of the fast relaxing component. Likewise the percentage of water protons approximately equals the percentage amplitude of the slower relaxing component. It is therefore reasonable to assign $T_1^{fast}$ to the protons attached to the PAN chains, and $T_1^{slow}$ to the water protons.

- The $T_1$ of the fast relaxing component (PAN protons) does not vary appreciably with PAN concentration.
Table 3.4  

<table>
<thead>
<tr>
<th>wt. % PAN</th>
<th>T1 Fast/ms</th>
<th>% Fast</th>
<th>T1 Slow/ms</th>
<th>% Slow</th>
<th>% PAN Hs</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>58.0</td>
<td>7.5</td>
<td>1240</td>
<td>92.5</td>
<td>7.4</td>
</tr>
<tr>
<td>9</td>
<td>57.9</td>
<td>9.6</td>
<td>1140</td>
<td>91.4</td>
<td>9.4</td>
</tr>
<tr>
<td>11</td>
<td>61.4</td>
<td>11.8</td>
<td>1080</td>
<td>88.2</td>
<td>11.6</td>
</tr>
<tr>
<td>13</td>
<td>60.1</td>
<td>13.7</td>
<td>853</td>
<td>86.3</td>
<td>13.6</td>
</tr>
<tr>
<td>15</td>
<td>60.5</td>
<td>16.1</td>
<td>693</td>
<td>83.9</td>
<td>15.8</td>
</tr>
</tbody>
</table>

The T1 of the slower relaxing component (water protons) shows considerable variation with PAN concentration.

3.5.2 Temperature Studies

The temperature dependence of T1 of the PAN solutions was studied over a temperature range from 300-360K. The data was plotted on a semi-log scale as shown in figure 3.11. This is the classical Arrhenius plot which is described by the following equation:

\[ T_1 = \exp \left(- \frac{E_a}{k_B T} \right) \]  

where \( E_a \) is the activation energy.  
\( k_B \) is the Boltzmann constant.  
\( T \) is the absolute temperature.

The data, as plotted in figure 3.11 is linear and therefore it can be fitted to equation 3.25. A linear regression was carried out and values for the activation energies for the five PAN solutions are displayed in table 3.5.

There is little variation in the magnitude of the activation energy for T1 relaxation of either the PAN protons, or the water protons. The activation energy of the water protons is much less than that of the PAN protons. No previous study of this system has been published in the literature and therefore a comparison to other data can not be made.
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Figure 3.11 Arrhenius semi-log plot showing the variation of $T_1^{\text{slow}}$ with inverse temperature for a variety of PAN/NaSCN$_{aq}$ solutions with different PAN concentrations. $(\Delta)$ - 7% PAN (by wt.), $(\odot)$ - 9% PAN, $(\cdot)$ - 11% PAN, $(\ast)$ - 13% PAN, and $(+)$ 15% PAN. The data was fitted using a linear regression and the resulting activation energies are presented in table 3.5.

<table>
<thead>
<tr>
<th>wt. % PAN</th>
<th>$(T_1^{\text{slow}})$ Activation Energy /kJmol$^{-1}$</th>
<th>$(T_1^{\text{fast}})$ Activation Energy /kJmol$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>8.3</td>
<td>18.2</td>
</tr>
<tr>
<td>9</td>
<td>8.4</td>
<td>18.9</td>
</tr>
<tr>
<td>11</td>
<td>8.7</td>
<td>18.8</td>
</tr>
<tr>
<td>13</td>
<td>8.6</td>
<td>19.6</td>
</tr>
<tr>
<td>15</td>
<td>8.7</td>
<td>20.7</td>
</tr>
</tbody>
</table>

Table 3.5 Activation energies for the $T_1$ relaxation of the slow and fast components as calculated by fitting the data to the Arrhenius model.
The $T_1$ data for both the PAN protons and the water protons can be seen to increase with increasing temperature. Comparing the predictions of the B.P.P. theory (Section 3.2.2) to this trend shows that both molecular species are on the fast motion side of the $T_1$ minimum. This indicates that both the PAN and the water molecules are undergoing rapid molecular motion in solution.

3.6 Transverse Relaxation in PAN solutions

3.6.1 Concentration Studies

A set of PAN/NaSCN$_{aq}$ solutions covering the same range of PAN compositions, as studied in section 3.5, was investigated using the CPMG pulse sequence [58]. A consistent set of parameters was used to acquire the echo trains over the PAN solution concentration range, so that comparable data was obtained. Every second echo was acquired to negate the effects of inexact pulse length settings, with $\tau=250\mu$s and the number of echoes=8192. The $\tau$ dependence of the $T_2$ relaxation times was explored, but no variation was found.

Preliminary analysis of the CPMG echo train data was carried out using CONTIN to elucidate the number of components present in the system. The decay was found to be bi-exponential over the range of concentrations and temperatures studied. The bulk of the data could then be analysed using XFIT, and the derived relaxation times are shown as a function of PAN concentration in table 3.6.

<table>
<thead>
<tr>
<th>wt. % PAN</th>
<th>$T_2$ Fast/ms</th>
<th>% Fast</th>
<th>$T_2$ Slow/ms</th>
<th>% Slow</th>
<th>% PAN $^1$Hs</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>18.1</td>
<td>6.9</td>
<td>1209</td>
<td>93.1</td>
<td>7.35</td>
</tr>
<tr>
<td>9</td>
<td>17.4</td>
<td>9.1</td>
<td>1120</td>
<td>90.9</td>
<td>9.4</td>
</tr>
<tr>
<td>11</td>
<td>16.5</td>
<td>11.4</td>
<td>1020</td>
<td>88.6</td>
<td>11.6</td>
</tr>
<tr>
<td>13</td>
<td>11.0</td>
<td>13.9</td>
<td>800</td>
<td>86.1</td>
<td>13.6</td>
</tr>
<tr>
<td>15</td>
<td>8.5</td>
<td>16.3</td>
<td>510</td>
<td>83.7</td>
<td>15.8</td>
</tr>
</tbody>
</table>

Table 3.6 $T_2$ relaxation data for a selection of polyacrylonitrile solutions at 300K. The data was fitted on XFIT using a bi-exponential model. The percentage amplitude of the fast component is approximately equal to the percentage of protons in the system attached to the PAN chain, as calculated from the composition of the PAN used to prepare the solutions.
Fig. 3.12 Arrhenius semi-log plot showing the variation of $T_2^{\text{slow}}$ with inverse temperature for a variety of PAN/NaSCN$_{aq.}$ solutions with different PAN concentrations. (Δ) - 7% PAN (by wt.), (○) - 9% PAN, (○') - 11% PAN, (*) - 13% PAN, and (+) 15% PAN. The data sets showed large deviations away from Arrhenius behaviour and therefore could not be fitted to the standard linear function.

There are some interesting points to note about the data:

- Once again the relative amplitudes of the two components derived from the bi-exponential fits, is comparable to the actual ratio of protons present in the system, as calculated from the mass of each constituent species used to prepare the samples. This substantiates the assignment of the PAN protons to the fast component and the water protons to the slower relaxing component.

- The fast component of $T_2$ (PAN protons) decreases steadily with increasing PAN concentration.

- The slow component of $T_2$ (water protons) also decreases with increasing PAN concentration.

3.6.2 Temperature Studies

The transverse relaxation behaviour was studied for PAN solutions as a function of temperature, over the range 280-360K. The full set of data, for the slower relaxing component, is plotted for five PAN concentrations, using
an Arrhenius semi-logarithmic scale, in figure 3.12. The temperature shows deviation away from the linear plot predicted by the Arrhenius expression. The molecular dynamics determining the transverse relaxation are thought to be too complicated to be described fully using a simple Arrhenius analysis, and therefore activation energies could not be derived.

As found for the $T_1$ data, both the $T_2$ components increase in value with increasing temperature. This confirms that the system is in the fast motion regime. As the temperature increases $T_1 \rightarrow T_2$ for the water protons. For the PAN component $T_1 > T_2$ which suggests that the protons on the PAN chain are undergoing some sort of anisotropic motion.
4.1 Introduction

The translational molecular diffusion of polymer chains and solvent molecules in polymer solutions has been extensively studied ever since measurements in these systems were able to be carried out. The diffusion is influenced by the polymer concentration, the sample temperature, the size and shape of the polymer and solvent and the interactions between them. The self diffusion coefficient of the constituent species gives a measure of their translational mobility and can be shown to be related to the intrinsic molecular properties of both the polymer and the solvent. This subject has been covered in a number of review articles [68, 69, 70].

The diffusion of molecules can be studied using a number of experimental techniques. These include light scattering, radioactive tracing, forced Raleigh scattering and nuclear magnetic resonance. The pulsed field gradient NMR (PFGNMR) method has many advantages over the other available techniques:

- It allows the diffusion within a system to be probed non-invasively.
- It can provide information about restrictions within the system. In heterogeneous materials, parameters such as the dimensions of the boundaries can be measured.
- It measures the diffusion coefficient of the species directly. Some of the other methods indirectly determine this quantity by relating it to macroscopic measurements.
- The method is not limited to single phase liquid state samples. It allows the study of molecules confined within heterogeneous solid porous structures.
- It produces very accurate and reproducible results (1-2% errors).

The only disadvantage of the PFGNMR technique is imposed upon it by the maximum strength of the magnetic field gradients. This leads to a limitation being placed on the diffusion coefficient of around $10^{-9}-10^{-10}\text{cm}^2\text{s}^{-1}$. This area has also been comprehensively reviewed [71, 72, 73].
4.2 Self Diffusion

4.2.1 General

Diffusion is the process by which matter is transported from one part of a system to another, and is a consequence of Brownian motion. The movement is chaotic and random and is often modeled by a random walk process with a characteristic diffusion coefficient. The definition and measurement of the diffusion coefficient is based upon Fick's laws of diffusion. For self diffusion of a particle in an unrestricted system, this is defined by Fick's Second Law of Diffusion:

\[ \frac{\partial c(r, t)}{\partial t} = D \left( \frac{\partial^2 c(r, t)}{\partial x^2} + \frac{\partial^2 c(r, t)}{\partial y^2} + \frac{\partial^2 c(r, t)}{\partial z^2} \right) \]  

(4.1)

where \( D \) is the self diffusion coefficient.

\( c(r, t) \) is the concentration at a particular spatial and temporal position.

In the study of diffusion using NMR it is often convenient to introduce the probability density function, \( P(r, \Delta|\mathbf{r}_0) \). This function also obeys the diffusion equation:

\[ \frac{\partial P(r, \Delta|\mathbf{r}_0)}{\partial \Delta} = D \left( \frac{\partial^2 P(r, \Delta|\mathbf{r}_0)}{\partial x^2} + \frac{\partial^2 P(r, \Delta|\mathbf{r}_0)}{\partial y^2} + \frac{\partial^2 P(r, \Delta|\mathbf{r}_0)}{\partial z^2} \right) \]  

(4.2)

where \( P(r, \Delta|\mathbf{r}_0) \) is the probability of finding a particle at a position \( r \), at a time \( \Delta \), given that it was originally at a position \( \mathbf{r}_0 \).

Solutions to the diffusion equation may be obtained for a wide variety of initial and boundary conditions [74]. The solution of equation 4.2 by conventional methods for unrestricted diffusion with an initial distribution of a delta function, \( P(r, \Delta = 0|\mathbf{r}_0) = \delta(\mathbf{r}_0 - \mathbf{r}) \), leads to a Gaussian distribution with respect to the displacement:

\[ P(r, \Delta|\mathbf{r}_0) = (4\pi D\Delta)^{-3/2} \exp \left( -\frac{(r - \mathbf{r}_0)^2}{4D\Delta} \right) \]  

(4.3)

The calculation of the mean square displacement is given by the Einstein-Smoluchowski equation:

\[ <(r(\Delta) - r_0)^2> = 6D\Delta \]  

(4.4)

Likewise in one dimension we have the following equation for the distribution:

\[ P(x, \Delta|x_0) = (4\pi D\Delta)^{-1/2} \exp \left( -\frac{(x - x_0)^2}{4D\Delta} \right) \]  

(4.5)
4. Self Diffusion Measurements

Figure 4.1 Probability density function, $P(x, \Delta | X_0)$, for unrestricted translational diffusion at three successive times. The diffusion coefficient used is that of bulk water ($D=2.0 \times 10^9 \text{m}^2\text{s}^{-1}$).

With mean square displacement in the $x$ direction given by:

$$< (x(\Delta) - x_0)^2 >= 2D\Delta$$

(4.6)

Figure 4.1 shows a plot of the probability distribution function for unrestricted diffusion, in one dimension, as a function of displacement along the diffusion direction. The initial distribution is represented by a Dirac delta function. Distributions at times $\Delta=0.1$, $0.5$ and $2.0$ s are shown. As expected, at larger diffusion times, the molecules sample more of the available space, and due to the random nature of the diffusion a broad distribution results.

From the equations presented here it can be seen that the molecular displacement resulting from Brownian motion is simply related to the self diffusion coefficient of the diffusing species.

Formally the magnitude of the diffusion coefficient is given by:

$$D = \frac{k_B T}{f}$$

(4.7)

where $k_B$ is the Boltzmann constant.

$T$ is the absolute temperature.

$f$ is the frictional factor.
For a sphere of radius $r$ in a continuous medium of viscosity $\eta$, $f$ is given by the Stokes equation:

$$f = 6\pi \eta r$$

(4.8)

which leads to the Stokes-Einstein equation:

$$D = \frac{k_B T}{6\pi \eta r}$$

(4.9)

For more complex systems, such as polymer solutions, where the polymer chains are far larger than the solvent molecules, more complicated expressions are required to define $f$.

### 4.2.2 Diffusion in Polymer Solutions

There have been many paradigms proposed to describe the translational molecular diffusion of polymer chains and solvent molecules which occurs within polymer solutions. Many of these models are conflicting and as yet no universal theory exists to describe all such systems, but each proposed theory has its advantages and disadvantages.

**Obstruction Models**

These models describe polymer chains in solution as slow moving and impenetrable. This obstruction effect leads to a lengthening of the path length for diffusion (tortuosity) for the solvent molecules, as a result of the presence of the polymer. Hence a reduction in the diffusion coefficient with respect to bulk self diffusion is predicted.

The lattice model is a common approach, and was used by Mackie and Meares [75] for their theory. They proposed that the polymer segments are of equal size to the solvent molecules and a proportion of the lattice sites are inaccessible to the solvent due to the presence of the polymer segments. The resulting reduction in the effective diffusion coefficient of the solvent molecules is given by:

$$\frac{D}{D_o} = \left(\frac{1 - \varphi_p}{1 + \varphi_p}\right)^2$$

(4.10)

where $\varphi_p$ is the volume fraction of polymer, as defined:

$$\varphi_p = \frac{m_p/\rho_p}{\sum m_i/\rho_i}$$

(4.11)

where $m_i$ is the mass of component $i$.

$\rho_i$ is the density of component $i$.

This model, which holds only for the diffusion of very small solvent molecules, provides a good approximation for a variety of polymer/solvent systems and a large range of polymer concentrations [69, 76].
Free Volume Models

Free volume models have been widely used for the interpretation of the concentration dependence of small molecules diffusing in polymer matrices. The free volume theory developed by Fujita [2] considers diffusion to involve molecules jumping into voids created by the thermal motion of the molecules. Once again the diffusion coefficient of the solvent is predicted to decrease with increasing polymer concentration, due to the free volume intrinsic to the polymer being much less than that of the solvent. Using this model the diffusion coefficient can be related to the free volume by:

\[ D \propto \exp\left(-\frac{\nu^*/\nu_f}{1-c_p}\right) \]  

(4.12)

where \( \nu^* \) is the characteristic volume required to accommodate the diffusing molecule.

\( \nu_f \) is the free volume.

The model, which does not apply to aqueous systems, successfully reproduces the concentration dependence of the diffusion for a range of organic solvent-polymer systems [77, 78].

Yasuda adapted the free volume theory of diffusion to predict the behaviour in aqueous systems [79]. The reduced diffusion coefficient is a function of the probability of encountering a void of similar size to the cross-section of the diffusing molecule:

\[ D = \frac{D}{D_o} = \exp \left[ \frac{B^*}{f_w} \left( 1 - \frac{1}{1 - \varphi_p} \right) \right] \]  

(4.13)

where \( B^* \) is a measure of the size of the diffusing molecule.

\( f_w \) is the free volume contributed by the water.

A plot of \( \ln(D/D_o) \) against \( 1/1-\varphi_p \) leads to a linear graph with slope equal to the free volume parameter, \( B^*/f_w \).

A more comprehensive free volume model is the one developed by Vrentas and Duda [80, 81, 82]. This model describes the diffusion of large solvent molecules and polymer chains more adequately. The disadvantage of this model is that it requires the knowledge of many free volume parameters, and these are not readily available for many polymer/solvent systems.

Hydrodynamic Models

Hydrodynamic models explicitly consider the hydrodynamic interactions between the small solvent molecules and the polymer chains. For example, the diffusion of a spherical probe in the presence of randomly distributed fixed spheres, was given by Cukier as [83]:

\[ D = D_o \exp(-\kappa R) \]  

(4.14)

where \( R \) is the radius of the diffusing species.

\( \kappa \) describes the screening of the hydrodynamic interactions between
the polymer and the solute. For an ideal polymer $\kappa$ is directly proportional to the polymer concentration $[84]$, while for a swollen chain $\kappa \propto c^{0.75} [85]$.

Phillies used a more phenomenological approach to derive his "universal" diffusion equation $[3, 86]$, which has a stretched exponential form:

$$D = D_o \exp(-\alpha c^\nu)$$ (4.15)

where $\alpha$ is related to the size of the diffusant.

$\nu$ is a characteristic of the system.

The equation has shown remarkable success in fitting diffusion data, but as yet there is no solid physical explanation for the parameters $\alpha$ and $\nu$.

Phillies proposed that $\alpha = R/a_o$ where $a_o$ is the distance of closest approach between the solvent and the polymer chain.

**Scaling Models**

In semi-dilute and concentrated polymer solutions the diffusion is influenced by the dynamics of the polymer chains. Scaling concepts developed by de Gennes $[87]$ are often used to understand this behaviour.

The polymer solution is simulated as a series of units of size $\xi$, which is known as the correlation length. Langevin and Rondelez proposed a scaling law for the friction coefficient, $f$, of a molecule of diameter, $d$, in a polymer solution:

$$f_o \frac{f}{f_o} = \exp\left(-\frac{d}{\xi}\right) + \frac{\eta_o}{\eta}$$ (4.16)

where the correlation length was defined in terms of the polymer concentration by de Gennes $[87]$:

$$\xi = R_g \left(\frac{c^*}{c}\right)^\nu = \beta c^{-\nu}$$ (4.17)

where $c^*$ is the overlap concentration between dilute and semi-dilute regimes.

For small solvent molecules, such as water, the diffusion coefficient can be expressed as:

$$\frac{D}{D_o} = \exp\left(-\frac{d}{\xi}\right)$$ (4.18)

Substituting in the definition of $\xi$ leads to:

$$\frac{D}{D_o} = \exp\left(-\frac{d}{\beta c^\nu}\right)$$ (4.19)

This is comparable to the "universal" model (equation 4.15) with $\alpha = d/\beta$.

A recent model by Petit et al. $[88]$, based on the scaling model approach, has proved successful in fitting a range of diffusion data for aqueous and organic solvents of varying sizes, in polymer solutions. The model uses the following equation to fit the experimental data:

$$\frac{D}{D_o} = \frac{1}{1 + \alpha c^{2\nu}}$$ (4.20)
where \(a = D_0 / k \beta^2\) and \(k \beta^2\) and \(\nu\) are the characteristic model parameters.

4.3 NMR Pulsed Field Gradient Theory

The translational displacement of molecules can be measured using pulsed field gradient NMR. The pioneering paper on this subject was presented by Stejskal and Tanner [47] in 1965. Since then many other approaches have been proposed to overcome instrumental effects which can influence the measurements, such as background gradients and eddy currents [89, 90, 91]. It is now possible to confidently measure diffusion coefficients to an accuracy of 1\% down to values of approximately \(10^{-9} \text{ to } 10^{-10}\) cm\(^2\) s\(^{-1}\).

4.3.1 Pulsed Field Gradient Spin Echo Experiment

The pulsed field gradient spin echo experiment consists of the application of a field gradient pulse between the 90° and 180° r.f. pulses and an identical field gradient pulse between the 180° pulse and the spin echo. The pulse sequence is schematically shown in figure 4.2. The first field gradient pulse gives each nuclear spin in the sample a phase shift which is linearly dependent upon its position in the magnetic field gradient at that time, \(\Delta = 0\).

For a spin \(i\) with position \(x_i\) at this time, the phase shift is given by:

\[
\phi_i(0) = \gamma \delta g_x x_i(0) \tag{4.21}
\]

In this case the phase shift labels the spins in the \(x\)-co-ordinate.

The 180° pulse followed by the second gradient pulse leads to rephasing of the spins. If diffusion occurs during the time interval, \(\Delta\), between the two gradient pulses, then each spin will receive a phase shift of different magnitude during the second gradient pulse relative to the first:

\[
\phi_i(\Delta) = \gamma \delta g_x [x_i(\delta) - x_i(0)] \tag{4.22}
\]

The consequence of this diffusion is an incomplete refocussing of the nuclear magnetization at a time \(2\tau\), and therefore a reduction in the echo amplitude:

\[
\ln \left( \frac{A(2\tau)}{A(0)} \right) = -\gamma^2 D \left[ 2\tau^3 g_0^2 + \delta^2 \left( \Delta - \frac{\delta}{3} \right) g^2 \right] + \delta^2 \tau^2 \left( \frac{\delta^2}{3} + 2\tau^2 \right) g \cdot g_0 \tag{4.23}
\]

where \(t_2 = 2\tau - (t_1 + \Delta + \delta)\), i.e. the time between the end of the second gradient pulse and the peak of the spin echo.

As the background gradient, \(g_0\), approaches zero, only the term in \(g^2\) remains and the equation reduces to:

\[
\ln \left( \frac{A(2\tau)}{A(0)} \right) = -\gamma^2 g^2 \delta^2 D \left( \Delta - \frac{\delta}{3} \right) \tag{4.24}
\]
Figure 4.2 The basic pulsed magnetic field gradient spin echo experiment (PGSE) [47]. The sequence comprises two radio frequency pulses, a 90° and a 180°, and two field gradient pulses, duration δ and strength g (G cm⁻¹). The first gradient pulse labels the position of the spins in the direction of the gradient. The 180° pulse and the second gradient pulse refocuses the spins and leads to an echo at time 2τ whose amplitude is dependent on the diffusion of spins during the observation time Δ. A background gradient gₙ is also shown.

These background gradients usually arise from intrinsic inhomogeneity of the applied magnetic field, B₀, but they can also arise from spatial variations in a heterogeneous sample due to differences in the magnetic susceptibility. Pulse sequences have been devised which remove the effects of diffusion in these background gradients and aim to study only the effects of the pulsed field gradients on the system [89, 92, 90].

The background theory to the measurement of diffusion coefficients using magnetic field gradients can be treated in one of two ways:

1. Starting with the Bloch equations, a diffusive term is added to the equation describing the transverse magnetization [47, 93] to account for the translational displacement.

2. Using the phase angle distribution of the nuclear spins following their diffusion in a magnetic field gradient [46, 94, 95].

**The Bloch Equation Approach**

The Bloch equations are modified to include the effects of diffusion by the addition of a diffusive term to the time dependence of the nuclear magnetization [93]. The term is derived from Fick's laws of diffusion and it represents
the contribution to the rate of change of the magnetization. The modified Bloch equations, in which the magnetization is now a function of both time and spatial co-ordinates, can be written as a single equation:

$$\frac{\partial M(r, t)}{\partial t} = \gamma M x B(r, t) - \left( \frac{M_z i + M_y j}{T_2} \right) - \left( \frac{M_z - M_o}{T_1} \right) + \nabla \cdot D \cdot \nabla M$$

(4.25)

In the presence of a linear time dependent magnetic field gradient $g(t)$:

$$B_z = B_o + g(t) \cdot r$$

(4.26)

we can express equation 4.25 as:

$$\frac{\partial \psi(r, t)}{\partial t} = -i \gamma (g(t) \cdot r) \psi + \nabla \cdot D \cdot \nabla \psi$$

(4.27)

where the function $\psi(r, t)$ is defined by the relationship:

$$M_x + iM_y = \psi \exp \left( i\omega_o t - \frac{t}{T_2} \right)$$

(4.28)

The function $\psi(r, t)$ represents the amplitude, unattenuated by relaxation, of the complex transverse magnetization in the rotating frame. In this particular case it represents the amplitude having taken account of the contribution of diffusion on the system.

For the 90°-180° spin echo sequence the behaviour of $\psi$ from the 90° pulse to the time of the echo is given by:

$$\psi = A \exp \left( -i\gamma r \cdot [F + (\xi - 1)\mathbf{f}] \right)$$

(4.29)

where $\xi = +1$ for $0 < t < \tau$

$\xi = -1$ for $t > \tau$

If $A$ is a function of $t$ only, then:

$$\ln \left( \frac{A(r')}{A(0)} \right) = \gamma^2 D [F + (\nabla - 1)\mathbf{f}]^2 A$$

(4.30)

By substituting in the time dependence of the field gradient it is possible to derive equations for the effect of diffusion on the spin echo amplitude. For the spin-echo experiment this leads to equation 4.24.

The Phase angle approach

The amplitude of the phase sensitive detected NMR spin echo signal along the $y'$ axis of the rotating frame, following the application of a 90° r.f. pulse along the $x'$ axis, may be expressed by:

$$M_{y'}(2\tau) = M_o < \cos[\phi(2\tau)] >$$

(4.31)
where \( \phi \) is the phase shift, in radians, experienced by the individual spins due to their diffusion in time \( 2\tau \). The expression is an ensemble average of \( \cos[\phi(2\tau)] \) over all spins in the sample.

Equation 4.31 depends on the statistics of displacement in the x-direction. Spins generally experience a distribution of displacements during the observation time \( \Delta \), as seen in figure 4.1. The magnetization can therefore be described by:

\[
M_y(2\tau) = M_o \int_{-\infty}^{\infty} P(\phi) \cos \phi \, d\phi
\]  

(4.32)

where \( P(\phi) \) is the probability density function describing the phase shifts due to diffusion.

For the case where the the diffusion determined phase angle distribution can be represented by a Gaussian function, i.e.:

\[
P(\phi) = \left[2\pi(\phi^2)_{av.}\right]^{-1/2} \exp\left[-\frac{\phi^2}{2(\phi^2)_{av.}}\right]
\]  

(4.33)

Equation 4.32 can be expressed as:

\[
M_y'(2\tau) = M_o \exp\left[-\frac{<\phi^2>}{2}\right]
\]  

(4.34)

where \( <\phi^2> \) is the mean square phase shift.

The expression for the phase shift, originally developed by Douglass and McCall [94] for the case of steady gradient, can be adapted for a time dependent field gradient:

\[
\phi(2\tau) = \gamma G \left( \int_{t_1}^{t_1+\delta} r(t) \, dt - \int_{t_1+\Delta}^{t_1+\Delta+\delta} r(t) \, dt \right)
\]  

(4.35)

where \( t_1, \delta \) and \( \Delta \) are the time intervals as described for the spin echo experiment and shown in figure 4.2.

The evaluation of the phase shifts and substitution into equation 4.34 leads to the formula for the spin echo attenuation in the pulsed field gradient spin echo experiment (Equation 4.24).

### 4.3.2 Pulsed Field Gradient Stimulated Echo Experiment

A pulse sequence consisting of three 90° r.f. pulses was shown to produce five echoes by Hahn [41] in his pioneering paper on pulsed NMR. He found that an echo was formed at a time \( \tau_1+\tau_2 \), where \( \tau_1 \) is the time between the first and second 90° pulses and \( \tau_2 \) is the time between the first and third 90° pulses. He called this a stimulated echo.

The use of the stimulated echo pulse sequence for diffusion studies was later proposed by Tanner [96]. The pulse sequence incorporating pulsed field
The pulsed field gradient stimulated echo experiment (PFGSTE) is depicted in Figure 4.3. The sequence consists of three 90° radio frequency pulses and two magnetic field gradient pulses. During the observation time, $\Delta$, longitudinal relaxation occurs.

Gradients are shown in Figure 4.3. The principal advantage of the pulsed field gradient stimulated echo (PFGSTE) experiment is that during the diffusion time, $\Delta$, the magnetization is stored in the longitudinal direction. For systems in which $T_1 \gg T_2$, it is advantageous to use the sequence as the effect of relaxation on the signal amplitude is reduced compared to that occurring in the spin echo sequence. In terms of relaxation, the amplitude of the stimulated echo is given as:

$$S(\tau_1 + \tau_2) = S(0)/2 \exp \left[ -\frac{2\tau_1}{T_2} + \frac{\tau_2}{T_1} \right]$$  \hspace{1cm} (4.36)

From this the main disadvantage of the PFGSTE sequence can be seen. That is, the stimulated echo has a maximum amplitude which is only half that of the maximum spin echo amplitude.

The equation describing the reduction of the stimulated echo amplitude due to the effects of diffusion is derived in a similar way to that of the spin echo, using the methods outlined in the previous section. The result is given by:

$$\ln \left( \frac{A(\tau_1 + \tau_2)}{A(0)} \right) = -\gamma^2 D \left[ \tau_1^2 \left( \tau_2 - \frac{\tau_1}{3} \right) g_0^2 + \delta^2 \left( \Delta - \frac{\delta}{3} \right) g^2 \right]$$  \hspace{1cm} (4.37)

$$-\delta \gamma^2 D \left[ i_1^2 + i_2^2 + \delta (t_1 + t_2) + \frac{2\delta^2}{3} - 2\tau_1 \tau_2 \right] \mathbf{g} \cdot \mathbf{g}_o$$

If we set $\tau_1 = \tau_2 = \tau$ then we obtain an expression identical to that for the spin echo amplitude attenuation (Equation 4.24).
When the background gradient is negligible then equation 4.38 can be simplified to:

\[
\ln \left( \frac{A(2\tau)}{A(0)} \right) = -\gamma^2 g^2 \delta^2 D \left( \Delta - \frac{\delta}{3} \right) \tag{4.38}
\]

and a conventional plot of \(\ln(A/A(0))\) against \(-\delta^2\gamma^2g^2(\Delta-\delta/3)\) returns a linear plot with a gradient \(-D\).

4.4 Experimental

4.4.1 Gradient calibration

For the measurement of precise self diffusion coefficients it is extremely important to be able to accurately determine the value of the magnetic field gradient strength. Therefore before carrying out any self diffusion experiments it is necessary to calibrate the gradients. There are a number of techniques available for achieving this:

1. Use a reference sample with a known value of \(D\) [47, 96, 97]. Often a sample of pure water is chosen at a well defined temperature, as \(D\) has been well characterized for this substance using various experimental techniques [98, 99]. In the absence of background gradients a plot of \(\ln[A]\) against \(-\gamma^2\delta^2D(\Delta-\delta/3)\), results in a linear slope with gradient \(g^2\).

2. Use a sample with a well defined geometry. A one dimensional NMR imaging experiment can be carried out which will produce a projection of the sample along the chosen axis with a spatial spread determined by:

\[
x = \frac{\omega}{\gamma g} \tag{4.39}
\]

where \(x\) is the sample dimension along the axis of the applied field gradient

\(\omega\) is the frequency spread covered by the image, calculated from the dwell time.

\(\gamma = 4257\, HzG^{-1}\), the magnetogyric ratio in the required units.

\(g\) is the strength of the magnetic field gradient, units Gcm\(^{-1}\).

To ensure a precise calculation for the value of \(g\) using the imaging method, it is important to accurately know the sample length.

3. By studying the lineshape of the spin-echo as a function of an intentional mismatch of the gradient pulses [100]. The relative height of the spin echo as a function of the second gradient pulse width is given for a cylindrical sample by:

\[
S(t) = \frac{2J_1(\gamma R \sin(\alpha))}{\gamma R \sin(\alpha)} \tag{4.40}
\]

where \(J_1\) is a first order Bessel function.

\(R\) is the radius of the cylinder.
\[ t_{shi.} = \epsilon g \cos \frac{\alpha}{g_0} \]  

This method is advantageous as it allows the diffusion coefficient to be extracted from the same set of data that determine \( g, g_0 \) and \( \alpha \).

The magnetic field gradients on the MARAN-20 NMR spectrometer were calibrated using techniques 1 and 3 outlined above. For method 1 the self diffusion coefficient of pure water, at the NMR probe temperature of 30°C, is equal to \( D_s = 2.65 \times 10^{-5} \text{cm}^2\text{s}^{-1} \) [98, 99]. The maximum gradient strength calculated using the two independent methods agreed to within 1% and was found to be equal to \( g_{\text{max.}} = 203 \text{Gcm}^{-1} \).

4.4.2 PFGSTE Parameters

The pulsed field gradient stimulated echo sequence was chosen to acquire the echo attenuation data for the PAN solutions. This sequence has benefits over the spin echo method for this particular system as it stores the magnetization in the longitudinal direction during the diffusion time, \( \Delta \). It is known from chapter 3 that \( T_1 > T_2 \) for the solvent and the PAN protons and therefore the effects of relaxation on the amplitude of the echo will be more favourable using the stimulated echo sequence.

<table>
<thead>
<tr>
<th>NMR Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta )</td>
<td>2ms</td>
</tr>
<tr>
<td>( \Delta )</td>
<td>20ms or 200ms</td>
</tr>
<tr>
<td>( g_{\text{max.}} )</td>
<td>( \pm 203 \text{Gcm}^{-1} )</td>
</tr>
<tr>
<td>( t_1 )</td>
<td>2ms</td>
</tr>
<tr>
<td>( t_2 )</td>
<td>2ms</td>
</tr>
</tbody>
</table>

Table 4.1 Table listing the values of the parameters used in the PFGSTE experiments. The position of the durations in the pulse sequence are illustrated in figure 4.3. Two parameters are quoted for the gradient separation, \( \Delta \). The relevance of this is explained in the text.

The parameters used for the PFGSTE experiments are listed in table 4.1. Two values are quoted for the observation time, \( \Delta = 200\text{ms} \) was used for the study of the solvent diffusion and \( \Delta = 20\text{ms} \) was used to study the slower PAN
diffusion. Experiments using a single value for \( \Delta \) produced a decay, dominated by the solvent diffusion. This made accurate fitting of the polymer decay difficult.

The solvent diffusion was studied by setting the observation time to a sufficient length such that the polymer magnetization has fully relaxed. \( \Delta = 200 \text{ms} \) was found to be long enough and a single exponential decay of the echoes resulted.

The study of the polymer diffusion poses a greater challenge. The slow diffusion of the polymer chains forces the use of large applied magnetic field gradients, whereas the short NMR relaxation time imposes the necessity for a small observation time (\( \Delta = 20 \text{ms} \) was chosen). Also taking into account the relative amplitudes of the PAN and water protons it is obvious that the echo will be dominated by the solvent signal. There are several ways to reduce the magnitude of the solvent component and therefore make the PAN diffusion more prominent. Two of these methods were implemented here:

1. Use a fast recycle time to prevent full relaxation of the water signal, i.e. \( 5T_1^{\text{PAN}} \ll \text{RD} \ll 5T_1^{\text{water}} \).

2. Use a \( T_1 \) null method to suppress the water contribution to the signal [77]. This is achieved by preceding the first 90° pulse of the PFG-STE sequence by a 180° pulse. The 90°-180° pulse spacing is set to \( t = T_1^{\text{water}} \ln 2 \).

The analysis of the echo attenuation data acquired using the methods highlighted here will be treated in section 4.5.1.

4.5 Results

4.5.1 Data Fitting

If a background gradient is present then the analysis of the pulsed field gradient data, acquired with the standard stimulated echo sequence, is made significantly more complicated. Generally if \( \ln(A) \) is plotted against \( \gamma^2 g^2 \delta^2(\Delta - \delta/3) \), a straight line can be fitted through the experimental data points within experimental error, see figure 4.5. If there is no background gradient present the effective diffusion coefficient can be obtained from the slope of the linear fit. If appreciable background gradients are present then the \( g.g_0 \) cross term in the expression (equation 4.24) leads to deviation of the plot from the straight line. Also the diffusion coefficient is found to be dependent on the observation time, \( \Delta \).

For the results presented in the following section, the diffusion coefficients could not be accurately produced by analysing the data in the simple form, shown in figure 4.4. Disparity between the diffusion data acquired using positive and negative gradients suggested the presence of a background gradient.
Figure 4.4  PFGSTE data for the echo attenuation of a 3% PAN/NaSCN aqueous solution (water signal only). The data was corrected for the effects of a background gradient \( g_0 \) and the plot illustrates how ideal diffusion data would be treated. A plot of \( \ln(A) \) against \( \gamma^2 g^2 \delta^2 (\Delta - \delta/3) \) produces a linear slope with gradient \(-D\).

To take account of this a least squares, weighted second order polynomial fit of the data was carried out using the POLYFITW fitting procedure in the IDL environment [101]. The equation describing the attenuation of the echo amplitudes (equation 4.38) can be treated as a second order polynomial and expressed as:

\[
y = a + b g_0 + c g_0^2
\]  

(4.42)

where the coefficients of the polynomial are given by:

\[
a = -\gamma^2 D \delta^2 (\Delta - \delta/3) g^2
\]  

(4.43)

From which \( D \) can be extracted, and:

\[
b = -\delta \gamma^2 D (t_1^2 + t_2^2 + \delta (t_1 + t_2) + 2 \delta^2/3 - 2 \tau_1 \tau_2) g \cdot g_0
\]  

(4.44)

From which a value for the background gradient \( g_0 \) can be estimated. This can be verified from the coefficient \( c \):

\[
c = -\gamma^2 D \tau_1^2 (\tau_2 - \tau_1/3) g_0^2
\]  

(4.45)

A typical PAN solution data set of echo attenuation results is plotted against the gradient strength in figure 4.5. The polynomial fit is shown to agree well
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Figure 4.5  Plot showing the least squares weighted polynomial method used to fit the diffusion data in the presence of a background gradient, \( g_0 \). The fitting procedure returns a value for the diffusion coefficient and an estimate for the strength of the background gradient.

with the form of the data. The solvent diffusion coefficients obtained using this analysis were shown to be highly reproduceable with an error of ±2%.

The PAN diffusion coefficients were obtained by first obtaining a value for the background gradient, using the polynomial fitting method outlined above. Then the echo attenuation data was fitted to a bi-exponential function to return a value for the diffusion coefficients of the two components. These were less reproduceable for the PAN diffusion and an error of ±10% resulted.

4.5.2 Solvent Diffusion

The diffusion of the solvent water molecules was investigated for a range of PAN solutions with concentrations from 0 to 15 wt. % PAN, and a range of temperatures, from 30°C to 80°C.

The water diffusion coefficients are plotted on a semi-logarithmic scale against the reciprocal temperature, see figure 4.6. This is the standard Arrhenius method for obtaining activation energies using:

\[
D = D_0 \exp \left( -\frac{E_a}{k_B T} \right)
\]  

(4.46)

The diffusion data for all concentrations appears to show Arrhenius-like be-
Figure 4.6 Arrhenius plot showing the temperature dependence of the diffusion coefficient of water molecules in PAN aqueous solutions of various compositions. The compositions are (+) 1% (by weight) PAN, (*) 3% PAN, (-) 5% PAN, (○) 7% PAN, (△) 9% PAN, (□) 11% PAN, (x) 13% PAN and (●) 15% PAN.

behaviour and therefore a linear regression can be used to fit the data and a value for $E_a$ can be calculated from the gradient of the slope. The activation energies for each PAN solution are presented in table 4.2.

The activation energy for the translational diffusion of water molecules in PAN solutions is dependent on the concentration of PAN molecules in the system. As the weight percentage of PAN increases the $E_a$ of the water molecules also increases. The effect is not large but it suggests that the PAN molecules in some way influence the diffusion characteristics of the water molecules.

The following section applies the currently available models, described in section 4.2.2, to the solvent diffusion, to gain an insight into the possible mechanisms for this reduction in diffusion.

4.5.3 Applying the Diffusion Models

The models described in section 4.2.2 were used to fit the water diffusion data for a range of PAN solutions of different concentrations. This was to test the applicability of the models to this particular system and to obtain any relevant parameters.
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<table>
<thead>
<tr>
<th>Weight % PAN</th>
<th>Arrhenius $E_a$ kJmol$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14.3</td>
</tr>
<tr>
<td>3</td>
<td>15.7</td>
</tr>
<tr>
<td>5</td>
<td>16.7</td>
</tr>
<tr>
<td>7</td>
<td>18.5</td>
</tr>
<tr>
<td>9</td>
<td>20.9</td>
</tr>
<tr>
<td>11</td>
<td>22.3</td>
</tr>
<tr>
<td>13</td>
<td>23.3</td>
</tr>
<tr>
<td>15</td>
<td>24.2</td>
</tr>
</tbody>
</table>

Table 4.2 Table displaying the activation energies of water translational diffusion within PAN solutions of various compositions. The energies were calculated from an Arrhenius fit of the ln(D) vs. 1/T plot.

**Obstruction Model**

The obstruction theory proposed by Mackie and Meares [75] uses equation 4.10 to predict the reduced diffusion coefficient as a function of the polymer volume fraction (defined by equation 4.11). No fitting parameters are implemented and the predicted curve is shown in figure 4.7 accompanied by the experimental data for a series of PAN solutions at 30°C.

The Mackie and Meares model has proved to be successful in the fitting of diffusion data for small solvent molecules in a wide range of polymer/solvent systems. The model fails for large solvent molecules and also for concentrated solutions where the hydrodynamic interactions are no longer negligible. For the data presented in figure 4.7 the model predictions deviate away from the experimental data points as the PAN concentration increases. The effective diffusion coefficients are lower than predicted by the model which suggests that the obstruction model is not sufficient to explain the reduction in D. The Mackie and Meares model is based purely on obstruction effects due to the polymer volume fraction and ignores any hydrodynamic interactions between polymer and solvent. Its failure here to predict the experimental data suggests that interactions between PAN, NaSCN and water play a significant role in the diffusion process.

**Free Volume Model**

The free volume model of Yasuda [79], as described by equation 4.13, can be applied to the water diffusion data, using:

$$\ln \frac{D}{D_o} = A - B \left( \frac{1}{1 - \varphi_p} \right)$$

(4.47)
Figure 4.7 Plot of the reduced diffusion coefficient of water against the PAN volume fraction. The solid line shows the prediction of the Mackie-Meares model, see equation 4.10.

By plotting ln(D/D₀) against 1/(1-φₚ), the straight line can be fitted to the model using linear regression. This returns a value for the free volume parameter Bₜ/νₜ from either the gradient of the slope or the intercept. For the water diffusion in PAN solutions the data is plotted and fitted to the model in figure 4.8. The linear regression returned a good fit to the data with values of A=4.697 and B=4.717, and a linear correlation coefficient of 0.995.

The model is shown to fit the data well and the value of the free volume parameter returned, Bₜ/fₒw, is similar in magnitude to those published for the study of aqueous polyvinyl-alcohol solutions [102]. Therefore the free volume method is applicable for the analysis of diffusion in the PAN NaSCN aqueous solution.

Hydrodynamic Model

The "universal" model proposed by Phillies has proved successful in the fitting of a large selection of solvent and solute diffusion data in polymer solutions [86]. A non-linear least squares fit was used to fit the diffusion data to equation 4.15 and this is shown in figure 4.9.

The fitting parameters α and ν are presented in table 4.3. The nature of these parameters show close parallels to those produced by the scaling model.
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Figure 4.8 Plot showing the fit of the free volume model (Equation 4.13) to the water diffusion data in PAN solutions of varying concentrations, at a temperature of 30°C. The reduced diffusion coefficients are plotted as a function of $1/(1-\varphi_p)$, which results in the gradient equalling the free volume parameter $B_g/\nu_f$.

and thus the two sets of results will be discussed together in the following section.

**Scaling Model**

The scaling model proposed by Petit et al. [88] was implemented to fit the effective water diffusion coefficients acquired for various concentrations of PAN aqueous solution. Figure 4.10 shows the experimental data points and the non-linear least-squares fit using equation 4.20.

The fitting parameters are presented in table 4.3, along with those quoted for the "universal" model. Upon inspection both of the plots appear to be good fits to the data. However when the standard deviations of the fitting parameters are investigated it can be seen that the curves are fairly insensitive to parameter adjustments. From the magnitude of the standard deviations it can be seen that the "universal" model produces the more accurate fits. Although the "universal" model has proved successful in fitting diffusion data there is still no definitive agreement as to the physical significance of $\alpha$ and $\nu$. Phillies [3] suggests that $\alpha \propto R_H/a_0$. $R_H$ is the hydrodynamic radius of the solvent which can be calculated using the Stokes-Einstein equation
4. Self Diffusion Measurements

Figure 4.9 Plot showing the fit of Phillies’ hydrodynamic “universal” equation [3] to the water diffusion data in PAN solutions of varying concentrations, at a temperature of 30°C.

<table>
<thead>
<tr>
<th>Diffusion Model</th>
<th>Fitting Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydrodynamic Model-</td>
<td>( \alpha=2.60(\text{SD}=2.41) )</td>
</tr>
<tr>
<td>“Universal” eqn.</td>
<td>( \nu=1.02(\text{SD}=1.52) )</td>
</tr>
<tr>
<td>Scaling Model-</td>
<td>( \alpha=5.68(\text{SD}=20.8) )</td>
</tr>
<tr>
<td>Petit’s eqn.</td>
<td>( \nu=0.66(\text{SD}=1.78) )</td>
</tr>
</tbody>
</table>

Table 4.3 Table quoting the fitting parameters for the “universal” hydrodynamic model and Petit’s scaling model. The standard deviations are quoted.

(See equation 4.9), and \( a_o \) is the distance of closest approach between the polymer and the solvent molecule.

The significance of \( \nu \) has been speculated on. For large molecular weight (MW) polymers \( \nu \approx 0.5 \), for small MW polymers \( \nu \approx 1.0 \), and for intermediate MW polymers \( \nu \approx (\text{MW})^{-1/4} \). For the PAN diffusion fit \( \nu=1.02 \) and therefore the PAN sample is classified as small MW (Actual PAN MW weight aver-
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Figure 4.10  Plot of the PAN concentration against the reduced diffusion coefficient of water. The data is fitted to the physical model proposed by Petit et al. [88], see equation 4.20.

4.5.4 Polymer Diffusion

The diffusion of PAN in aqueous NaSCN solutions was investigated using the PFGSTE technique. The measurement of the echo attenuation data proved challenging due to the short relaxation times and slow diffusion associated with the PAN chains. The measurements were close to the limit of the capabilities of the MARAN-20 spectrometer on which they were acquired.

Figure 4.11 shows a plot of the dependence of the PAN diffusion coefficient on the PAN weight percent. The error bars indicate the large spread in the values of D (approx. ±10%). There is a steady decrease in D with increasing PAN weight percent in the solution. There appears to be no discontinuities in the shape of the curve, suggesting that the PAN chains are dilute with no entanglements or cross-linking. The presence of these microscopic junctions would result in a large reduction in the value of D.

The error in the value of the diffusion coefficients precludes the modelling of the data with any degree of accuracy. Therefore the results in figure 4.11 are presented purely to show the trends in the system.
Figure 4.11 Diffusion coefficients of PAN in aqueous NaSCN solutions, plotted as a function of PAN weight percent, at a temperature of 30°C.
Chapter 5  NMR Study of PAN Coagulation

5.1 Introduction to polymer coagulation

The coagulation of polymer solutions can be defined as the aggregation of individual polymer molecules into groups of polymers, thereby overcoming the intermolecular forces which held the macromolecules in solution. The phase separation which occurs yields a polymer rich and a polymer lean phase.

The coagulation of polymer solutions, which for example occurs in the wet spinning of PAN solutions, is a complex operation with many contributing processes. The role of these processes have been shown to dictate the resulting morphology of the coagulated polymer, and in the case of fibre spinning, the final mechanical properties of the fibre. The importance of the initial coagulation step in the determination of the ultimate properties of acrylic fibres has been known for around thirty years [28]. It would thus prove useful to be able to control this process and therefore select the required characteristics for the particular application of the polymer.

Despite the significant role the coagulation process has in worldwide industrial applications, not only in the wet spinning of fibres but also the production of selective membranes, a comprehensive understanding of the underlying theoretical mechanisms is lacking. Phase equilibria and the kinetics of phase separation play an important role in the determination of fibre structure and their resulting physical properties, although the understanding of the exact nature of these processes is far from complete. The studies which have been carried out can be roughly divided into two research areas.

- Firstly, there are the investigations relating qualitatively the final morphology of the coagulated polymer to the various process parameters used, such as temperature, non-solvent composition, polymer composition, etc [6]. These studies are purely empirical and the trends produced are by no means universal. Systems containing the same polymer but differing in the solvent used often return disparate results. These pioneering studies led to the development of the synthetic fibre industry in the 1950's and 1960's.

- Secondly, more theoretically based investigations have been published [103], but the lack of suitable experimental techniques has limited the verification of these models [4, 104, 105].

The majority of the experimental studies have used some sort of optical
Figure 5.1 Measuring the growth of the coagulated layer as a function of time by optical methods is one technique for obtaining quantitative information about the coagulation process. Here we see the development of the internal fibre structure as a function of coagulation time. Notice the dense skin which is initially formed. This is characteristic of most wet spinning systems.

Nuclear magnetic resonance has proven to be a useful tool for studying the change in mobilities of NMR active species in a wide range of research fields. In the case of a polymer precipitating out of solution the variation in relaxation times will reflect a change in the motional properties and environment of the polymer chains. The transverse relaxation time associated with protons attached to the backbone chain will change considerably as the polymer changes from a mobile random coil in solution to a more rigid species as it is coagulated. This can give us a handle on this particular process. By studying this change as a function of time it is possible to obtain quantitative information about the rate of polymer coagulation. This method has been used successively in probing the kinetics of the crystallization of cis-1,4-polybutadiene [107], polydimethylsiloxane [108] and polyetherimide [109].

In this chapter it will be outlined how nuclear magnetic resonance can be used to study the coagulation process of PAN from aqueous NaSCN solutions and produce useful quantitative data.
5.2 Theoretical

The complicated phenomena involved in the coagulation of polymer solutions, such as those taking place in the wet spinning process, can be roughly divided into two contributing aspects. These are (i) the thermodynamics of the phase separation and (ii) the kinetics involved in the diffusive interchange of solvent and non-solvent. The role of both of these will be described in more detail here.

5.2.1 Phase separation

The phase separation of a polymer solution is a process whereby a homogeneous solution is transformed into a two phase system consisting of a polymer rich and polymer lean phase. This transformation is generally achieved by one of two main methods.

Thermally induced phase separation

Thermally induced phase separation involves cooling a polymer solution below its critical solution temperature and thus crossing the phase boundary. This is best illustrated using a temperature-concentration phase diagram, see figure 5.2.

The dominant factor in determining the mechanism of this process, and ultimately the morphology of the polymer, is the cooling rate. Fast cooling results in spinodal decomposition, whereas if the cooling rate is slow enough for the formation of nuclei the solution is dominated by a nucleation and growth mechanism [110].

Nucleation and growth is associated with metastability and the existence of an energy barrier between the two regimes. The prerequisite for nucleation and growth is the formation of an initial nucleus. This will grow with time and the domains tend to be spherical in shape.

Spinodal decomposition occurs in the unstable region where a negligible energy barrier is present. The system therefore spontaneously separates into two phases which tend to be cylindrical in shape.

The thermodynamics of a polymer system tend to be dominated by the free energy of mixing. This parameter dictates whether the solution remains homogeneous or separates into two phases upon thermal change. Flory-Huggins theory is a good starting point for predicting these effects using phase diagrams [111, 112, 113].

The Gibbs free energy of mixing, $\Delta G^m$, consists of enthalpic and entropic contributions:

$$\Delta G^m = \Delta H^m - T \Delta S^m$$  \hspace{1cm} (5.1)

where $\Delta G^m \leq 0$ for spontaneous mixing to occur.
Figure 5.2 Temperature induced phase separation. Schematic of an upper critical solution temperature phase diagram (UCST). The various regions are labelled, and a cooling path through each produces a corresponding morphology. The bold solid line is referred to as the binodal curve, and this partitions the one-phase region from the region where two phases coexist at equilibrium. The dashed line, known as the spinodal, separates the two-phase region into metastable and unstable regions. There are two main mechanisms by which a polymer solution can thermally phase separate. The creation of a nucleus, the pre-requisite for the first mechanism, nucleation and growth, occurs in the metastable region between the binodal and spinodal regions. The second mechanism, spinodal decomposition, occurs in the unstable region.
Flory-Huggins theory considers polymers to be chains of segments with each segment having the same dimensions as a solvent molecule. The segments are arranged randomly on a lattice. The Flory-Huggins equation which is analogous to equation 5.1 is expressed as:

$$
\Delta G^m = RT (n_1 \ln \phi_1 + n_2 \ln \phi_2 + \chi_1 n_1 \phi_2) \tag{5.2}
$$

where $R$ is the gas constant.

$n_i$ and $\phi_i$ are number and volume fractions of phase $i$.

$\chi_1$ is a temperature dependent interaction term, which for simple systems has the form, $\chi_1 = A + B/T$.

$A$ is the constant entropic contribution and $B/T$ is the temperature dependent enthalpic term.

Using the Flory-Huggins equation it is possible to account for the equilibrium thermodynamics of some polymer solutions and polymer mixtures, and approximate their phase boundaries.

The Flory-Huggins theory tends to be the basis for other theories, as its limitations tend to have a profound effect on the results: (i) F-H assumes no volume change upon mixing. (ii) F-H neglects solvent-polymer interactions which could lead to solvent orientation around the polymer. (iii) F-H assumes the there is no change in the flexibility of the polymer chains upon mixing, or phase separation. (iv) F-H ignores the concentration dependence of $\chi_1$.

As previously stated the free energy of mixing dominates the phase relationships between polymer and solvent. For a macromolecule to remain in solution $\Delta G^m$ must remain lower than the free energy of the two phase separated components. This relationship is temperature dependent due to the parameter $\chi$ in the Flory-Huggins equation.

A series of curves can be plotted showing the dependence of $\Delta G^m$ on the volume fraction of polymer, $\phi$, for each chosen temperature. This relationship is shown in figure 5.3.

By plotting these curves it is possible to predict the decomposition mechanism which takes place upon phase separation, either nucleation and growth or spinodal decomposition. At temperature $T_2$, in figure 5.3, any homogeneous solution, with polymer composition $\phi'_2 < \phi_2 < \phi''_2$, will have a higher free energy of mixing than if it phase separated into two co-existing phases. Outside this range the homogeneous solution is thermodynamically more favourable. The points of inflection on the curve, which are at compositions...
Figure 5.3 Schematic diagram showing the Gibbs free energy of mixing, $\Delta G^m$, as a function of the volume fraction of polymer, $\phi_2$, at two different temperatures, where $T_2 < T_1$ [111]. The subscripts sp and b indicate points on a temperature-composition plot for the binodal and spinodal curves at that particular temperature. (a) At temperature $T_1$ the polymer solution has one phase and is completely homogeneous. This is shown by the fact that at any point on the curve a single phase component will have a lower $\Delta G^m$ than if it were separated into two phases. (b) At a lower temperature $T_2$ there are two $\Delta G^m$ minima present. At any composition in the range $\phi_{2sp}'$ to $\phi_{2sp}''$, the homogeneous solution will be unstable, and will phase separate to the compositions at the $\Delta G^m$ minima, i.e. $\phi_{2b}'$ and $\phi_{2b}''$. This is the composition range where spinodal decomposition takes place. For compositions in the ranges $\phi_{2b}' < \phi_2 < \phi_{2sp}'$ and $\phi_{2sp}'' < \phi_2 < \phi_{2b}''$, a homogeneous solution would once again be thermodynamically unfavourable. However for phase separation to occur an energy barrier needs to be overcome, because the initial stage of decomposition leads to an increase in free energy. This composition range is the metastable area, where phase separation via a nucleation and growth mechanism takes place.
Figure 5.4 Differences in morphology shown for the two main phase separation processes in a polystyrene (PS) polymer mixture [114]. The micrograph on the left indicates a nucleation and growth mechanism \( (\phi(PS) = 0.8) \), whereas the structure on the right suggests a spinodal decomposition mechanism \( (\phi(PS) = 0.5) \).

\( \phi'_2sp \) and \( \phi''_2sp \) are very important as they define the limits of thermodynamic compatibility. They are the points where:

\[
\frac{\partial^2 \Delta G^m}{\partial \phi^2} = 0
\] (5.3)

If the composition at which the points of inflexion occur is plotted against the temperature, the spinodal is obtained. At a certain temperature, \( T_c \), known as the critical temperature the two minima coalesce to produce a homogeneous one-phase solution. This is an important thermodynamic phenomenon, corresponding to the apex of figure 5.2. This occurs when:

\[
\frac{\partial \Delta G^m}{\partial \phi} = \frac{\partial^2 \Delta G^m}{\partial \phi^2} = \frac{\partial^3 \Delta G^m}{\partial \phi^3} = 0
\] (5.4)

There are two unique areas to note in the phase separating region:

- The region between the two points of inflexion.
  This is the unstable region where spinodal decomposition takes place. There is no barrier to phase separation and the second differential of free energy with respect to composition is therefore negative.

- The region between the points of inflexion and the curve minima.
  This is the metastable region where nucleation and growth takes place. An energy barrier must be overcome for this mechanism to commence. The second differential of free energy with respect to composition is therefore positive.

From this discussion it is possible to conclude that by calculating the phase diagram using the Flory-Huggins equation it is possible to predict not only
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Figure 5.5 Schematic ternary phase diagram of the system polymer/solvent/non-solvent. A typical coagulation pathway, as which occurs in the wet-spinning of synthetic fibres, is shown. Point A represents the composition of the initial polymer solution. As non-solvent is added the composition crosses the binodal at point B, this represents the composition of the first coagulated polymer.

when phase separation will occur, but also what morphology will result. Figure 5.4 shows the differences in structure resulting from the two different phase separation processes.

Non-solvent induced phase separation

Non-solvent induced phase separation or phase inversion as it is known, involves introducing sufficient non-solvent to the homogeneous polymer solution so that the critical solvation composition is passed and the polymer precipitates from solution. This is the mechanism which occurs in the coagulation of PAN solutions in the wet-spinning of acrylic fibres and will thus be the focus of more detailed discussion.

A convenient way of exploring the thermodynamic aspects of the non-solvent induced phase separation of ternary solutions is through the use of a three component phase diagram. A typical ternary phase diagram is shown in figure 5.5. The corners of the phase diagram represent the three pure components, while the interior of the triangle represents a mixture of the species. This representation is useful as it can normally be divided into two regions: a one phase region representing a homogeneous polymer solution with all
components miscible, and a two phase region where the system has phase separated into a polymer rich, usually solid phase, and a polymer lean, usually liquid phase. The line which separates the two regions is once again the binodal.

During the non-solvent induced coagulation of polymer solutions the composition of non-solvent in the system increases. This change can be represented on the ternary phase diagram (see figure 5.5) by a line traversing from the initial solution composition at point A in the one-phase region, through the binodal, into the two-phase region. At the point B two phases are present in equilibrium; a solid phase which forms the main structure of the fibre and a liquid phase which fills the pores and macrovoids of the fibre structure. The solvent continues to be exchanged by the non-solvent until the final fibre composition is reached at point C.

Studies of polymer solutions involving ternary phase diagrams have involved relating final polymer morphologies to mechanisms and composition paths on the phase diagram [115]. A variety of structures, ranging from dense to porous, were shown to be possible, depending on the chosen path. This and other similar investigations [116] have normally involved the production of phase inversion membranes, i.e. membranes produced by coagulation of a polymer solution. It has been shown that some of this membrane technology has applications in the study of synthetic fibres [26].

The ternary phase diagram of the polyacrylonitrile-co-methylacrylate-co-sulphonic acid/NaSCN/H₂O system has recently been published [117] and is reproduced in figure 5.6. The phase diagram is partly constructed from experimental cloud points, which represent the boundary between the one-phase and two-phase regions. In this study turbidimetric titration was used to measure these points, although this method is limited to low polymer concentrations (less than 5% PAN) due to localized precipitation. The remaining points were generated using a linearized cloud-point curve correlation, which was previously applied to ternary solutions suitable for the production of membranes [118]. The method is valid for solutions which phase separate via liquid-liquid demixing rather than crystallization. This has been shown to be a good approximation for the PAN system which is only partly crystalline (between 28 and 34% [19]).

The phase diagram is a thermodynamic representation of an equilibrium state. It portrays the compositions at which either a stable homogeneous solution exists, or a two phase system develops. In polymer systems undergoing coagulation thermodynamic equilibrium is usually not reached, instead the resulting morphology is dictated by the kinetics of the diffusion processes which occur [119].
Figure 5.6 The ternary phase diagram of the PAN-co-MA-co-sulphonic acid/NaSCN/H₂O system, recently elucidated by Law and Mukhopadhyay [117]. The points represent experimental (●) and calculated (x) cloud-points. The two composition paths traversing from the commercial spinning solution represent the two extremes of coagulation. The true precipitation trajectory lies somewhere between these two points.

5.2.2 Kinetics of diffusion

Diffusion is the process which occurs when matter is moved from one part of a system to another as a result of random molecular motions [74]. The motion of an individual molecule can be described in terms of the well-known "random-walk" model.

During the non-solvent induced coagulation process solvent diffuses out of the polymer solution and non-solvent diffuses into the system. These two simultaneous processes lead to the polymer precipitating out of solution. The diffusion coefficient for both processes has been shown to be a function of concentration, so a way of monitoring this diffusive interchange and development of the polymer structure would be to measure the diffusion coefficient as a function of time, as the morphology of the polymer develops. This has proved to be an effective method for studying the diffusion of solvent from a cast cellulose solution [29].

The variation in the phase of the polymer chains will have a governing effect on the diffusion coefficients of the solvent and non-solvent species. For example, the formation of a dense skin at the polymer solution/non-solvent
interface would result in diffusion coefficients lower (< 100 times) than in the bulk solution [119].

5.3 Experimental

It has been shown that it is possible to obtain spatial information on the scale of a few tens of micrometers using a technique termed nuclear magnetic resonance imaging, or more commonly in the medical community, MRI [120]. Imaging can be applied in one, two or three dimensions depending on the information required. Many physical processes can be characterized by a study of the variation of NMR parameters in only one-dimension. Images with high spatial resolution can produce valuable information without disturbing the process under investigation.

A one-dimensional imaging approach will be applied here to the diffusion of solvent from coagulating polymer solutions. Diffusion models will be proposed, the experimental data will be fitted to the resulting equations and quantitative data significant to the diffusion process will be obtained.

5.3.1 The concept of NMR imaging

The principle of magnetic resonance imaging was proposed in 1973 by Lauterbur [48] and in the same year Mansfield and Grannell [49] suggested the idea of 'NMR Diffraction'.

The basic fundamental behind both pioneering studies was the idea that by varying the magnetic field linearly over a sample, the corresponding Larmor frequencies would become spatially localised. This is true due to the fundamental property that the resonant frequency of NMR active nuclei is proportional to the applied magnetic field, i.e. the Larmor relationship:

\[ \omega = \gamma B_0 \]  

(5.5)

If no external magnetic field is applied to a liquid sample other than the \( B_0 \) field, then all portions of the sample will experience approximately the same field (approximately because the magnet inhomogeneity, \( \Delta B_0 \), will cause a spread in frequencies). The signal in the frequency domain will be a single line, broadened only by the field inhomogeneity.

In order to make different parts of the sample unique from each other, the magnetic field strength and thus the corresponding resonance frequency must vary with a spatial dimension. This can be achieved by applying a linear magnetic field gradient.

If a gradient is added along the x-axis, to the applied magnetic field \( B_0 \), then the total magnetic field will change with position along the x-axis:

\[ B = B_0 + xG_x \]  

(5.6)
(a) No Gradient

(b) With Gradient

Figure 5.7 A simple one-dimensional imaging experiment applied to three identical tubes of water. (a) With no gradient applied there is no spatial differentiation between the three tubes of water. There is only one resonance line in the frequency domain, the width of which is dominated by the inhomogeneity of the applied magnetic field. The amplitude of the resonance line is proportional to the total spin density in the three tubes. (b) When a magnetic field gradient is applied along the x-direction the spatial positioning of the protons becomes important. The relative positions of the three tubes can be differentiated in the frequency domain. Each line has the same amplitude reflecting the equivalent amount of water in each tube.

This leads to a dependence of the resonance frequency along the x-direction:

\[ \omega(x) = \gamma B_0 + \gamma x G_x \]  

(5.7)

An example of the effects of a magnetic field gradient applied in one-dimension can be seen in figure 5.7.

Upon turning on a gradient the spins in the sample precess at frequencies determined by their spatial position along the x-axis. When the gradient is switched off the spins will retain this phase shift induced by their position in the field gradient.

5.3.2 One-dimensional gradient spin-echo experiment

A method often used for MRI in one-dimension is the gradient spin-echo experiment. The rf pulse sequence is identical to the spin-echo method
Figure 5.8 One-dimensional NMR imaging pulse sequence. (i) The protons are excited by the $90^\circ$ r.f. pulse. (ii) A gradient field is applied producing a spatially dependent phase shift. (iii) The $180^\circ$ pulse rephases the effects of the applied field inhomogeneities $\Delta B_0$. The read gradient is applied so that its area balances with the phase encoding gradient at the echo time $TE$. Upon Fourier transformation of the echo a frequency dependent profile is produced. This can be converted into spatial units to produce the spatial dependence of the proton spin density along the chosen gradient direction.

proposed by Hahn [41], see section 3.3.2. The imaging sequence differs from the Hahn method in that two gradient pulses are also applied, one after the initial $90^\circ$ pulse and one after the rephasing $180^\circ$ pulse, see figure 5.8.

The whole of the echo is acquired, and it is then Fourier transformed to obtain the frequency distribution of the sample along the particular chosen gradient axis. As a post acquisition processing method, it is often necessary to rephase the profile to obtain the maximum signal centred around zero frequency. The spatially resolved profile can be obtained by converting the frequency units into units of distance.

5.3.3 NMR imaging on the MARAN-20

All the one-dimensional imaging results presented in this chapter were acquired on a Resonance Instruments MARAN-20 benchtop spectrometer, as described in section 3.4.2. The pulse program used, generically termed
PROF, uses the gradient spin echo method described in the previous section.

The PAN non-solvent induced coagulation experiments were carried out in a 10mm inner diameter, flat bottomed NMR tube, which was held vertically in the most homogeneous region of the r.f. coil. In order to produce accurate profiles without signal fall-off due to the length of the r.f. coil, the maximum total sample size was set at 14mm.

The preparation of the polymer solutions in the NMR tubes was not a trivial task. The homogeneous PAN solutions were carefully transferred to the bottom of the NMR tube using a specially adapted syringe. It was of paramount importance to ensure that none of the solution was deposited on the tube walls, as this would lead to spurious signals. Also care had to be taken so that the solution had a fixed geometry, this would hopefully lead to the acquisition of regular shaped profiles.

The non-solvent used for the coagulation experiments was deuterium oxide (D$_2$O). The main reason for its selection was the fact that D$_2$O produces no NMR signal at the proton resonance frequency. Also, due to D$_2$O having the same solvation properties as H$_2$O it will lead to the coagulation of the PAN solution. These factors allow us to solely probe the diffusion of the solvent out of the PAN solutions as a function of coagulation time.

The magnetic field gradient was applied perpendicular to the surface of the dope, in the vertical direction, see figure 5.9. The imaging experiment therefore produced a profile of the proton spin density through the NMR tube. This allowed the movement of the solvent protons to be monitored at regular intervals after the start of coagulation.

<table>
<thead>
<tr>
<th>NMR Imaging Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dwell Time, DW</td>
<td>4 $\mu$s</td>
</tr>
<tr>
<td>Filter Width, FW</td>
<td>100 kHz</td>
</tr>
<tr>
<td>Gradient Strength, $g_y$</td>
<td>18.6 Gcm$^{-1}$</td>
</tr>
<tr>
<td>No. of Data Points, SI</td>
<td>128</td>
</tr>
<tr>
<td>Recycle Time, RD</td>
<td>12 s</td>
</tr>
<tr>
<td>No. of Scans, NS</td>
<td>4</td>
</tr>
<tr>
<td>Echo time, TE</td>
<td>4 ms</td>
</tr>
</tbody>
</table>

Table 5.1 A set of NMR imaging parameters which were used to acquire the profiles shown in figures 5.9(b) and 5.11.

A typical set of NMR imaging parameters, used for the profile experiments presented in this chapter, are shown in table 5.1. The parameters are described in more detail below, along with justification for the values chosen.
(a) Experimental setup of NMR tube. In the spectrometer the tube is vertical, but here it is shown horizontally for comparison to profile experimental data. A magnetic field gradient is applied vertically, along the y-axis, and the $^1H$ spin density is projected as a one-dimensional profile.

(b) One-dimensional imaging experimental data of a 13% PAN/NaSCN$_{aq.}$ solution. The parameters used are those listed in table 5.1. The profile shows the initial $^1H$ distribution projected along the y-axis. The sample size is approximately 5mm, allowing the maximum depth of D$_2$O to be 9mm. The spatial resolution obtained was 250µm.

Figure 5.9
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- **Dwell Time.** The time between adjacent data points. The dwell time determines the sweep width using the simple relationship:

  \[
  \text{Sweepwidth} = \frac{1}{\text{Dwelltime}}
  \]  

  (5.8)

  A typical DW of 4µs would therefore lead to a sweepwidth of 250kHz. The minimum DW is 0.5µs with a corresponding maximum SW of 2MHz. The sweepwidth, when converted to spatial units is known as the field of view (f.o.v.).

- **Filter Width.** The filter width, FW, determines the frequency value above which noise will be digitally filtered out. For optimum results this should be set as close to the sweepwidth as possible.

- **Gradient Strength.** The gradient strength determines the frequency or spatial spread of the object being imaged. Increasing the gradient strength leads to the stretching of the object's image over a greater frequency range and hence a better resolution. The downside of this is the signal for each point will be reduced due to less NMR active species being present in a given pixel, leading to a lower signal to noise ratio. The maximum available gradient strength on the MARAN-20 is 203 Gcm\(^{-1}\). A gradient of 18.6 Gcm\(^{-1}\) was found to produce a good S/N at this resolution.

- **Data Points.** The number of data points must be equal to \(2^n\), where \(n\) is an integer. This is a requirement of the Fast Fourier Transform (FFT) algorithm [43]. 128 data points were chosen to provide a good resolution with an acceptable signal-to-noise ratio.

- **Recycle Time.** The length of the recycle time is dictated by the longest \(T_1\) species present in the system. For complete relaxation back to equilibrium after excitation, a time of at least 5\(T_1\) must pass. In the system studied here, it is important to take account of relaxation not only of the protons in the polymer solution, but also of these same protons after they've diffused into the \(D_2O\) environment. It was important to account for this change in relaxation behaviour to ensure that there was no loss of signal area from the profile. The image intensity is given by the following equation:

  \[
  I = C \cdot \rho(H) \cdot exp \left( -\frac{TE}{T_2} \right) \left[ 1 - exp \left( -\frac{TR}{T_1} \right) \right]
  \]  

  (5.9)

  where \(C\) is a constant.
  \(\rho(H)\) is the proton density.
  TE is the echo time.
  TR is the recycle time.
  \(T_1\) and \(T_2\) are the longitudinal and transverse relaxation times.
  \(\rho(H), T_1\) and \(T_2\) all vary with position in the sample.
To enable quantitative analysis of the profiles the recycle time must be set to a sufficient length. This was found to be 12s for the system PAN/NaSCN\textsubscript{aq.}/D\textsubscript{2}O.

- **Number of Scans.** Increasing the number of scans obviously increases the signal to noise ratio, and scales approximately as $\sqrt{NS}$. The main limitation placed on the number of scans for this system is the transient nature of the coagulation experiment. From scan to scan the protons in the system will have diffused and therefore the profile will be an average over the number of scans. In the cases presented here for four scans the experiment time was $NS \ast RD = 48s$. This seemed an acceptable time for an experiment which took many hours to reach equilibrium.

- **Echo time.** The echo time is the time between the initial excitation and the centre of the spin-echo. Using equation 5.9, it can be seen that the duration of the echo time, $TE$, is dictated by the fastest $T_2$ species present. For the system studied here, these are the protons associated with the polyacrylonitrile molecule. From section 3.6 we know for a 13% PAN/NaSCN\textsubscript{aq.} solution, at 30°C, that $T_2 = 11ms$ for the PAN protons. Limitations are placed on the duration of the echo time by the gradient duration and the properties of the gradient coil. Rapid gradient pulse switching is desirable to minimise rise and fall times, and the effects of eddy currents must be taken account of when setting the echo time duration.

**Resolution**

An intrinsic requirement of the imaging process is that the limit of resolution will occur roughly when the width of the resonance line is comparable to the frequency separation of points in the imaging experiment. The linewidth of the proton resonance is 1kHz, therefore $\Delta \omega \geq 1kHz$.

The relatively low field strength of the MARAN-20 prevented the use of high gradient strengths for the imaging experiment. The spatial resolution obtained using the parameters listed in table 5.1 can be obtained using the following expression:

$$ \Delta x = \frac{\Delta \omega}{\gamma G} $$  \hspace{1cm} (5.10)

where $\Delta x$ is the spatial resolution.

$\Delta \omega$ is the frequency resolution, which is obtained from the dwell time.

$\gamma = 4257 \text{ HzG}^{-1}$, the magnetogyratic ratio in the required units.

$G$ is the strength of the magnetic field gradient, units $G\text{cm}^{-1}$.

The spatial resolution obtained using these parameters was therefore 250 $\mu m$. 

5.4 Results

The raw data from the one-dimensional, spin-echo, imaging experiment was subjected to post-acquisition processing so that it could be presented in a standard format and to enable modelling of the non-solvent diffusion process. The raw data contains the real and imaginary signal of the spin-echo and needs to undergo a series of steps before the proton density profile in spatial units can be presented. The processing was carried out using the commercial software package IDL [101].

The following processing steps were carried out:

1. The first step is to Fourier transform the raw data using the FFT method [43].

2. The second step is to shift the data so that the profile is in the centre of the f.o.v.

3. The third step is to rephase the raw data so that the maximum profile signal is located in the real channel.

4. The fourth step involves normalising the profiles, taking the profile at time t=0 as the reference.

A set of experimental data for the D2O induced coagulation of a 13% (by wt.) PAN/NaSCNaq. solution is shown in figure 5.10. The spatial distributions of the solvent are shown as one-dimensional profiles and these develop with coagulation time. The profiles were collected every minute and each fifth profile is presented here. A series of profiles from the same data-set are shown in figure 5.11, this time on one set of axes. The development of the profiles can be seen more clearly here. To avoid confusing overlap of the profiles only every tenth data-set is plotted.

There are a few important features of the profiles to note at this juncture:

- The PAN solution initially occupies the spatial region from x=0 to x=5mm. The D2O occupies the region from x=-5mm to x=0. The interface is therefore at x=0.

- The initial profile at t=0 is not rectangular in shape but has a slope at the PAN solution/D2O interface, see figure 5.9(b). This can be attributed to the shape of the meniscus associated with the polymer solution.

- There appears to be a spatial position where each profile crosses with approximately the same amplitude. In spectroscopy this is often called an isobestic point.
Figure 5.10 One-dimensional profiles monitoring the diffusion of the solvent out of the polymer solution, as a function of coagulation time. The profiles shown here represent the solvent distribution at five minute intervals. The first profile, (i), represents the initial $^1H$ distribution within the NMR tube at time=0, (ii) represents time=300s, (iii) represents 600s, etc. The profiles develop with time and are continued overleaf.
5. NMR Study of PAN Coagulation
Figure 5.11  A series of $^1$H density profiles for the D$_2$O induced coagulation of a 13% PAN/NaSCN$_{aq}$ solution. The data is the same as that shown in figure 5.10, but this plot shows more clearly how the profiles develop with experiment time. The interface between the non-solvent and polymer solution is set at 0cm, and is in the centre of the coil.

- The areas of the profiles can be easily be calculated using the trapezoidal rule. They were found to be equal at all times within an error of 5%. This proves there is no signal loss with time due to the change in relaxation times.

- The profile will eventually reach equilibrium and this will have a rectangular shape. This represents an equal distribution of protons throughout the whole sampled length within the coil.
5.5 Modelling data

In 1855 Fick recognized the analogy between the transfer of heat [121] and the random diffusion of molecules [74]. He developed the standard free diffusion equation which has been extensively used since. It is universally known as Fick's second law of diffusion:

\[
\frac{\partial C}{\partial t} = D \left( \frac{\partial^2 C}{\partial x^2} + \frac{\partial^2 C}{\partial y^2} + \frac{\partial^2 C}{\partial z^2} \right)
\]  

(5.11)

In the experiments described in this chapter the diffusion will be assumed to be in one dimension, along the x-axis, with no boundary conditions. Equation 5.11 therefore reduces to:

\[
\frac{\partial C}{\partial t} = D \frac{\partial^2 C}{\partial x^2}
\]  

(5.12)

where D is the diffusion coefficient and is generally a function of concentration and temperature.

A general solution of Fick's Second Law along the x-direction is given by:

\[
c(x, t) = \frac{1}{\sqrt{4\pi Dt}} \exp \left( -\frac{(x - x_0)^2}{4Dt} \right)
\]  

(5.13)

where c(x) is the concentration at position x and is equivalent to the probability of finding a particle at x given that it was initially at position x_0.

Equation 5.13 represents the general case, when the diffusing species are initially concentrated in a delta function at a position x_0, i.e. c(x,0)=\delta(x-x_0).

In the following section two diffusion models will be proposed, to first try and simulate the coagulation studies, and then to fit to the actual experimental data.

5.5.1 Model A

For the diffusion problem shown in figure 5.9 the initial distribution occupies what we will assume to be a semi-infinite region and we thus need to adapt the general equation to this geometry, see figure 5.12. A similar problem to this, the infinite composite medium model, is solved by Crank [74]. The solution can be achieved by first integrating 5.13 over the specific initial limits. In this case we can assume that the initial composition profile ranges from 0 to \infty and therefore equation 5.13 must be integrated over the initial concentration distribution:

\[
c(x, t) = \frac{1}{\sqrt{4\pi Dt}} \int_0^\infty \exp \left( -\frac{(x - x_0)^2}{4Dt} \right) dx_0
\]  

(5.14)

A standard mathematical function which is widely used to solve diffusion
problems of this kind is the error function, \( \text{erf} \), which is defined as:

\[
\text{erf} \, z = \frac{2}{\sqrt{\pi}} \int_{0}^{z} \exp(-\eta^2) \, d\eta
\]  

(5.15)

Its partner, the complimentary error function, is defined as:

\[
\text{erfc} = 1 - \text{erf}
\]  

(5.16)

Therefore solutions to equation 5.14 are produced which have the following form:

\[
c_1 = A_1 + B_1 \text{erf} \left( \frac{x}{4Dt} \right), \quad x \geq 1
\]  

(5.17)

and

\[
c_2 = A_2 + B_2 \text{erf} \left( \frac{|x|}{4Dt} \right), \quad x \leq 1
\]  

(5.18)

To solve these equations for their respective diffusion regimes we select the constants \( A_1, B_1, A_2 \) and \( B_2 \) to satisfy the initial and boundary conditions. There are four unknowns, therefore four simultaneous equations are required. The initial conditions \((t=0)\) produce two of these:

For \( x > 0 \),

\[
c_1 = C_0
\]  

(5.19)

For \( x < 0 \),

\[
c_2 = 0
\]  

(5.20)
The boundary conditions \((t > 0)\), at \(x=0\), produce the other two:

\[
c_2/c_1 = k
\]  
(5.21)

where \(k\) is the ratio of the uniform compositions \(c_2\) and \(c_1\) when equilibrium is reached. For these diffusion studies \(c_2 = c_1\) at equilibrium and therefore \(k=1\).

\[
D_1 \frac{\partial c_1}{\partial x} = D_2 \frac{\partial c_2}{\partial x}
\]  
(5.22)

By substituting each of these four equations into equations 5.17 or 5.18, the four simultaneous equations are obtained. The solution of these simultaneous equations leads to the following diffusion model:

\[
c_1 = \frac{C_0}{1 + k(D_2/D_1)^{1/2}} \left[ 1 + k(D_2/D_1)^{1/2} \text{erf} \frac{x}{\sqrt{4D_1t}} \right]
\]  
(5.23)

\[
c_2 = \frac{kC_0}{1 + k(D_2/D_1)^{1/2}} \text{erfc} \frac{|x|}{\sqrt{4D_2t}}
\]  
(5.24)

Figure 5.13 shows simulated diffusion profiles calculated using equations 5.23 and 5.24. The profiles develop with experimental time in a similar fashion to the experimental data-sets shown in figure 5.11. Also note the occurrence of the isobestic point at \(x=0\).

### 5.5.2 Model B

The previous model fails to account for the meniscus at the interface between the polymer solution and the non-solvent. The experimental initial profile appears to have a sloped shape, because of the presence of the meniscus, and not a rectangular initial shape as we have assumed in model A. The following model tries to account for this irregular initial geometry, see figure 5.14. Once again the general solution to Fick’s Second Law in one dimension, equation 5.13, is applied to our geometrical constraints. This action involves the summation of all the initial concentrations:

\[
c = c_a + c_b
\]  
(5.25)

where \(c_a\) is the integral of the sloped region in figure 5.14, between \(x = -a/2\) and \(a/2\):

\[
c_a = \int_{-a/2}^{a/2} \left( \frac{x_0}{a} + 1/2 \right) \frac{1}{\sqrt{4\pi D_1 t}} \exp \left( -\frac{(x-x_0)^2}{4D_1 t} \right) dx_0
\]  
(5.26)

and \(c_b\) is the integral of the step region, \(x > a/2\):

\[
c_b = \int_{a/2}^{\infty} \frac{1}{\sqrt{4\pi D_1 t}} \exp \left( -\frac{(x-x_0)^2}{4D_1 t} \right) dx_0
\]  
(5.27)
Figure 5.13 Model A. Plots showing the composition distributions at different experimental times for the diffusion case where two media with differing diffusion coefficients, $D_1$ and $D_2$ are present. The parameters for the simulation were chosen to reflect the experimental values elucidated from PAN solution self-diffusion studies, see chapter 4. $D_1=5\times10^{-6}$ cm$^2$s$^{-1}$ and $D_2=2\times10^{-5}$ cm$^2$s$^{-1}$. Profiles for three experimental times are shown. These were chosen to represent initial, intermediate and long coagulation times.
Figure 5.14 Model B. schematic showing the initial composition distribution for a two medium system, where medium 1 has a meniscus present. The profile resulting from the meniscus is assumed to be approximated by introducing a linear slope function between the limits \(-a/2\) and \(a/2\). The interface between the two media is at \(x=0\).

The summation of these two integrals, solved using the mathematical software package Maple [122], leads to a complicated solution involving the sum of two exponentials and four error functions:

\[
c = \frac{1}{4} \text{erf} \left( \frac{-a + 2x}{4\sqrt{D_1 t}} \right) - \frac{\sqrt{D_1 t}}{a\sqrt{\pi}} \exp \left( \frac{(-a + 2x)^2}{16D_1 t} \right) \\
- \frac{x}{2a} \text{erf} \left( \frac{-a + 2x}{4\sqrt{D_1 t}} \right) + \frac{1}{4} \text{erf} \left( \frac{a + 2x}{4\sqrt{D_1 t}} \right) \\
+ \frac{\sqrt{D_1 t}}{a\sqrt{\pi}} \exp \left( \frac{-(a + 2x)^2}{16D_1 t} \right) + \frac{x}{2a} \text{erf} \left( \frac{a + 2x}{4\sqrt{D_1 t}} \right)
\]  

(5.28)

The standard solutions for the regions one and two are thus:

\[
c_1 = A_1 + B_1 c(D_1) \\
c_2 = A_2 + B_2 c(D_2)
\]  

(5.29) (5.30)

The initial and boundary conditions are applied to these equations to solve the four resulting simultaneous equations and produce the parameters \(A_1, A_2, B_1\) and \(B_2\).

Initial conditions, \(t=0\):

For \(x>0\),

\[
c_1 = C_0
\]  

(5.31)

For \(x<0\),

\[
c_2 = 0
\]  

(5.32)
The boundary conditions \((t > 0)\) are, at \(x=0\):

\[
c_2 = c_1
\]

\[
D_1 \frac{\partial c_1}{\partial x} = D_2 \frac{\partial c_2}{\partial x}
\]

The following relationships result:

\[
B_2 = \frac{2C_0 D_2 \text{erf} \left( \frac{a}{4\sqrt{D_2}t} \right)}{D_1 \text{erf} \left( \frac{a}{4\sqrt{D_1}t} \right) + D_2 \text{erf} \left( \frac{a}{4\sqrt{D_2}t} \right)}
\]

\[
A_2 = \frac{B_2}{2}
\]

\[
A_1 = A_2
\]

\[
B_1 = 2C_0 - B_2
\]

These parameters can be substituted back into equations 5.29 and 5.30 to obtain the diffusion equations describing the region one:

\[
c_1(x,t) = \frac{C_0 D_2 \text{erf} \left( \frac{a}{4\sqrt{D_2}t} \right)}{D_1 \text{erf} \left( \frac{a}{4\sqrt{D_1}t} \right) + D_2 \text{erf} \left( \frac{a}{4\sqrt{D_2}t} \right)} + \left( \frac{2C_0 D_2 \text{erf} \left( \frac{a}{4\sqrt{D_2}t} \right)}{D_1 \text{erf} \left( \frac{a}{4\sqrt{D_1}t} \right) + D_2 \text{erf} \left( \frac{a}{4\sqrt{D_2}t} \right)} \right) c
\]

where \(c\) is defined as in equation 5.28. For region two:

\[
c_2(x,t) = \frac{C_0 D_2 \text{erf} \left( \frac{a}{4\sqrt{D_2}t} \right)}{D_1 \text{erf} \left( \frac{a}{4\sqrt{D_1}t} \right) + D_2 \text{erf} \left( \frac{a}{4\sqrt{D_2}t} \right)} + 2C_0 \left( 1 - \frac{D_2 \text{erf} \left( \frac{a}{4\sqrt{D_2}t} \right)}{D_1 \text{erf} \left( \frac{a}{4\sqrt{D_1}t} \right) + D_2 \text{erf} \left( \frac{a}{4\sqrt{D_2}t} \right)} \right) c
\]

The shape of these functions can be visualised by substituting model parameters into these equations, and plotting the resulting curves, see figure 5.15.

### 5.5.3 Fitting data to the models

The experimental data was fitted to the diffusion model using procedures written in the IDL development package [101]. The POWELL optimization procedure [63] was used to minimise the square of the differences between the fit and the data. The method uses successive line minimizations without the need for explicit calculation of the function's gradient.
Figure 5.15 Model B. Plots of the composition distribution for the diffusion case where two media with differing diffusion coefficients, $D_1$ and $D_2$ are present. An initial sloped distribution is used to approximate for the presence of a meniscus. This is justified by comparing the experimental results to the simulated profiles shown here. The parameters were chosen to reflect experimentally determined self-diffusion coefficients within PAN solutions, as determined in section 4. $D_1 = 8 \times 10^{-6} \text{cm}^2 \text{s}^{-1}$, $D_2 = 2 \times 10^{-5} \text{cm}^2 \text{s}^{-1}$, $a = 1.0 \text{mm}$, $t = 0$ mins., 10 mins. and 20 mins.
We now have two models which can be used to attempt to fit the coagulation data. Model B is an enhanced version of model A to take account of the irregular initial profile shape caused by the meniscus. If comparison is made between the simulated data, shown in figure 5.15, and the experimental data, shown earlier in figure 5.11, it can be seen that there is close relation between the two data-sets. The fitting procedures also return a parameter $f_{\text{min}}$, which is the sum of the square of the differences between the data and the fit. This value was consistently lower for model B than for model A. Due to this selection criterion model B was chosen to fit the coagulation data and produce quantitative diffusion data.

The two functions 5.39 and 5.40 were simultaneously fitted to the experimental data. Computed values for the variables $D_1$, $D_2$ and $C_0$ were returned. It was necessary to predict the cross-over point between regime one (with diffusion coefficient $D_1$) and regime two (with diffusion coefficient $D_2$). This was chosen to be at a normalised profile amplitude of 0.5 on the initial profile (time=0min.). It is reasonable to select this position as it is roughly at the mid-point of the meniscus and therefore is a good approximation for where the interface between the PAN solution and the D$_2$O lies.

The spatial range over which the concentration is fitted, spans from the bottom of the NMR tube to either the limit of the D$_2$O or to the lower limit of the f.o.v. As the spatial area between these two limits is composed of random background noise, then the fits should be identical and not dependent on which limit is chosen. This was found to be the case and therefore the lower limit of the f.o.v. was chosen and a total of approximately 90 points were fitted.

5.5.4 Validity of models

Model B was selected to fit the experimental data as the model profiles were more comparable to the coagulation data. Figure 5.16 shows the initial experimental profile before the coagulation has commenced. The fit agrees well with the experimental data-set providing evidence that the linear gradient function is a good approximation for modelling the projection of the meniscus. The profile initially is spanned by approximately twenty points and this proves adequate for fitting the three parameters, $D_1$, $D_2$ and $C_0$.

Figures 5.17, 5.18 and 5.19 present further fits to the experimental data using diffusion model B. Each one shows good agreement between experimental data and the corresponding fit.

Table 5.2 shows the dependence of the diffusion coefficients $D_1$ and $D_2$ on the coagulation time. The data is presented for every fifth profile, i.e. at five minute intervals, up to a coagulation time of seventy minutes. The same data-set is plotted in figure 5.20 to display the variations more clearly. From the figure we can see that after an initial period of 15-20 minutes the diffusion coefficients begin to follow regular trends. $D_1$, which represents the
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Figure 5.16  Plot showing the initial one-dimensional profile prior to the non-solvent, D$_2$O being added. The dashed line represents the fit using model B. Although the experimental data is noisy the shape of the profile is quite well traced by the model.

Water protons in the PAN solution/coagulated porous PAN phase, steadily increases, whereas D$_2$, which represents the water protons which have diffused out of the PAN solution into the D$_2$O medium, show a steady decrease in value. The cause of these variations and their correlation to structural development will be explained below.

5.5.5 Discussion of Results

During the coagulation experiment there are a complicated series of processes occurring. These involve diffusion of non-solvent into the polymer solution and counter diffusion of solvent out of the polymer solution. Also, phase transitions take place due to the these changes in solvent composition in the polymer solution. From the quantitative data produced by the diffusion model, together with self-diffusion data for these PAN solutions, it is possible to form a picture of changes that are taking place upon coagulation.

Firstly considering the changes in solvent mobility in medium 1.

- Initially the diffusion coefficient, D$_1$ is equal to the diffusion coefficient of water in a PAN solution of a particular composition. These parameters were determined experimentally in chapter 4 using a pulsed
Figure 5.17 Experimental coagulation data fitted to diffusion model B at an experimental time of ten minutes. The values of the diffusion coefficients, $D_1$ and $D_2$ are shown.

- A linear slope can be fitted to the $D_1$/coagulation time data using a weighted least square polynomial fit. The initial twenty points are weighted less than the other points due to their anomalous values. Extrapolation of the slope back to the y-axis, returns a value $D_1=1.98\times10^{-5}\text{cm}^2\text{s}^{-1}$. This is comparable to the experimental value from the PFGSTE work quoted above.

- As coagulation begins and the PAN phase separates we would expect the average $D_1$ to change due to the formation of a saturated porous network of phase separated PAN. These morphological changes will lead to an increase in $D_1$ as some of the water protons will now be in an aqueous environment within the pores with no polymer chains present. As coagulation continues throughout the length of the sample and the porous network develops the average value of $D_1$ will increase to a constant value representing the equilibrium composition of water and final porous structure of PAN. This behaviour was first reported by Paul in his study of PAN/DMAC solutions [27]. It was also mentioned more recently by McKelvey et al. [123] in his qualitative study.
Figure 5.18  Experimental coagulation data fitted to diffusion model B at an experimental time of thirty minutes.

Figure 5.19  Experimental coagulation data fitted to diffusion model B at an experimental time of one hour.
Table 5.2 Diffusion coefficients $D_1$ and $D_2$ returned from the fitting procedure of model B for different coagulation times. $D_1$ represents the diffusion coefficient in the PAN solution/coagulated PAN region, whereas $D_2$ represents the diffusion coefficient in the D$_2$O/NaSCN$_{aq}$.

<table>
<thead>
<tr>
<th>Coagulation Time/s</th>
<th>Diffusion Coefficients, $D_1/cm^2s^{-1}$</th>
<th>$D_2/cm^2s^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>1.88e-05</td>
<td>2.16e-05</td>
</tr>
<tr>
<td>600</td>
<td>9.18e-06</td>
<td>2.74e-05</td>
</tr>
<tr>
<td>900</td>
<td>9.91e-06</td>
<td>2.33e-05</td>
</tr>
<tr>
<td>1200</td>
<td>6.99e-06</td>
<td>2.18e-05</td>
</tr>
<tr>
<td>1500</td>
<td>9.28e-06</td>
<td>2.11e-05</td>
</tr>
<tr>
<td>1800</td>
<td>9.01e-06</td>
<td>2.02e-05</td>
</tr>
<tr>
<td>2100</td>
<td>8.48e-06</td>
<td>1.62e-05</td>
</tr>
<tr>
<td>2400</td>
<td>1.14e-05</td>
<td>1.77e-05</td>
</tr>
<tr>
<td>2700</td>
<td>1.33e-05</td>
<td>1.61e-05</td>
</tr>
<tr>
<td>3000</td>
<td>1.24e-05</td>
<td>1.32e-05</td>
</tr>
<tr>
<td>3300</td>
<td>1.71e-05</td>
<td>1.59e-05</td>
</tr>
<tr>
<td>3600</td>
<td>1.99e-05</td>
<td>1.39e-05</td>
</tr>
<tr>
<td>3900</td>
<td>1.98e-05</td>
<td>1.31e-05</td>
</tr>
<tr>
<td>4200</td>
<td>2.09e-05</td>
<td>1.08e-05</td>
</tr>
</tbody>
</table>

of asymmetric membrane formation. He noted that the polymer-lean phase, i.e. the non-solvent filled pores, will have liquid like diffusion coefficients ($10^{-5}cm^2s^{-1}$), as opposed to the ones in the dope which are much lower ($10^{-7}$-$10^{-8}cm^2s^{-1}$). The increase in $D_1$ is seen in our diffusion model, but as coagulation time progresses, and there ceases to be a concentration $C_0$ in medium 1, then the fits become increasingly worse and no constant value is reached. This is consequence of the semi-infinite model.

- Also contributing to the increase in $D_1$ is the diffusion of Na$^+$ and SCN$^-$ ions out of the polymer solution.

- The formation of a ‘skin’ at the surface of the coagulated PAN is reported to be caused by evaporation of the solvent from the surface of the polymer solution prior to addition of non-solvent. Strathmann and Kock [119] and Smolders [124] explicitly state that such a dense ‘skin’ will act as a barrier to the diffusion process. On the contrary, Altena et al. [29] state that the nascent ‘skin’ does not form an appreciable barrier to solvent outflow at times > 5s and this effect is seen here.

Now considering the changes in solvent mobility in medium 2:
Figure 5.20 Plot showing the variation of diffusion coefficients $D_1$ and $D_2$ with coagulation time.

- There is a general decrease in the value of $D_2$ with coagulation time. This is simply interpreted by realising that H$_2$O is not the sole species diffusing out of the coagulated solution. The increase in concentration of Na$^+$ and SCN$^-$ ions in medium 2 leads to a corresponding decrease in $D_2$. This effect is well documented [27].

- Once again using a weighted least square linear fit, the slope can be extrapolated back to the y-axis to return $D_2=2.59 \times 10^{-5}$ cm$^2$s$^{-1}$. This is comparable to the literature value for the self-diffusion coefficient of pure H$_2$O at this temperature, $D_{293K}(H_2O)=2.61 \times 10^{-5}$ cm$^2$s$^{-1}$ [125].
Chapter 6  The Porous Nature of Wet-Spun Acrylic Fibres

6.1  Background

During the wet-spinning process the nature of the polymer environment changes from being one of a polymer in an appropriate solvent before it leaves the spinnerette, to one of a saturated porous fibrillar network as it leaves the spin bath, to one of a oriented collapsed fibre awaiting fabrication.

The nature of the porous structure of acrylic fibres, spun from a variety of solvent/non-solvent systems, was the subject of a body of research in the 1960's and early 1970's [8, 105, 126]. Optical and electron micrograph studies were used to relate the internal structure of the fibre to various spinning conditions [6, 28]. The freshly coagulated PAN structure was shown to consist of a cellular structure, with nodes of polymer connected by thin rods, the spaces in between forming a porous network. The physical properties of the fibres were also tested at various stages during the wet-spinning process [127]. The general conclusion from both areas of study was that the fibrillar network structure has an appreciable effect on polymer processing and fibre properties [8]. Since these early studies little work has focussed on the characterisation of these porous structures in acrylic fibres.

The coagulation bath temperature has been shown to affect the rate of solvent diffusion out of the polymer solution, and counter diffusion of non-solvent into the system [6]. The consequence of this on fibre spinning is that, at lower coagulation temperatures, the morphology of the fibre will be expected to be more dense with less macrovoids present. Obviously this is desirable for obtaining high quality fibres. At high temperatures the opposite is true, the structure of the fibres will be more open with a larger number of macrovoids present. An explanation of this behaviour was proposed, for the PAN/dimethylacetamide system, by Knudsen [6]. He attributed the improved fibre structure, at lower temperatures, to an increase in time available for internal adjustment of osmotic stresses. In addition he noted that at these lower temperatures, the slower coagulation rate leads to less skin formation and, in turn, this leads to fewer voids being formed.

Difficulties can occur when the structure and properties of PAN fibres are investigated. These mainly result from the dimensions and frailty of the samples being studied, which can have a diameter of the order of 100µm. This microscopic geometry makes the fibres difficult to manipulate or handle without damaging the internal structure which is formed. A more robust method of studying the morphologies developed in wet-spinning is to use
Figure 6.1 Schematic of the membrane immersion precipitation process. The labels NS and S represent diffusion of the non-solvent and solvent respectively.

6. The Porous Nature of Wet-Spun Acrylic Fibres

techniques developed in the field of membrane research [128], which involve the casting of thin films. Although there are differences between the detailed aspects of membrane casting and fibre spinning, the most obvious being the static aspect of membrane casting, it has been demonstrated that the two methods produce similar structures [26].

The preparation of so called immersion precipitation membranes utilizes a similar strategy to that employed in the wet-spinning of fibres. The membrane forming polymer, dissolved in a suitable solvent, is cast onto an inert support and then immersed in a non-solvent bath, see figure 6.1. Solvent/non-solvent counter diffusion is allowed to take place, until phase separation of the polymer has occurred. The membrane adopts a porous structure, which at this stage will be filled with an equilibrium composition of solvent and non-solvent. The structure of the membrane depends on the casting parameters in the same way as fibre morphologies are determined by the spinning parameters. The size of the membrane depends on the geometry of the support and the depth of the film which is cast.

It is often desirable in certain membrane applications to form a dense skin at the surface of the membrane [129]. For example in ultra-filtration membranes, such a permselective barrier is essential for the separation of species with different transport properties. These membranes which are composed of a dense skin, supported by a more porous network were developed in the early 1960's and are commonly known as asymmetric or anisotropic membranes [130]. The advantages of this structure over previously used thin film membranes is that mechanical integrity problems are eliminated. This type of structure has been reported to develop in acrylic fibres under certain
conditions and SEM data has confirmed its existence [26].

In this chapter PAN films cast at a range of different coagulation temperatures are studied. The transverse relaxation times and self diffusion coefficients of non-solvent water molecules trapped in the porous network have been measured. These experiments produce NMR parameters which can be related to physical structural parameters. Scanning electron microscopy (SEM) data are also be presented, which complement the NMR studies.

6.2 Film Preparation

A 13% PAN/NASCN<sub>aq</sub> dope was selected for the experiments described in this chapter. The PAN films were prepared using the following method:

- The PAN solution is cast onto a glass plate (Area 26mm x 76mm) to a depth of approximately 5mm. This can be achieved by spreading the viscous dope to the required dimensions using a glass slide.

- The cast dope is immediately immersed in a non-solvent bath containing a large volume of water at a well-defined temperature. The coagulation can be observed by the PAN solution becoming turbid or opaque.

- After the coagulation had taken place and the solution reached an equilibrium composition (approximately 30 minutes) the PAN film can be removed from the bath.

- The excess water is removed from the surface of the PAN film by carefully blotting with paper.

- The above steps are then repeated for a series of PAN films at different coagulation temperatures.

The prepared PAN films are used immediately after preparation to minimize the risk of evaporation of the liquid filling the pores and potentially collapse of the internal structure. The NMR characterisation experiments described in the following sections can then be carried out.
6.3 NMR Transverse Relaxation Studies

NMR transverse relaxation experiments provide information regarding the mobilities of species within their local environment. In the experiments described here the $^1$H NMR transverse relaxation behaviour of water protons contained in the porous network of PAN films, prepared at various temperatures, was characterised. The confinement of the solvent in the geometry of the porous structure leads to a change in their relaxation properties. The films were cast at a range of different coagulation temperatures to investigate the relationship between $T_2$ and any change in the pore structure of the films. It is known that the mobility of small molecules in a porous network is directly related to the average pore size and the pore size distribution [109]. From the experimental results it is possible to obtain quantitative data for these parameters. Calculations of this kind have been extensively used in the field of porous rocks, which has important applications in the oil industry [131], and also in the study of biological cells [132, 133].

6.3.1 The Method

The experiments were conducted using the Resonance Instruments MARAN-20 benchtop NMR spectrometer, as described in section 3.4.2. The pulse sequence used to obtain the relaxation data presented in this section was the Meiboom-Gill modification of the Carr-Purcell method [58]. Every second echo was acquired with $2\tau=500\mu s$ and a total number of echoes =1024. The tau dependence of $T_2$ was investigated, but little variation was seen in the region studied.

The preliminary fittings of the $T_2$ relaxation data was carried out using CONTIN. This was used to investigate the number of components present in the decay curves, see section 3.4.3. These fits consistently produced single exponential fits for the PAN films studied. The final fits were carried out using the package XFIT which produces relaxation times in very close agreement with those obtained using CONTIN (see section 3.4.3). Once the number of components is known, XFIT produces similar relaxation times to CONTIN, the benefit being that it allows more rapid processing of the data.

6.3.2 Results

The $T_2$ relaxation data of non-solvent water protons confined in the porous network of PAN films, cast at a range of temperatures, is presented in table 6.1. The $T_2$ values quoted represent the mean value of three independent castings of the films. The error is also quoted showing good agreement between experiments.

The general trend shown in table 6.1 shows that there is an increase in $T_2$ relaxation time with elevation of the casting temperature. A variation in $T_2$ can sometimes be interpreted as a change in the mobility of the species being studied. An increase in $T_2$ would therefore mean that the system has become
Table 6.1  $T_2$ relaxation data for water protons trapped in the porous network of films, produced from 13% PAN solutions cast at a selection of temperatures. The $T_2$ of free water is also presented.

<table>
<thead>
<tr>
<th>Casting Temperature/°C</th>
<th>$T_2$ Relaxation time/ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>85.4 ±0.9</td>
</tr>
<tr>
<td>30</td>
<td>91.1 ±1.2</td>
</tr>
<tr>
<td>40</td>
<td>101.9 ±1.4</td>
</tr>
<tr>
<td>60</td>
<td>129.4 ±2.4</td>
</tr>
<tr>
<td>75</td>
<td>173.2 ±3.2</td>
</tr>
<tr>
<td>Free Water</td>
<td>3340</td>
</tr>
</tbody>
</table>

more mobile. In the case of water confined in a porous PAN film there are many possible mechanisms contributing to the variations in $T_2$. The change can be explained simplistically as stemming from the change in scale of the pore network. It is well known that the pore-size distribution, in addition to skin and macrovoid formation are controlled by kinetic factors [134, 135]. For the casting of a series of PAN solutions at different bath temperatures the kinetic factors lead to an increase in the rate of diffusion of solvent and non-solvent in the coagulation bath for increasing temperatures, and this ultimately leads to an increase in pore size.

The $T_2$ values presented for PAN films at all casting temperatures can be seen to be reduced considerably from the $T_2$ relaxation time of bulk water protons at the equivalent NMR probe temperature. It is assumed that the liquid filling the pores of the PAN films is pure $H_2O$. This is valid as the volume of the coagulating non-solvent bath, composed purely of water, is in vast excess (100:1) to the volume of the PAN solution which is cast. The only substance present which can affect the composition of the liquid filling the pores is the NaSCN which diffuses from the aqueous PAN solution during the coagulation process. As the salt content will be equally distributed throughout the equilibrium liquid composition of the bath and the pores there will be negligible NaSCN present to affect the relaxation times.

A number of theories have been proposed to explain the reduction in relaxation time of water trapped in heterogeneous systems, such as porous networks, relative to that of bulk water. A qualitative view shall be taken in the discussion of the applicability of these mechanisms to the PAN system.
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Figure 6.2 A schematic representation of the effect of magnetic susceptibility differences between PAN and water on the uniform applied magnetic field. The lines of force are distorted leading to local magnetic field gradients.

Susceptibility Effects

When subjected to an applied magnetic field, atoms and molecules undergo magnetic polarization. In diamagnetic materials, such as polymers, a small local magnetic dipole is induced by the disturbance of the electron orbits by the applied field. This phenomenon is known as diamagnetic susceptibility and it can have a significant impact on the NMR relaxation properties of heterogeneous molecular systems [136].

In a heterogeneous system such as a porous polymer network, saturated with water, local magnetic field gradients will be induced in the material due to discontinuities in the magnetic susceptibility. Figure 6.2 illustrates the distortions in the magnetic field caused by the disparities between the magnetic susceptibilities of the PAN network and the water filling the pores. The effects of the susceptibility differences on the shape and linewidth of the water \(^1\)H resonance line are dependent on the translational diffusion of the
water molecules. Two extremes are possible:

- \( \Delta H_{2O}=0 \). The hypothetical case. The nuclear spins experience a local field, \( B_0^{local} \), which is position dependent. A broad resonance line results which represents the spatial distribution of frequencies due to the inhomogeneity caused by the susceptibility differences of the two species.

- \( \Delta H_{2O}=\Delta H_{2O}(\text{Free water}) \). Translational motion leads to the spins experiencing a time-dependent magnetic field, \( \Delta B_0(t) \), and hence a time dependent frequency offset, \( \Delta \omega_0(t) = \gamma \Delta B_0(t) \). The resonance line will have a width dependent on the mean square Larmor frequency fluctuation or second moment, \( \Delta \omega^2 \), and the correlation time, \( \tau_c \), for the spin to diffuse the distance associated with the field fluctuation. If the motion is rapid enough, or the field fluctuations small enough, then the line width will tend to that of isotropic water in a homogeneous field.

In the case of water confined in a porous PAN network it would be expected that the relaxation behaviour lies somewhere between these two extremes. Therefore enhancement of the transverse relaxation rate is expected due to susceptibility differences.

**Brownstein-Tarr Model**

Brownstein and Tarr [132] adapted the classical magnetization diffusion approach of Torrey and Bloch [93], to treat the relaxation properties of water in biological cells. They attributed the reduction in relaxation times of water in these systems, compared to bulk water, to the diffusion of the molecules within the geometry of the cells. This method has been widely used since to explain relaxation reduction effects in a wide range of porous systems.

The Brownstein and Tarr model uses only the properties of the bulk fluid, with the changes in the relaxation properties being dictated by the following:

(i) Classical diffusion of the fluid within the porous structure with self diffusion coefficient equal to that of the bulk fluid.

Developments to the model [137] have introduced the following bulk properties to the problem:

(ii) Paramagnetic materials at the pore surface acting as relaxation sinks.

(iii) The intrinsic relaxation of the bulk fluid.

(iv) Relaxation of fluid bound to the pore surface.

The solution to the diffusion equation of the magnetization in such a system is given as:

\[
M_z(t) = M_0 \sum_{i=0}^{\infty} I_i \exp \left( \frac{-t}{T_{2i}} \right)
\]  

(6.1)
where \( I_i \) and \( T_{2i} \) are dictated by the pore size, the diffusion of the fluid and the nature of the surface.

In the fast exchange limit the system behaves as a single exponential decay \([133]\). The relaxation rate is given by:

\[
\frac{1}{T_2} = \frac{1}{T_{2\text{bulk}}} + \frac{\rho S}{V}
\]

(6.2)

where \( \rho \) is the surface relaxivity

\( S/V \) is the surface to volume ratio

This equation incorporates the relaxation rate of the bulk fluid. This was neglected from the original Brownstein-Tarr model, but as it plays a significant role in the relaxation mechanism it is valid to include it.

For the PAN system studied here the transverse relaxation decay curve can be fitted to a single exponential and it is therefore applicable to use the equation for fast exchange. By using equation 6.2 and assuming certain simple characteristics of the porous structure it is possible to estimate the pore size. The following assumptions are made:

- The pores are spherical in shape. For a spherical pore the surface to volume ratio is given by:

\[
\frac{S}{V} = \frac{3}{r}
\]

(6.3)

where \( r \) is the radius of the sphere.

- The pore surfaces act as relaxation sinks, with a constant surface relaxivity, \( \rho \). By using literature values for porous rock samples \([138]\) it is possible to estimate a rough guess for the \( \rho \) value for PAN. For a variety of rock core samples, values of \( \rho \) ranging from \( 2.6 \times 10^{-6} \) to \( 40 \times 10^{-6} \text{ms}^{-1} \) were obtained. For PAN, which is presumed to have no paramagnetic centres, a value of \( \rho = 1 \times 10^{-6} \text{ms}^{-1} \) will be used.

By substituting equation 6.3, the value for \( \rho \) and the relaxation time values from table 6.1 into equation 6.2 we obtain the radii of the spherical pores and these are presented in table 6.2.

The pore radii, obtained from the \( T_2 \) relaxation data, show an increase with rising casting temperature. This is as expected from previous studies of PAN structures formed during the wet spinning process \([27, 6]\). Later in this chapter SEM will be used to investigate the morphology of these PAN films and the pore sizes will be compared.
### Table 6.2
Table displaying the pore radii as a function of the casting temperature. The pore sizes were calculated using the Brownstein-Tarr method [132].

<table>
<thead>
<tr>
<th>Casting temperature/°C</th>
<th>Relaxation Rate/s⁻¹</th>
<th>Pore radii/nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>11.7</td>
<td>260</td>
</tr>
<tr>
<td>30</td>
<td>11.0</td>
<td>280</td>
</tr>
<tr>
<td>40</td>
<td>9.8</td>
<td>320</td>
</tr>
<tr>
<td>60</td>
<td>7.7</td>
<td>400</td>
</tr>
<tr>
<td>75</td>
<td>5.8</td>
<td>550</td>
</tr>
</tbody>
</table>

#### 6.4 NMR Diffusion Studies

NMR pulse field gradient studies of molecules confined in porous systems can provide a revealing method of studying the nature of the diffusion in these materials. By carefully selecting the observation time it is possible to obtain information about the restrictions which occur in these microscopic structures. There are many applications of this technique, including the study of zeolites [139], emulsions [140], biological cells [141] and porous rocks [142].

In this section the NMR pulse field gradient technique will be applied to the study of water molecules confined in the porous network of PAN films cast at different temperatures. Theory developed predominately for the study of porous rocks will be applied to the diffusion coefficients obtained and the results discussed qualitatively.

#### 6.4.1 Background

In bulk fluids, such as water, diffusion due to Brownian motion leads to a linear dependence of mean square displacement with time. The constant of proportionality is the self-diffusion coefficient of the bulk fluid, \( D_s \). When restrictions to the fluid's translational motion are introduced, for example when it is enclosed in a porous medium, the effective diffusion coefficient, \( D(\Delta) \), becomes a function of observation time, \( \Delta \):

\[
D(\Delta) = \frac{\langle r^2(\Delta) \rangle}{6\Delta}
\]

where \( \Delta \) is the observation time.

\( \langle r^2(\Delta) \rangle \) is the mean square displacement in time \( \Delta \).

Using pulse field gradient NMR (PFGNMR) techniques it is possible to measure the mean square displacement of the fluid, and also the effective diffusion coefficient as a function of observation time [143], see figure 6.3.
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Figure 6.3 Diagram showing the variation of the effective diffusion coefficient with observation time for two porous systems. Two distinct regimes can be seen. These are the short \((\Delta < L^2/D(\Delta))\) and the long \((\Delta \gg L^2D(\Delta))\) diffusion time limits, where \(L\) is a dimension characteristic of the pore to which the spins are confined.

At short diffusion times, the diffusion coefficient \(D(\Delta)\) approaches the molecular diffusion coefficient of free water. At these short times it has been shown [144] that the effective diffusion coefficient deviates from \(D_o\) by a term that is proportional to the ratio of the surface area to pore volume \(S/V\) and the diffusion length \(\sqrt{D_o t}\):

\[
\frac{D(\Delta)}{D_o} = 1 - \frac{4}{9\sqrt{\pi V}} \sqrt{D_o t} + O(D_o t)
\]  

(6.5)

The first term excludes the surface relaxivity and therefore this is a useful method for determining the surface to volume ratio without simultaneously knowing the value of \(\rho\).

At sufficiently long observation times, when \(\Delta\) is long compared to the time taken for all of the spins to span the connectivity of the pore space, \(D(\Delta)\) will reach a limiting value, \(D(\infty)\), which is independent of \(\Delta\). The connectivity of the pore space is characterised by a geometrical factor called the tortuosity, \(\alpha\) [142]. In porous media the tortuosity depends on how well the
pores are connected. At these long times $D(\Delta)$ is reduced from $D_o$ by the tortuosity [145]:

$$\lim_{t \to \infty} \frac{D(\Delta)}{D_o} = \frac{1}{\alpha}$$  \hspace{1cm} (6.6)

The tortuosity can be expressed in terms of the formation factor, $F$, and the porosity, $\phi$ [142]:

$$\alpha = F\phi$$  \hspace{1cm} (6.7)

The formation factor is related to the electrical conductivity of the porous medium, and more relevantly it influences the tortuosity of the flow paths for electric current. The porosity is the volume fraction associated with the pore space.

In a porous structure with isolated, closed pores the molecular diffusion coefficient tends to zero [146, 147] at long observation times. For a more open porous structure with interconnections between pores the diffusion coefficient tends to a finite asymptotic value [148]. Figure 6.3 shows the difference in diffusion coefficient behaviour as a function of time for the two systems.

### 6.4.2 Experimental Results

The diffusion of the water protons confined in the porous PAN network was investigated using a pulse field gradient stimulated echo sequence (PFGSTE) [96], as described in section 4.3.2.

The effect of varying the observation time on the value of the diffusion coefficient was investigated. The PAN film with the largest pore size was chosen, i.e. the film cast at 75°C. This may allow the short diffusion time behaviour to be seen. The parameters used and the results obtained are presented in table 6.3. The gradient strengths were chosen relative to the observation times.

<table>
<thead>
<tr>
<th>$\delta$/ms</th>
<th>$\Delta$/ms</th>
<th>Diffusion Coefficient/cm²s⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>20</td>
<td>1.71x10⁻⁵</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>1.62x10⁻⁵</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>1.65x10⁻⁵</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>1.63x10⁻⁵</td>
</tr>
<tr>
<td>2</td>
<td>250</td>
<td>1.68x10⁻⁵</td>
</tr>
</tbody>
</table>

Table 6.3 Table presenting the effect of changing observation time on the effective diffusion coefficient of water protons confined in a PAN film cast at 75°C.

From table 6.3 it can be seen that there is little variation in the effective diffusion coefficient with changing observation time. This suggests, using
figure 6.3, that the measured diffusion coefficient is \( D(\infty) \) and that the water molecules are in the region of long diffusion times. Also because \( D(\Delta)/D_0 \) does not tend to zero it can be concluded that the porous micro-structure consists of an open cell network.

There is a limitation placed by the properties of the NMR spectrometer and the PFGSTE experiment on the size of pores which can be probed in the short diffusion time region. For the minimum observation time used here, \( \Delta = 20\text{ms} \), it is possible to estimate the maximum pore size which can be spanned in this time. Substituting \( D = 2.6 \times 10^{-9}\text{m}^2\text{s}^{-1} \) (the self-diffusion coefficient of bulk water) and \( \Delta = 20\text{ms} \) into equation 6.4 returns \( r = 18\mu\text{m} \).

If the values of the pore sizes calculated from the relaxation time studies in section 6.3.2 are accurate then the water molecules diffuse a far greater distance than the pore size (For a PAN film cast at 75°C the pore size was calculated to be 550nm). In this time the water molecules will probe neighbouring pores and connectivities which on average will produce a constant value for the diffusion coefficient, \( D(\infty) \). To be able to get short diffusion time information regarding a pore with a size of 500nm a observation time \( \delta = 160\mu\text{ms} \) would be required. This is impossible to achieve with the currently available NMR spectrometers.

The diffusion of water molecules in a series of PAN films cast at different temperatures were investigated using PFGSTE. The parameters used in the pulse sequence were \( \delta = 2\text{ms} \), \( \Delta = 20\text{ms} \) and gradient strengths ranging from \(-200\) to \(+200\) Gcm\(^{-1}\). The results are presented in table 6.4.

<table>
<thead>
<tr>
<th>Casting temperature/°C</th>
<th>Diffusion Coefficient/cm(^2)s(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>1.48\times10^{-5}</td>
</tr>
<tr>
<td>30</td>
<td>1.51\times10^{-5}</td>
</tr>
<tr>
<td>40</td>
<td>1.63\times10^{-5}</td>
</tr>
<tr>
<td>60</td>
<td>1.68\times10^{-5}</td>
</tr>
<tr>
<td>75</td>
<td>1.71\times10^{-5}</td>
</tr>
</tbody>
</table>

Table 6.4 Table presenting the effective diffusion coefficient of water molecules confined in a series of porous PAN films cast at a range of different temperatures

The variation in diffusion coefficient with casting temperature shows a small change, with \( D^{eff} \) increasing as the temperature increases. This can be interpreted as either a change in tortuosity of the samples or a change in porosity, see equations 6.6 and 6.7. If we assume the porosity is changing then we see that the PAN films become more porous as the casting temperature increases. For the spinning of acrylic fibres it is desirable to spin fibres with dense structures therefore lower spin bath temperatures are required.
6.5 SEM of Cast PAN Films

Scanning electron microscopy is a major technique used for the study of the morphology of polymers. The micrographs are obtained by recording the secondary electrons scattered from the surface of the sample. The resolution for SEM is of the order of tens of nanometres, which is far superior to anything obtained using optical microscopy. Information about the morphology can be obtained directly by analysing the fractured surfaces or etched specimens.

6.5.1 SEM Sample Preparation

In order to investigate the internal structure of polymer films it is of paramount importance to be able to preserve the as-coagulated morphology. The problem is that cast films and indeed fibres tend to change their structure as a result of drying. For example, the internal structure of a saturated, porous acrylic fibre will collapse with time if left under atmospheric conditions. The aqueous non-solvent filling the pores will slowly evaporate causing changes in the surface tension of the fibre leading to deformation of the original structure. For an analytical technique such as SEM it is essential to have a micro-structure free from liquid. A method therefore is required to remove the non-solvent from the cast film and retain the internal morphology. This will allow a comparative study of the effect of coagulation temperature, or indeed other parameters, on the internal film structure.

The procedure of freeze-drying is a well-known method for preserving the nature of membrane structures at the time of freezing [28]. It was chosen in these studies to retain the cast film structure of PAN. The method involves the following steps:

- The cast film, as prepared using the method outlined in section 6.2, is immersed in an acetone bath. The polar acetone replaces the water molecules in the porous structure.

- The PAN film is then immersed in a heptane bath. The more volatile non-polar heptane replaces the acetone and the film is ready to be freeze-dried.

- The samples are placed in a liquid nitrogen bath to freeze them. Smaller samples with well-defined edge morphologies can be selected by carefully breaking the frozen films.

- The chosen samples are then placed in the apparatus shown in figure 6.4. Effective evaporation of any remaining liquid from the PAN films takes place at a temperature between -20°C and -30°C and a pressure of \(10^{-2}-10^{-3}\) mbar. Dry ice, within a dewar flask, is used to obtain temperatures in the appropriate range. The samples are left to dry for 24 hours and the effectiveness of the process can be verified.
Figure 6.4  Schematic showing the experimental apparatus used for the freeze-drying of the cast PAN films. The samples are pumped for 24 hours to ensure that the porous structure is completely free from liquid.
by monitoring the pressure as the flask warms. If there is no loss of vacuum then the process has finished.

The morphology of the PAN films can now be investigated using SEM.

6.5.2 Experimental

The micrographs were produced using a Hitachi S-3200 scanning electron microscope. This instrument is a conventional high resolution thermionic SEM, using a tungsten filament. It allows samples to be inserted directly into the chamber and observed in their natural state without the need for coating the specimen with a contrast agent such as a heavy metal alloy or carbon.

Micrographs were taken of five PAN samples, coagulated at a range of different temperatures, 20°C, 30°C, 40°C, 60°C and 75°C. The samples were investigated along the fractured edge to display the internal morphology developed during the coagulation process. Any evidence of dense skin formation was also probed.

6.5.3 Micrographs

Figures 6.5-6.9 display SEM micrographs of 13% PAN/NaSCN solutions cast at a range of temperatures. The differences in casting temperature is reflected by the change in scale of the porosity of the films. Note that the magnification is not consistent throughout the figures due to problems obtaining a good contrast.

Figure 6.5 displays the morphology of the PAN film cast at a low coagulation bath temperature of 20°C. The structure is fairly dense and it was difficult to resolve the fine structure of the porous network. The light and dark bands in the micrograph are attributed to uneven fracturing of the surface of the film after freeze drying.

In figures 6.6 and 6.7 it is possible to differentiate the pores from the polymer network. The pores (polymer lean phase) are represented by the dark areas and the polymer network (polymer rich phase) by the white/grey areas. The pore size is of the order of 10's of nanometres at this casting temperature, but it still difficult to resolve the morphology fully. However it is clear that the porosity has a scale less than 0.1 µm.

Figure 6.8 shows more clearly a cellular structure, similar to that described by Knudsen [6]. The pore’s size is seen to be increased relative to that found from the micrographs at lower casting temperatures. In this case the porosity has a scale of the order of 1 µm or smaller.

Figure 6.9, which represents the film cast at 75°C, shows clearly a very open porous network. The packing of the polymer network is a lot less dense following the trend with temperature exhibited thus far. Some of the pores
Figure 6.5  SEM micrograph of the internal morphology of a PAN film cast in a non-solvent, water bath at 20°C.
Figure 6.6  SEM micrograph of the internal morphology of a PAN film cast in a non-solvent, water bath at 30°C.
Figure 6.7  SEM micrograph of the internal morphology of a PAN film cast in a non-solvent, water bath at 40°C.
Figure 6.8  SEM micrograph of the internal morphology of a PAN film cast in a non-solvent, water bath at 60°C.
Figure 6.9  SEM micrograph of the internal morphology of a PAN film cast in a non-solvent, water bath at 75°C.
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<table>
<thead>
<tr>
<th>Pore radii from $T_2$'s</th>
<th>Pore radii from SEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>260 nm</td>
<td>&lt;100 nm</td>
</tr>
<tr>
<td>280 nm</td>
<td>&lt;100 nm</td>
</tr>
<tr>
<td>320 nm</td>
<td>100's nm</td>
</tr>
<tr>
<td>400 nm</td>
<td>&lt;1µm</td>
</tr>
<tr>
<td>550 nm</td>
<td>1-2 µm</td>
</tr>
</tbody>
</table>

Table 6.5 Table presenting the pore radii calculated from the $T_2$ relaxation data, and those estimated from the SEM data.

are as big as a couple of microns but it is unclear whether all the pores are of a comparable size. The micrographs could be showing the extremities of the pores from upper and lower layers, therefore it is difficult to estimate the maximum radii of these.

Table 6.5 displays a comparison between the pore radii calculated from the NMR $T_2$ relaxation data (6.3.2) and those estimated from the SEM data. There is a substantial difference between the sets of values. The pore size estimated form the SEM data spans a larger range from 10's nm to 2 µm, whereas the values calculated from the $T_2$ relaxation data are all of the order of 100's nm. NMR produces a volume weighted average value for the relaxation time, and although there may be a distribution of times only the mean is returned. The disparity between the results reflects that the Brownstein-Tarr model [132] may not fully explain the relaxation rate reduction of water confined in the PAN porous structure relative to that of bulk water.

In all the PAN films studied, cast at different temperatures, evidence of skin formation was investigated. None of the micrographs displaying the edge of the films showed any sign of a dense skin on top of the porous polymer network. Although it would be impossible to differentiate the two regimes at low temperatures, at the higher casting temperatures, where the resolution and contrast are good, disparity would be apparent.
Chapter 7  Conclusions

This concluding chapter summarizes the interpretations of the work described in the preceding four experimental chapters of this thesis. The first two of these preceding chapters show how nuclear magnetic resonance can be used to provide background information about the structure and interactions taking place in the PAN/NaSCN\textsubscript{aq} system. A substantial amount of this NMR relaxation and self diffusion data was also used for the development of the NMR imaging experiment described in chapter 5. This work forms the main body of the thesis and the diffusion model used therein accurately describes the behaviour of the phase separating PAN solution. Chapter 6 supplements some of the ideas presented in the previous chapters by using scanning electron microscopy to show the structural variations which occur in phase separated PAN.

7.1  NMR Relaxation Studies of PAN solutions

Bulk $^1$H NMR relaxation studies were carried out over a wide range of concentrations and temperatures to probe the molecular dynamics of the two proton containing species, polyacrylonitrile and water, which are constituents of the polymer solution studied in this thesis.

Traditional NMR methods were employed to collect the relaxation data. The longitudinal relaxation data was acquired using the inversion recovery pulse sequence whereas the transverse relaxation was acquired using the Carr-Purcell-Meiboom-Gill method. Good agreement was obtained between the two independent fitting procedures utilized to compute the relaxation parameters, see tables 3.1 and 3.2. Both these algorithms exhibited optimum results by implementing biexponential fitting routines.

For a particular data-set the relaxation times of the two components of the biexponential were found to differ considerably and therefore the curve could be reproducably resolved into its two constituents. The relative amplitudes of the two components showed good agreement for both the transverse and longitudinal relaxation data. These amplitudes were found to directly reflect the relative proton contents of the PAN and the water molecules over the full concentration and temperature range studied. Tables 3.4 and 3.6 compare the percentage amplitude of the faster decaying component, for $T_1$ and $T_2$ relaxation respectively, with the calculated percentage of protons attached to the PAN chains in the system. Good agreement is found for both modes of relaxation. The faster decaying component, which has a relaxation time of the order of tens of milliseconds, was therefore assigned to the larger and hence slower moving PAN macromolecule. Whereas the slower relaxing
component, with a relaxation time of the order of hundreds of milliseconds, could be assigned to the more mobile water molecules.

Investigations of temperature and concentration variations of relaxation times can provide information regarding the nature of any structural phase transitions which may be occurring within the polymer solution over the range studied. For the PAN solutions studied here there is a steady increase in both longitudinal and transverse relaxation times as the temperature is increased or the concentration is decreased. This gradual change suggests that no sudden phase changes occur in the bulk solution over the ranges studied. Such transitions would lead to major changes in the magnitude of the relaxation times at some critical temperature and/or concentration. Instead the PAN solutions remain homogeneous throughout the range studied, and this can be visibly confirmed by the lack of turbidity even at the concentration and temperature extremes studied.

The concentration variation of the relaxation times provides us with some insight into the nature of the interactions taking place within the PAN solution. The faster relaxation of the PAN protons shows little variation with increasing PAN concentration, suggesting that these local motions are not influenced much by polymer entanglements. The water relaxation rate is affected more markedly and as was proposed by Edwards et al. [24], the reduction in magnitude compared to bulk water can be attributed to the water breaking effect of the cyanate anion. This mechanism allows the, now free, water molecules to interact with the nitrile groups attached to the PAN chains. The water relaxation decreases with increasing PAN concentration and this reflects the increasing viscosity of the solution. The magnitude of the PAN relaxation times and the trends that they exhibit with concentration suggest a species with a high degree of local motion. This is consistent with the representation of a polymer held in solution as a series of random coils, each coil-like conformation being one of the possible rotational isomeric states of the polymer chain. The aqueous sodium thiocyanate solution, in which the PAN is dissolved, allows rapid fluctuations between these states, and can thus be described as a “good” solvent for polyacrylonitrile.

The thermal dependences of the relaxation times also provide information regarding the mobility of the PAN/NaSCN\textsubscript{aq.} system. Comparing the trends of the transverse and longitudinal relaxation times for the PAN protons, it can be seen that both show an increase in value with increasing temperature. By comparing this to the BPP model for isotropic motion in a liquid sample it can be seen that both the PAN and the water protons fall into the region categorized as rapid molecular motion. This is consistent with our picture of PAN adopting a mobile random coil arrangement in the system.
7.2 Self Diffusion Studies

Self diffusion studies of polymer solutions have been extensively used to obtain information regarding the translational molecular motion of both the polymer chains and the solvent molecules. A NMR pulsed field gradient stimulated echo technique was used to acquire the echo attenuation data. This method was chosen in preference to the more widely used spin echo sequence due to the magnetization being stored in the longitudinal direction, rather than in the transverse plane. For systems where $T_1 >> T_2$ this leads to a considerable gain in signal amplitude. An unwanted addition to the pulsed field gradients applied to the sample on the MARAN-20 were background gradients. These had quite a large effect on the echo attenuation data acquired in these studies and therefore it was necessary to account for this effect in the analysis of the data. A novel fitting procedure was developed and implemented which allowed accurate values of the diffusion coefficient to be obtained from data acquired in the presence of background gradients. The weighted second order polynomial fitting program gave not only reproducible values for the diffusion coefficient but also estimates of the strength of the background gradients. This proved to be an extremely valuable tool especially for the fitting of the slower PAN diffusion data.

As is the case with many polymer/solvent systems a reduction in the diffusion coefficient of the solvent with respect to that of pure solvent was exhibited in the PAN/NaSCN$_{aq.}$ system. This deviation was seen to increase as the amount of PAN in the system was increased. A corresponding increase in the activation energy with increasing PAN concentration was also seen. Many models have been developed over the years to attempt to explain this phenomenon and some of these were applied in the discussion in chapter 4 in an attempt to explain the reduction of the value of the diffusion coefficient of water in the PAN/NaSCN$_{aq.}$ system. This analysis is intended to give an insight into the possible mechanisms which contribute to this phenomena rather than give a comprehensive review of the application of the available theories.

The Mackie and Meares model [75] which holds for very small solvent molecules is unsuccessful in fitting the experimental data. The curve predicted by the model is seen to deviate from the data points as the PAN concentration increases. This model, which is system independent and is based purely on obstruction effects, has proved successful in modelling systems where hydrodynamic interactions are weak. In our system it appears that the obstruction mechanism does not solely describe the diffusion process and that there are other contributing factors present. This provides evidence for solvent polymer interactions with the highly polar nitrile groups undoubtedly playing a key role in this.

The free volume model of Yasuda [79], which is based on the work of Fujita [2], produces good fits for the experimental diffusion data returning a value for the free volume parameter of $B_s/f_w=4.7$. This parameter gives
a measure of the size of the solvent species. The exhibited behaviour can be explained because the free volume contributed by the polymer chains is believed to be much smaller than that contributed by the solvent molecules. Therefore this leads to a decrease in the value of the solvent's diffusion coefficient with increasing polymer concentration. Free volume behaviour is thought to replace hydrodynamic interactions as the dominant factor as the concentration of polymer in the system is increased.

The hydrodynamic "universal" model proposed by Phillies and the scaling model proposed by Petit can be treated concurrently. The two models, although having different theoretical origins produce comparable results. The "universal" model returns two parameters, the prefactor $\alpha$, which is related to the size of the diffusant, and the scaling exponent, $\nu$, which is a characteristic of the system ($0.5 \leq \nu \leq 1.0$). The value for $\nu$ returned from the fitting of the experimental data classifies PAN as a small MW polymer, which is the case. The Petit model returns two fitting parameters $\nu$, which is a measure of how good the solvent is and $a$, which is equal to $k\beta^2$, where $k$ is the jumping frequency and $\beta$ is a constant for a given polymer system. The value of $\nu=0.66$ is consistent with a "goodish" solvent according to the definitions that $\nu=1.0$ for a $\theta$ solvent, $\nu=0.75$ for a good solvent and $\nu=0.5$ for a marginal solvent. This agrees well with the predictions of the nature of the solvent from the NMR relaxation data, i.e. a good solvent.

The diffusion coefficient of the solvent water molecules was also observed as a function of temperature. The diffusion coefficients as expected increased with increasing temperature, reflecting the increase in translational mobility. There was a corresponding increase in the activation energy for self diffusion as the PAN concentration was increased. So as the volume occupied by PAN molecules is increased it becomes more demanding for the water molecules to diffuse. If the free volume model is used this can be explained by the theory that polymer molecules contribute less free volume than water molecules for solvent diffusion to take place.

The diffusion coefficient of PAN in aqueous NaSCN solutions was studied as a function of increasing polymer concentration. Although these results are less comprehensive, mainly due to the difficulty in measuring the mobility of the relatively slow moving polymer chains, they exhibit similar trends to the solvent diffusion. The measured PAN diffusion coefficient was seen to decrease in value as the PAN concentration was increased. Although the trend was not fitted due to the uncertainty in the measurements, a exponential function similar to those used to fit the solvent diffusion could be used. Those mechanisms which are thought to contribute to the solvent diffusion also could play a part in the diffusion of the PAN molecules.
7.3 NMR Study of PAN Coagulation

The chapter which forms the main body of the work presented in this thesis is concerned with the non solvent induced phase separation of PAN/NaSCN solutions. The process was monitored using one dimensional $^1$H NMR imaging and the resulting time dependent concentration profiles were modelled by solving the diffusion equation for the appropriate initial and boundary conditions.

The one-dimensional NMR imaging technique is a valuable method for monitoring the transport of proton containing species in single or multiphase systems. By using this method to monitor a PAN solution after the addition of a suitable NMR inactive non-solvent it was possible to monitor the phase separation process which takes place. Careful selection of the NMR parameters allowed the projection of the solvent proton concentration onto a one dimensional profile. Monitoring the time evolution of the concentration profiles produced a unique quantitative way of studying the transport of the solvent molecules out of the polymer solution. The solvent/non-solvent ratio is critical to the phase of the system and as the ratio decreases the two phase region of the ternary phase diagram will eventually be reached and the system will phase separate.

The evolution of the concentration profiles was modelled by solving Fick's diffusion equation using the relevant initial and boundary conditions. A semi-infinite medium was assumed and an initial sloped boundary condition was implemented to take account of the projection of the meniscus. This solution provided an accurate representation of the initial shape of the profile. The evolved profiles were each fitted using this solution and the magnitude of the fitting parameter $f_{\text{min}}$ confirmed that good fits were being produced.

The diffusion model fitted the profiles to three physical parameters: $C_o$, $D_1$ and $D_2$. Essentially $C_o$, which represents the initial concentration of water protons in the solution, provides another test to see how well the model fits the data. The value of $C_o$ remained at an almost constant value (taking account of S/N) up to a time of approximately 70 minutes, confirming the applicability of the model. At times greater than this, when the value of $C_o$ decreases with time, the semi-infinite model becomes less effective.

The parameter $D_2$ represents the average diffusion coefficient for water protons in the area initially occupied by the non-solvent $D_2O$. The value returned for each diffusion profile decreases as the coagulation time increases. This behaviour can be explained by considering the local environment that the water molecules have diffused into. Initially the water molecules will be in an environment much like that experienced in pure liquid water and hence the diffusion coefficient tends to that of bulk water at time=0. As the coagulation time increases the water diffusion coefficient decreases and this can be explained by the increasing amount of NaSCN diffusing from the PAN entity. The presence of the salt decreases the diffusion coefficient of
the water and figure 5.20 shows that towards the latter stages of the experiment this tends towards a value of $1 \times 10^{-5}$ cm$^2$s$^{-1}$ representing a concentrated NaSCN$_{aq}$ solution.

The parameter $D_1$ represents the average diffusion coefficient for water protons in the area initially occupied by the 13% PAN solution. The value returned for each diffusion profile increases as the phase separation time progresses. Figure 5.20 displays this variation of $D_1$ with coagulation time and a weighted straight line fit of the data. The data initially fluctuates up to a time of approximately 20 minutes, after which the data follows a trend and increases linearly with coagulation time. The weighted fit of the data can be extrapolated back to a coagulation time of zero and this reveals a diffusion coefficient of $1.9 \times 10^{-8}$ cm$^2$s$^{-1}$. This is essentially a measure of the average diffusion coefficient in the profile area 1. At the beginning of the experiment this is occupied solely by the PAN solution and therefore we would expect this value to be equal to the bulk diffusion coefficient of water in a PAN solution of this concentration. Bulk values for a number of PAN solutions were determined using the methods presented in chapter 4 (In this case $D = 4.2 \times 10^{-6}$ cm$^2$s$^{-1}$). Our value is of the same magnitude as the bulk value but is less than half the size. It is reasonable to attribute this to the noise levels of the profile data rather than assigning it to any physical phenomenon.

The increase in $D_1$ with time highlights the changes in the structure of the PAN solution as coagulation time increases. The PAN changes its environment from a mobile random coil in solution to a rigid, porous polymer network. The water molecules move from the homogeneous polymer solution with a mobility inhibited by the polymer chains to the polymer lean phase where their mobility is that of water in an aqueous NaSCN solution. As more of the PAN phase separates then the average diffusion coefficient increases as more water molecules move to the mobile environment. This trend continues until all the PAN has phase separated and the water molecules reach a constant diffusion coefficient.

The presence of a dense skin has been shown to exist in the structure of wet spun PAN fibres, although the role of this skin is not completely understood. In the experiments demonstrated here the skin, if present, does not appear to cause an appreciable barrier to the solvent/non-solvent exchange across the interface.

The MARAN-20 provided a suitable environment for producing one dimensional profiles for the time evolution of the phase separation of polymer solutions. The semi-infinite model was applied to these profiles and it provided a robust fitting procedure for the process, producing diffusion coefficients of the expected magnitude. This work shows the application of NMR imaging to the study of polymer phase separation.
7. Conclusions

7.4 The Porous Nature of Wet-Spun Acrylic Fibres

This chapter investigates the structure of PAN films cast in non-solvent baths at a series of temperatures. NMR relaxation and self diffusion experiments were used to investigate the nature of the water trapped within the resulting porous polymer networks. Scanning electron microscopy was also used to produce micrographs of the internal structure for comparison.

Analysis of the NMR relaxation results using the Brownstein-Tarr model returned values for the pore radii in the PAN films ranging from 260 to 550nm. The pore sizes increase as the non-solvent bath temperature is raised. This trend is expected and has been exhibited in previous studies [6]. The structure of the films was investigated using SEM and from the resulting micrographs the pore sizes were estimated for comparison. This exercise produced pore sizes ranging from less than 100nm at the lowest bath temperature to greater than 2µm at the higher temperatures. When estimating these sizes it is natural to focus on the largest pores. The relaxation data, on the other hand, returns a volume weighted average for the pore size, and therefore represents a more accurate measure of the porosity of the films.
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