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Abstract 

In this thesis we treat three problems from the theory and applications of randoin walks. 

The first question we tackle is from the theory of the optimal stopping of random walks. We 

solve the infinite-horizon optimal stopping problem for a class of reward functions admitting a 

representation introduced in Boyarchenko and Levendorskii [1], and obtain closed expressions 
for the expected reward and optimal stopping time. Our methodology is a generalization of 

an early paper by Darling et al. [21 and is based on probabilistic techniques: in particular a 

path decomposition related to the Wiener-Hopf factorization. Examples from the literature and 

perturbations are treated to demonstrate the flexibility of our approach. 

The second question is related to the path structure of lattice random walks. We obtain the 

exact asymptotics of the variance of the self- intersection local time V,,, which counts the number 

of times the paths of a random walk intersect themselves. Our approach extends and improves 

upon that of Bolthausen [31, by making use of complex power series. In particular we state 

and prove a complex Tauberian lemma, which avoids the assumption of monotonicity present in 

the classical Tauberian theorem. While a bound of order 0(n') has previously been claimed in 

the literature Q3], [ 11), we argue that existing methods only show the tipper bound 0(71' logn), 

unless extra conditions are imposed to ensure monotonicity of the underlying sequence. Using 

the complex Tauberian approach we show that Var(V, ) _ C7), 2, thus settling a long-standing 

misunderstanding. 

Finally, in the last chapter, we prove a functional central limit theorem for one-diniension- 

al random walk in random scenery, a result conjectured in 1979 by Kesten and Spitzer [. -)I. 

Essentially random walk in random scenery is the process defined by the partial suins of a 

collection of random variables (the random scenery), sampled by a random walk. We show 
that for Z-valued random walk attracted to the symmetric Cauchy law, and centered random 

scenery with second moments, a functional central limit theorem holds, thus proving the Kesten 

and Spitzer [51 conjecture which had remained open since 1979. Our proof makes use of tile 

asymptotic results obtained in the Chapter 3. 
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CHAPTER 1 

Introduction 

A random walk is defined as the partial sums process IS, },, >, o of a collection of independent 

and identically distributed random variables X1, X2,..., 

So=o, S, =X, +... +Xn, forn>, I. (1.0.1) 

Random walk is a fundamental example in Markov processes, processes with stationary indepen- 
dent increments and in certain cases of martingales thus bringing together methods from both 

analysis and probability. 

There are two obvious reasons for the widespread study of random walks. First, the rules that 

govern it are simple and, as is often the case in mathematics, simple rules allow for very rich 
behaviour with far reaching consequences. Second, it allows for a great variety of applications. 
Any system that evolves through small random changes can be modelled by a random walk, or 
by its continuous time analogues, Brownian motion, L6vy processes and diffusions. 

Random walk is a central theme for this thesis. We shall consider three open problems from 
the theory and applications of random walks. The methods used for the proofs vary from 
probabilistic to analytical. However a unifying theme is the use of characteristic functions and 
their probabilistic interpretation. Let us now give a brief description of the questions we shall 
attempt to answer. 

1.1 Optimal stopping 

The first question treated in this thesis is from the theory of optimal stopping of one-dimensional 
random walks. 
Intuitively an optimal stopping problem consists in choosing a time to take a particular action, 
in order to maximize an expected reward, or to minimize an expected cost. To give a precise 
description of the situation we need the concept of stopping times. Assume we are given a 
stochastic process (St -t>, 01 and its natural filtration fXt :t>, 01 = a(S. :8 t). Then 

an f. Ftl-stopping time is a random variable 7' E [O, ool such that the events IT t} are Xt- 
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CHAPTER 1: INTRODUCTION 

measurable for every tE [0, oc). This technical condition captures the important feature that 

the decision to stop at the time t must be based only on prior information. In other words, we 

must be able to decide whether or not to stop at time t having only observed the history of the 

process until time t, Ft =a (S. :s<, t), without having to "look into the future". 

In this setting an optimal stopping problem can be mathematically formulated as the optimiza- 

tion problem 

sup E[, 6' G (X + S')], (1.1.1) 
TET 

where the supremum is taken over the set 7' of permissible Ft-stopping times. Let us now have 

a look at the other quantities involved in the above equation. The function G is the reward 
function, 0 is a discount factor, and V is the value function. The reward function captures 
the essential features of a cost or reward, while the discount factor models the cost of waiting; 
in financial applications it is often interpreted as the interest rate. The value function is the 

optimal expected reward. A solution to (L 1.1) consists in finding the stopping time -r* where 
the supremum is attained and the value function V(x). 

Optimal stopping problems can be divided in two classes, finite-horizon problems, and infinite- 
horizon, or perpetual problems. In the first case we require 7- <, T for some fixed T >, 0, while 
in the second case stopping times can take values in [0, oo). Finite-horizon problems are closely 
related with free-boundary problems, which are boundary value problems, where the boundaxy 
is an unknown function of time. While these rarely admit explicit solutions, this is not the caw 
for the perpetual problem. For this reason, in this thesis we shall restrict our attention to the 
infinite-horizon me. 
Optimal stopping problems first appeared in the sequential analysis of statistical observations 
with Wald's theory of sequential probability ratio tests in his seminal paper 161. In essence 
this represented a method of statistical inference where the number of observations was not 
predetermined, but was instead decided during the experiment. Snell [71 was the first to for- 

mulate a general optimal stopping problem for discrete time processes, and also obtained an 
elegant characterization of the solution as the minimal supermartingale dominating the process 
J0'G(S,, )j, 4o, well known as Snell's envelope. Snell's envelope is part of a large collection of 
optimal stopping techniques which take advantage of the probabilistic structure of the process 
and its unconditional finite-dimensional distributions, known as the martingale approach. 

On the other hand, the Markovian approach exploits the analytical structure of the conditional 
transition functions, which take into account the starting point of the process. This approach is 

closely related with the Wald-Bellman equation, satisfied by the value function 

V(x) = max(G(x),, 6V(x + Sl)). 

This equation was introduced by Arrow et al. [8] and Wald [61 and is based on the principles 
of dynamic programming and the concept of "backwards induction". The Markovian method 
has proved to be very effective since, it brings in powerful analytical tools from the theory 
of differential and integral equations through the infinitesimal generator of the process. The 
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CHAPTER 1: INTRODUCTION 

intimate relation between optimal stopping and free-boundary problems was explored in the 

60's by Mikhalevich [91 and a host of other authors. Of particular importance is the work of 

McKean [101 who found the price of the American call option, a well known problem from 

mathematical finance, as the solution to the optimal stopping problem ( 1.1.1) with 

G(x) = (x - K)+ ý--"max(x - K, 0), 

for geometric Brownian motion, which he then formulated as a free-boundary problem. 

Apart from the vast theoretical progress achieved over the past fifty years (see Peskir and 
Shiryaev (11] for an excellent overview), optimal stopping has found numerous applications in 

economics, operational research and mathematical finance. The huge success of mathematical 
finance, attracted further attention to optimal stopping as an invaluable tool for pricing financial 

options. 

Despite the progress made explicit expressions for the value function and the optimal stopping 
time are rarely available. The finite-horizon case corresponds to free-boundary problems, which 
in general do not admit explicit solutions. However, in the infinite-horizon case, particular cases 
have been successfully treated in the literature. Darling et al. [21 solved ( 1.1.1), in the context of 

random walks, for the reward functions G(x) = x+, and G(x) = (eý - 1)+, and obtained closed 
formulas for the value function and optimal stopping time. The authors proposed candidates for 

V and r, in terms of the extrema of the random walk, and then used a supermartingale verifica- 
tion lemma (Lemma 2.2.1) to prove that the candidates are indeed optimal. The same approach 

was more recently used by Mordecki [12] to solve the case G(x) = (K - ex)+, corresponding 
to the perpetual American put option, while for the case G(x) = (x+)v, with v>0, explicit 
solutions were given in Novikov and Shiryaev [13,14] and Kyprianou and Surya (151 for random 

walks and Uvy processes. 

In all of the above, candidates are proposed in terms of the extrema of the process, and are then 

shown to be optimal using a supermartingale lemma, and a decomposition of the paths of the 
process related to the Wiener-Hopf factorization. These similarities suggest that general reward 
functions can be treated using the same techniques. However no method was given for finding 
the candidates, and the particular choices were not justified, making generalizations impossible. 

In a different direction Boyarchenko and Levendorskii [16,171 proposed a representation of the 

reward function as a transformation 

00 1: on E G(x) =, WX + SnA 
n-0 

of some auxiliary function 9, which we shall call the payoff function. This representation was 
introduced and developed in a series of papers by Boyarchenko and Levendorskii [ 1,16,17,18] in 
the context of random walks and Uvy processes, where the authors develop a systematic method 
for choosing candidates for the optimal stopping time and the value function, for any reward 
function that satisfies ( 1.1.2). In sharp contrast to [2,12-15], Boyarchenko and Levendorskii [ 16] 
used the Markovian approach to prove optimality by showing that the proposed value function 

3 



CHAPTER 1: INTRODUCTION 

solves the boundary value problem associated with (I -I- 1), using an analytical version of the 
Wiener-Hopf factorization for pseudo-differential operators. In this way the authors solved the 

optimal stopping problem (1.1.1) for a fairly wide class of reward functions. In the discrete 

case, they considered random walks whose increments admit a density and obtained an explicit 
solution for the optimal stopping problem in the class of hitting times of semi-infinite intervals. 
Recall that a hitting time of a set is the first time the process enters the set. Global optimality 
in the class of all stopping times was obtained for monotone payoffs, under some regularity 
conditions on the density of the increments. In the continuous case, they obtained an explicit 
solution, once again in the class of hitting-times of semi-infinite intervals, with global optimality 
in the class of all stopping times established for monotone payoffs. The approach is analytical 
in flavour, and requires a lengthy proof and fairly strong assumptions. 
Our approach is a combination of the two approaches described above and is based on two key 
features, the Wiener-Hopf factorization (WHf) and the representation of the reward function 

adapted from Boyarchenko and Levendorskii [161. 

The term "Wiener-Hopf factorization" refers to a collection of results concerning the Laplace 
transform of the characteristic function of a random walk, and is the culmination of a number 
of works which include Spitzer [19,201, Feller [211, Greenwood and Pitman [221, while the rela- 
tion with L6vy processes was developed in Pecherski and Rogozin [231, Greenwood and Pitman 
[241(see also Bingham [251 for an overview). 

The roots of the WHf can be traced back in time to analytical work by Paley and Wiener [261 

and Hopf [2TI on the solutions of the integral equation 

00 
Q(x) = 

10 Q(y)f (x - y) dy, x>0, (1.1.3) 

where f is a given kernel. The complex analytic techniques used to analyze (I. I.: i) include the 
factorization of Fourier transforms and other operators, which in our setting is interpreted as a 
factorization of the characteristic function. In the context of random walks and L6vy processes, 
the probabilistic interpretation of this factorization, is a decomposition of the path in terms of 
two independent parts. 

The formulation we shall use is closely related with this decomposition, and was introduced in 
Greenwood and Pitman [221 in terms of an independent geometric time. This geometric time 
fits in very nicely with the representation (I-1.2) which can also be written as 

00 1 
G(x) =E P" E [g(x + S�)] = 1-16 

Eg(X + ST)q (1.1.4) 
nmo 

where T is a geometric random time with parameter #, independent of the process. The path 
of the random walk up to this geometric time is decomposed in terms of two independent 

parts, equal in distribution to the infimum and supremum respectively. This decomposition is 
fundamental and rooted in key properties of random walks, namely stationary and independent 
increments, and the memoryless property of the geometric distribution. 

4 



CHAPTER 1: INTRODUCTION 

To be more precise, let IS,, I,,, r=z+ be the random walk defined in (I. n. 1), 0 the discount factor, 

and assume T= To (geometric time) has distribution P(T >, k) = Ok for all k >, 0. We denote 

the extrema of the path stopped at the geometric time T by 

inf S,, and M =- Mo = sup Sn. 
0-<n_<T 0, <n<, T 

The key fact of the Wiener-Hopf factorization that we shall use is that ST -M is independent 

of M and equal in distribution to I, 

ST_M 
_L 

M, ST _M 
D I. 

In terms of characteristic functions this is written as 

IE [e'tsT1 = IE 
[e"(ST-M) ] IE [e"m] =E [e", ] IE [e"M]. 

The Wiener-Hopf decomposition provides us with an invaluable tool for verifying optimality of 
given candidates for the value function and the stopping time. However, the major shortcoming of 
this method is that it does not provide us with a consistent method for choosing these candidates. 
This brings us to the second key feature of our approach, which is the representation (I -1 2) of the 

reward function introduced in Boyarchenko and Levendorskii [16]. This representation provides 
us with explicit expressions for the candidate value function and stopping time. In addition, the 
fact that the candidates are given in terms of the extrema up to the geometric time T, makes 
the Wiener-Hopf decomposition a natural choice, and thus creates an important link between 
the two approaches. 
Overall our methodology brings together the probabilistic approach developed in [2,12-151 and 
the analytical approach in 1161. We use the representation (1.1. 

-1) to obtain the candidates for 

the optimal stopping time and value function in terms of the payoff function g, and the extrema, 
of the random walk. Then rather than using boundary value problem techniques, we employ 
the verification lemma used in Darling et al. [21, and the Wiener-Hopf path decomposition 

of the random walk to prove that indeed the candidates are optimal. Global optimality, as 
opposed to optimality in the class of hitting times, of the proposed stopping time is shown for 

general random walks thus improving upon Boyarchenko and Levendorskii [16]. On the other 
hand, the representation ( 1.1.2) allows us to treat a fairly general class of reward functions, and 
gives a precise method for choosing the candidates, thus avoiding the major shortcoming of the 

probabilistic approach proposed in Darling et &1. [2], Novikov and Shiryaev [13], Kyprianou and 
Surya [15). 

We first solve (I. I- 1) in the setting of random walks since they are simpler than continuous 
time processes while still allowing for rich behaviour. On the other hand random walks share 
a key property with Brownian motion and L6vy processes, namely stationary and independent 
increments. From our analysis, it turns out that this property is essential for obtaining closed 
formulas, allowing us to extend our results to continuous time and Uvy processes. Finally 
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CHAPTER 1: INTRODUCTION 

several examples are given to demonstrate the flexibility of our method. Various classes of reward 
functions are treated, including linear, exponential and power functions, and some perturbations. 
In a more applied direction, we also obtain the price of a Canadian option, a generalization of 
perpetual American options, which features in a numerical scheme for approximating American 
options(finite-horizon) introduced by Carr [28]. Our solution is for a general random walk 
and can be extended to L6vy processes with jumps of both signs, improving upon the existing 
literature where spectrally one-sided L6vy processes were treated (see for example [291). 

The results presented in this chapter are joint work with H. Le and S. Utev and have been 
published at the Journal of Applied Probability [301. 

1.2 Asymptotics for self-intersections of random walks 

The second object treated in this thesis is the asymptotic variance of the self-intersection local 
time of random walks on the integer lattice Zd' for d=1,2. Given a random walk IS,, I,,, >o in 
the integer lattice Zd' the self-intersection local time V,, counts the number of times the paths 
of the random walk intersect themselves, 

n 
Vn =E lisi=sj) = 

EN, 2, (x), 

i, j=O x 

where N,, (x) = E'j=0 is the local time at point xE Zd up to time n. 
The self-intersection characteristic V. features prominently in the study of the self-avoiding walk 
(SAW), a path that never visits the same site more than once. The SAW originated in statistical 
physics and the theory of critical phenomena and it is the simplest model for linear polymer 
molecules; these are long chains of smaller molecules called monomers, which tend to spread out 
as much as possible demonstrating the excluded-volume effect. Despite their simple definition, 
SAWs have raised many interesting questions (see Lawler [311 for an excellent account) which are 
notoriously difficult to solve. The reason for this difficulty is the fact that the SAW cannot be 
defined as a stochastic process in terms of transition probabilities, and thus it cannot be treated 
by standard Markovian techniques. 

A natural way to avoid this problem is by looking instead at a simple random walk whose paths 
have been reweighed according to the number of intersections V,,. The resulting model is known 
as a weaklyself-avoiding walk (WSAW) or the Domb-Joyce model. The most common polymer 
measare used to suppress self-intersections is defined in terms of the characteristic V,, 

dQ,, 
= Ceývn, dQ 

where Q is the random walk measure which assigns every path equal probability and c, is a 
normalizing constant. The temperature constant C controls the self-avoiding effect; negative 
values result in self-avoiding walks by imposing a penalty on paths with high values of V, while 
positive values produce a self-attracting effect. For an overview of such models see [321. A 
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CHAPTER 1: INTRODUCTION 

different approach was recently given in Wrters and Sidorova [33] where rather than using a 

change of measure, the self-intersection characteristic was conditioned to stay relatively small, 

and the distribution of the resulting paths was studied through the asymptotics of V,,. 

Apart from SAW's, the asymptotics of V,, are also essential in the study of random walk in 

random scenery(RWRS). RWRS is defined as the partial sums of a collection of iid variables 
sampled by a random walk, and was first introduced in Kesten and Spitzer [5]. To be more 

precise, if S,, is a random walk in Zd and IG}XEZd an independent collection of iid real random 

variables (random scenery), then by RWRS we shall mean the process 

n 

Zo=O, Zn=y: ý(Sj), n>, l. 
i=l 

The connection between RWRS and local times becomes apparent through the expression 

n 
Zn ý(Sj) Nn(x)ý(x), 

x 

To illustrate the relation with the self-intersection characteristic V, we now give a simple example 
taken from Kesten and Spitzer [5]. 

Example 1.2.1. Assume S,, is a one-dimensional simple random walk, and let the random 
scenery take the values ±1, each with probability 1/2. Then we have 

Var(Z�) = IE(E e(x)N. (x»2 

zez 
2(X) 

=2 E 1: Nn' EE 
(2: 

l(SA: 
=x) 

) 

zEZ zEZ k=O 

nnnn 

=EEEElls, =sj=, l =EEElts, =sjl =EVn. 
zEZk-Oj=0 k=Oj=o 

It should by now be obvious that the statistical behaviour of V,, features in many calculations 
concerning the limiting distribution of RWRS. Asymptotic results for the mean and variance of 
V,, have been used to prove functional limit theorems for Z,, in the literature (see [3,5,34,351). In 
fact we shall make use of such results in Chapter 4 to prove that, when appropriately normalized, 
A, satisfies a functional central limit theorem, a result conjectured by Kesten and Spitzer [51. 

In this thesis we shall be primarily concerned with Var(V,, ), for which we shall obtain an exact 
asymptotic for one and two-dimensional random walks. The relation with RWRS will be explored 
further in the last chapter, where we shall prove a functional central limit theorem for one- 
dimensional RYM making heavy use of the results presented in this chapter. 
The origins of the study of the path structure of random walks can be traced back to P61ya, 
t36) who proved the remarkable fact that a simple random walk is recurrent in dimensions one 
and two, and transient in higher dimensions. The topic truly flourished during the 50's and 60's 
attracting much attention from the mathematical community. It is worth noting the significant 
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CHAPTER 1: INTRODUCTION 

contributions of P. Erd6s, who published a series of papers on the simple random walk and its 

path structure (see for example Dvoretzky and Erdos [371, Erd6s and Taylor [38,39], Erd6s and 
R6v6sz [40]). Despite the vast research conducted, the topic is by no means saturated still hosting 

a number of open questions. One such case, the Erdbs-Taylor conjecture which states that the 
largest local time is of the order of log(n)', was formulated in 1960 (Erd6s and Taylor [381) but 

was not proved until recently by Dembo et al. [411 using techniques from fractal measures. 

The study of the structure of random walk paths brings together techniques from both analysis 
and probability and allows a delicate interplay between the theory of Markov processes, harmonic 

analysis, ergodic and potential theory. It is one of the most elegant topics in the theory of random 
walks featuring a number of beautiful results and a vast literature, which would be impossible 
to list in its entirety. Thus, for the remaining of this section, we shall restrict our attention to 
those results which are most relevant to self-intersections and local time asymptotics. 
In 1979, in a paper which introduced random walk in random scenery, Kesten and Spitzer [51 

considered the one-dimensional random walk with increments Xi 

EXi = 0, P[n-'/"S� < x] -+ 

attracted to the stable distribution F,, with parameter 1<a<2, and obtained asymptotics of 
the form 

EV, =j: EN, 2, (x)-Cn2-ý, 
ZEEZ 

Their proofs were based on a class of results known as local limit theorems which describe the 
asymptotic behaviour of the probability of return to the origin. For a random walk in the domain 
of attraction of a-stable law (1 <a<, 2), Stone 1421 showed that 

P[S� = 01 - Cn-'-", n -+ oo, 

while for mean zero random walk with second moments Spitzer [431 showed that 

P[S,, =O]-C(27rn)-4, n-+oo. 

Local limit theorems for simple random walks were given in Lawler [31, Section 1.2], where they 
were then used (see Lawler [31, Chapter 6j) to obtain asymptotic bounds on V,, in the context 
of the Edwards model and self-avoiding walks 

, Cni, 
E-Vn -4 On log n, d=2 

, 
Cn, d>3, 

while for d=2 we have Var(Vn) = O(n 2) 
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CHAPTER 1: INTRODUCTION 

Using a similar approach, Bass et al. [441 proved that for two-dimensional random walk with 
finite variance we have 

EV,, = Cn log n+ o(n log n), 

while under slightly stronger moment conditions the error term was shown to be of the order 
O(n). These estimates were then used to obtain a law of the iterated logarithm, and a large 
deviations principle for the self-intersection local time Vn. Using a significantly different method- 
ology, Chen [45] and Chen and Rosen [461 proved results of a similar nature. The self-intersection 
local times of random walks were approximated by those of Brownian motion through the use 
of the invariance principle, and the asymptotics were then derived from equivalent results for 

continuous-time processes. More recently, M6rters and Sidorova [331 gave large and moderate 
deviation results for the slightly more general p4old intersection local times 

A,, (p) NP, 
x 

and introduced a new class of weakly self-avoiding walks, resulting from simple random walk 
with A,, (p) conditioned to stay small. 

While local limit theorems have been very successful in proving bounds for the statistics of 
V,,, these usually require strong moment conditions to provide good convergence estimates. 
Bolthausen [31, used a completely different approach, based on Karamata's Tauberian theory, 
which avoids the use of local limit theorems. More specifically Bolthausen [3] considered the 
power series 

00 
o(Ä) =E Var(Vi), \4, Xe (0,1), 

i=O 

and its asymptotic behaviour as A -+ 1-. The author then used Karamata's Tauberian theo- 
rem for power series Q21, Theorem XIII 5.51) in order to deduce the asymptotic behaviour of 
E'j-0 Var(Vj), and Var(V,, ), as n -+ oo, and proved that the centered random walk in Z2 with 
finite variance satisfies 

EVn-Cnlogn, Var(V,, )=O(n 2 log n), 

for some constant C. This approach was recently extended ternk [4] to treat the asymptotics 
of the variance of A,, (p), obtaining the result of [31 as a special case. The improved bound 
Var(V,, ) = 0(n2) is shown under the additional condition that the random walk distribution is 
symmetrized. 
Our methodology is based on and extends that of Bolthausen [3] in that we also consider the 
power series 

g(A) = EA'Var(Vj), 00 

i=O 
avoiding the use of loco limit theorems. From that point on though, our approach deviates 
significantly from that of Bolthausen [3]. In particular rather than appealing to Karamata's 
Tauberian theorem, we will state and prove a much different complex Tauberian result, which 
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CHAPTER 1: INTRODUCTION 

considers the behaviour of the power series on the open unit disc, rather than on (0,11. Related 

results (see Flajolet and Odlyzko [47, Theorem 4]) have been previously used in the context 
of combinatorial analysis, and are closely related with Darboux's lemma (see Knuth and Wilf 
[481), which deduces the asymptotics of the Taylor coefficients of an analytic function from its 

asymptotic expansion around its singularity nearest to the origin. The reason for this detour 
is one of the basic assumptions of Karamata's Tauberian theorem, namely the monotonicity of 
the underlying sequence. Specifically, the Tauberian theorem can deduce the asymptotics of 
the sequence an from it's z-transform E00 an, \n i=O , but only if an is a monotone sequence. In 

the general case the underlying sequences that come up in the study of Var(V,, ) are essentially 
non-monotone, thus prohibiting the use of classical Tauberian results. 
Bolthausen [3] avoided this technical difficulty by bounding the variance above by a monotone 
sequence. While this allowed him to invoke the Tauberian theorem, the best bound possible 
for Var(Vn) is of the order of n' log n. On the other hand ternk [41 did not consider an upper 
bound, but instead attempted to obtain an exact asymptotic, overlooking the monotonicity 
condition. The result is true for symmetrized distributions, a condition which guarantees the 
monotonicity of the underlying sequence. Even though for the general case the best bound 

available is 0(n' log n), the 0(n2) bound given in Lawler [311 for simple random walk, suggests 
that a tighter bound should be available. As we shall see in Chapter 3 this is indeed the case. 
In terms of methodology, the main contribution of Chapter 3 is the application of the complex 
Tauberian Lemma3.1.2. At the extra cost of having to bound certain integrals involving char- 
acteristic functions, our approach improves upon existing techniques in two aspects. First we 
completely avoid the monotonicity assumption, which allows us to treat situations inaccessible to 
the classical Tauberian theory. Second, our complex Tauberian approach keeps track of smaller 
order terms, which turn out to be of vital importance for obtaining the correct asymptotic for 
the variance of Vn. By repeated use of an expansion of the characteristic function we derive 
an asymptotic expansion for Var(Vn), and we use Lemma 3.1.2 in order to control the lower 
order terms. From the resulting expression the exact asymptotic is immediately available. It is 
very important to stress that our approach is flexible and with only slight modifications can be 

applied to a range of similar situations, such as for example local limit and renewal theorems 
(see Deligiannidis and Utev 149]). 

In terms of results, the main contribution of Chapter 3 is the exact asymptotic for the variance 
of V, for one and two dimensional random walks. In two dimensions, our assumptions coincide 
with those of Bolthausen [31, Nrnk [41. The proof in Bolthausen 131 is completed, and extended 
by showing that Var(Vn) , Cn2, and thus that 0(n2) is the best possible bound. The exact 
constant is also calculated. For the one-dimensional case, we obtain the same result for random 
walks in the domain of attraction of the symmetric Cauchy distribution, which corresponds to the 
a-stable low with a=1. This case has not been treated before, and the resulting asymptotics 
are applied in Chapter 4 to prove a functional central limit for one-dimensional MRS, thus 
proving a conjecture by Kesten and Spitzer [5]. 

The results of this chapter are joint work with S. Utev and have been prepared as a preprint 
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Q50]). They will soon be submitted for publication. 

1.3 A central limit theorem for random walk in random 

scenery 

The last result presented in this thesis is a central limit theorem for one-dimensional random 

walk in random scenery (RWRS). Let {S,, },, >. o be a random walk in Zd and Jý., J., ezi a collection 
of iid real random variables, independent of S,,, which we shall call the random scenery. Then 
by RWRS we shall mean the process 

zo = 01 
i=l 

ie the partial sums of the random scenery indexed by the random walk. 

The idea of random variables sampled by a random walk is certainly not new. Spitzer [43] first 

proved that for arbitrary transient random walk, n- 1/2Z n is asymptotically normal. However, 

the term RWRS didn't appear until 1979 in Kesten and Spitzer [51, where a more general one- 
dimensional random walk was treated. Kesten and Spitzer [51 proved that the scaled process 
n- 116 Z[,, t) satisfies a functional limit theorem, where the resulting limits were then used to obtain 
a new class of self-similar processes. The two-dimensional case was treated by Bolthausen [31 

obtaining a Gaussian limit. 

The dependence of the sampled scenery introduced by the random walk, implies that RWRS can 
be considered as part of the limit theory of dependent variables. In the transient case the effect 

1/2 of resampling is not significant, and hence the normalization for the central limit theorem, n, 
is the same as in the independent case (see Spitzer [43, p. 521). In the recurrent case however, the 
resampling effect kicks in, requiring normalization of the order of -, /n-To-gn. In the direction of 
dependent variables, Guillotin-Plantard and Prieur [35,511 treated a more general situation by 
dropping the assumption of independence from the random scenery; weakly dependent sceneries 
were treated for both transient and recurrent random walks. Finally it is worth noting that 
RWP. S is also closely related with random ergodic theorems which deal with ergodic averages of 
measure preserving flows sampled by random walks (see Lacey et al. [521). 

Since 1979 and the introduction of RWRS by Kesten and Spitzer [5] several limit theorems have 

appeared in the literature, usually dealing with the weak convergence of c(n)Z[,, tl, where c(n) is 
some normalizing sequence. 
Kesten and Spitzer [5] considered the one-dimensional case where Xi belongs to the domain of 
attraction of a stable distribution F. with parameter 1<a<, 2, 

EXi = 0, P[n-'/'S� < x] --> 

11 
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and ý belongs to the domain of attraction of a stable distribution Gq with parameter 0<8<, 2, 

n 

F. «x) = 0, P[n-1/ß Ee(k) <, x] -+ Gß(x). 
k=l 

The authors proved that the process n-8Znt, where J=1- 1/a + 1/(aO), converges weakly in 

C[O, oc), the space of continuous functions, to the non-Gaussian limit 

00 00 
ät = 

10 
Lt (x) dZ+ (x) + 

10 
Lt (x) dZ- (x), 

where I Z+ (t); t >, 0} and I Z_ (t); t> 01 are two right-continuous stable processes of index 0, 

and Lt(x) is the local time at x of a right-continuous stable process of index a, independent of 
Z± - 
The simpler case with 0<a<1, corresponds to transient random walks and was treated in 

Spitzer 143], for the random scenery ý(x) taking the values ±1 with equal probability. The more 
general case where 0 is arbitrary is shortly discussed in Kesten and Spitzer [51 and shown to 

converge, when appropriately scaled, to a stable process of index 0. 

The two dimensional random walk with finite non-singular covariance matrix E, and centered 
2 

random scenery with finite positive variance a, was treated in Bolthausen [31 where it was 

shown that 
114 Yn(t) = V17rjEj Zint) la Výn log n 

converges weakly in D[O, oo), the space of right-continuous functions, to standard Brownian 

motion. 

More recently, Guillotin-Plantard and Prieur [35,51] treated the case where the random scenery 
is assumed to be a family of weakly dependent random variables. When the sampling process 
is a transient one-dimensional random walk the limiting process was Gaussian, while when the 

random walk was recurrent the limiting process had a similar form to the one found in [51, 

00 00 10 
Lt (x) dZ+ (x) + 

10 
Lt (x) dZ- (x) 

where in this case IZ+(t); t >, 0} and JZ- (t); t> 01 are independent Brownian motions, while 
Lt is the local time of yet another independent Brownian motion. 
In Chapter 4 we shall treat one-dimensional random walk in random scenery. In particular we 
shall assume that the random walk has characteristic function satisfying the expansion 

f(t) = ]Ee'txl =1- yltl + o(ltl), 

2 as t -+ oo, while the random scenery is independent with mean zero and finite variance a. Our 

conditions on the random walk imply that the random walk is recurrent and its increments lie 
in the domain of attraction of the symmetric Cauchy law, a=1. Even though this case has not 
been treated in the literature, it was conjectured by Kesten and Spitzer [51 that the normalized 

12 
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sums should converge weakly to standard Brownian motion. We show that indeed the laws of 

Y,, (t) = V'7-r-yZInt] /a ý, 
/2n log n, tG [0,11, 

converge weakly to the Wiener measure in D[O, 11, thus proving the Kesten-Spitzer conjecture, 

which has remained open since 1979. 

In proving weak convergence we shall repeatedly use the results of Chapter 3 on the variance 

of the self-intersections characteristic V,,. It is important to note that the asymptotic bound of 

order n2' proved in Chapter 3, is essential for the central limit theorem to hold for almost every 

path of the random walk, in the following sense- if A= a(Sk :kE Z) encodes the full history of 

the random walk then 

nx 
P(E ý(Sj)/cVIrn--I-og n< xIA) 

00 
e`2 /2, P-almost surely. 

i=1 

In other words for almost every realization of the random walk Wý (W1 i W2 the partial sums 

of the sampled scenery 
n C 

V1_nFo_gn 

satisfy a central limit theorem. 

This is in sharp contrast to the results in Bolthausen [3] where the best bound proved was of the 

order of n2 log n. The weaker bound implies that the limit Vn/EVn --+ 1, used in the convergence 
of the finite dimensional distributions, holds only in probability. Our improved bounds allow 
us to show almost sure convergence, which in turn means that the central limit theorem can 
be applied for almost every path of the random walk. It is also worth noting, that the bound 

n2 claimed in Bolthausen 13) was subsequently used in Cabus and Guillotin-Plantard [34]. Our 

results of Chapter 3 and their application in Chapter 4, indeed complete the proofs in (3, : 341 
thus finally settling a long-standing misunderstanding. 

The results of this chapter are based on earlier work with S. Utev and have been presented at 
the 33rd Conference on Stochastic Processes and Their Applications, held in Berlin in July 2009, 

and at the Conference in Memory of Walter Philipp held in Graz in June 2009. They can also 
be found in Deligiannidis and Utev 1501. 
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CHAPTER 2 

Optimal stopping 

2.1 Introduction 

Let ISt}tE: r be a process with stationary independent increments, where the time parameter is 

either discrete, tGI= Z+ = 10,1,2.... 1, or continuous tGI= R+. 

For a given reward function G and discount factor e-r, r >, 0, we consider the problem of 
finding a pair (V*,, r*) such that -r* ET and 

V*(x)=V(x, r*)=E[, 3T'G+(x+S,. ) =supE[, 3'G+(x+S, )], (2.1.1) 1 

'rET 

where G+ (x) = maxf G(x), 01 and T is the set of all F-stopping times. In the discrete case we 
define F=f. Fnjn, >o to be the natural filtration of the random walk, while in the continuous 
case F= I-FtItER+ is the augmented natural filtration of f StItER+that is right-continuous and 
contains all ? -null sets (see Rogers and Williams [531). Recall that a filtration is right-continuous 
if for all t >, 0 we have Yt = Ft+, where 

n Tt+h- 

h>o 

We shall refer to the function V*(x) as the value function of the optimal stopping problem 
(2.1.1). 

We combine the two approaches described in section 1.1 to give an explicit solution, in terms 

of the extrema of the process, to (2.1 A) for payoff functions which admit the representation 
(2-2.1)(or (2.2.11 ) in the continuous case), proving global optimality in the class of all Stopping 

times. This indeed contains all examples treated in the literature as special cases. In section'-) .2 
we present the main results for random walks. We also give explicit solutions in the continuous 

time case for IAvy processes, the continuous time analogue of random walks. The proof is very 

similar and is based on the key properties of stationary and independent increments. We also 

consider the case when the representation (2.2.11) holds only on the half-line. Examples are 

then provided in section -).: 
i which cover cases from the literature and some perturbations which 

14 



CHAPTER 2: OPTIMAL STOPPING 

demonstrate the flexibility of our approach. 

2.2 Main results 

In this section we give an explicit solution to (2,1.1) for the general class of reward functions 

which admit the representation (2.2.11) introduced in [1,17], and we prove that the optimal 

stopping time is the hitting time of a semi-infinite interval. We propose a candidate function 

and a stopping time following closely the approach of [1,171. However rather than considering 
the boundary value problem of (2-1 

- 1), we prove optimality using Lemma 2,21 - 1, thus combining 
the two approaches mentioned in the introduction. The dependence of the proposed candidate 
function on the extrema of the process up to an independent geometric time allows us to use 

results from the Wiener-Hopf factorization of random walks and L6vy processes (c. f. [22,24)). 

Using this approach, we rederive the solution to the optimal stopping problem obtained in 

[1,171, independently, with a new and significantly simpler proof. We also manage to weaken 
the assumptions as we do not require monotonicity of the payoff function in order to show global 

optimality of the stopping time. The results of [2,13-15,541 are then shown to be particular 

cases. 

First we treat the problem in discrete time in subsection 2.2.1, and then the continuous time 

case in subsection 2.2-2. 

2.2.1 Optimal stopping in discrete time 

Consider the random walk So = 0, and Sn Enk=l Xk, for n>1. Let F=I. Fnln, >O be the 

natural filtration of the random walk, ie F,, a(Sk, k <, n), We shall in the following assume 
that the discount factor satisfies 0= e-' < 1, unless otherwise stated. 

The reward functions G that we are interested in are those that have the representation 

C(X) =E ßn ]E [g(x + Sn» 

n=O 

for some payoff function g. 

(2.2.1) 

Our result is closely linked with a geometric random time T= T6 which is independent of the 
random walk {SnlnEz+ and whose distribution is given by P(T > k) = Ok for kE Z+. Note 
that, in terms of T, we can rewrite G in (2.2.1 ) as 

E lg(x + ST)]. 

Let further the random variables I and M be defined as follows 

I =- Io = inf S, and M =- M, 6 = sup S, 
Oign4T O! rtn<, T 
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the infimum and supremum of the process up to the geometric time T. We emphasize the 
dependence on, 8 of the objects introduced above when it is convenient. 

We state the main result for the discrete time case in Theorem 2.2.2 and we deal with two distinct 

cases. In the first case we assume that there is an x* such that for all x< x*, E [g(x + M)] >0 

and non-increasing, while for x> x*, E [g(x + M)] < 0, where M -= SuPn, <T S". Note that 
this condition is automatic for any decreasing g which crosses zero once. The second class we 

consider is defined similarly and contains increasing payoffs which cross zero once. We prove 
the result using probabilistic arguments and most importantly the Wiener-Hopf factorization of 

random walks. 

Wiener-Hopf factorization for random walks. Greenwood and Pitman [22] have shown 
that ST -M is independent of M and equal in distribution to I (see also [551). Thus in particular, 

E [eST] =E [eST-M] ]E [eM] 

=E[e, ]E[em], implyingthat (2.2.2) 
ST ý-! 

where 1 is a copy of I independent of the random walk and of T. Note that by considering the 
reflected random walk 

OnInEZ+ 
-, "ý I-SnInEZ+i we also have that ST 

-I is independent of I 

and equal in distribution to M. 

The starting point of the proof of our main result is the following lemma obtained in [2]. 

Lemma 2.2.1. Define the random walk So = 0, Sn = X, +---+ Xn, when X, X1, X2.... are iid 
random variables. Let r and f be nonnegative functions and, 6 a constant satisfying 0 <, )3 <, 1. 
If for all x 

f (x) >, r(x) and f (x) >, E [of (x + X)j , 

then 
(x) >, E [ß'r(x + S, )] 

for all x and stopping times 7-. 

In other words in the context of the optimal stopping problem (2.1 
- I), for a given reward function 

G and a discount factor 8E [0,1], if f >, 0 satisfies the conditions of Lemma 2.2.1, then f is an 
upper bound for the value function of the problem, le 

v* (x) = sup E [5'G' (X + S, )] . TET 

When the reward function G has -the representation (2-2.1) for some decreasing payoff function 
g, Boyarchenko and Levendorskii [171 propose the following expression for the value function of 
(2.1.1) 

(1 - 0)-'E [1(. +i<.. lg(x + ST)l 
, (2-2.3) 
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where x* is such that for all x< x*, we have that E[g(x + I)j < 0, while for all x> x*, 
E[g(x + I)] >, 0. 

In the next section we intend to use Lemma 2.2.1 and the results of [22] on the Wiener-Hopf 

factorization of random walks, to prove that (2.2.3) is indeed the value function of (21 
- I. I). 

The 

conditions we impose on the payoff function g and the random walk, are the weakest possible 
for our method, and weaker than those required in [17]. 

Theorem 2.2.2. Assume that the function G(x) can be written in the form (2.2.1) for some 
function g. 

(i) If there is an x* > -oo such that 

E [g(x + M)] is positive and non-inereasing, Vx < x*; (2.2.4) 
E [g(x + M)] < 0, Vx > x*, 

then the solution to (2.1 -1) is given by the stopping time 

, r* = inf{n >, 0: x+S, <, x*I (2.2.5) 

and can be presented as 

v* (x) =1F, [1{. +�<.. lg(x + ST)]. 
1-ß 

(ii) If there is an x* < oo such that 

E [g(x + I)] <, 0, Vx < X*; (2.2.6) 
E [g(x + I)] is positive and non-decreasing, Vx > X*' 

then the solution to (2. L I) is given by the stopping time -T* = inf In >, 0: x+ Sn >, x* 
and can be presented as 

1-ý ý,:. )g(x ST)]. 

Proof. (i) Writing 
W(x) = (I - 0)-'E [11, +14,,. Ig(x + ST)], 

we would like to show that W(x) = V*(X). We proceed by first showing that W(x) >, V*(x). 
To do this we apply Lemma 2.2.1 and thus we need to show that its conditions are satisfied for 
the particular choices r= W' and f=W. 

By writing ft for a copy of M which is independent of the random walk and of the geometric 
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time T, we have 

W(X) 1E [1{.., 
7+, _<x. lg(x + ST)] 

1-0 

T IE [1(., +, <X. lg(x + (ST - I) + 1)] (2.2.7) 

E [Ifx+i< 
X. jg(x + 1ý1 + Id 

since from (2.2.2) we know that ST -I is independent of I and equal in distribution to M. 
However, we have assumed that for all x> x*, E[g(x + M)] <, 0. Thus 

E[11. +I>.. )g(x +I+ k)II] <, 0, 

from which it follows that 

E [E llfx+j>,. 
}g(x +I+ k) 11 11 

Continuing from (2.2.7) and using the above inequality we have 

W(X) =1E 1{, +, -< X. }g(x ++ 

E [1{"+I< 
ý-}g(x ++ 

+E [1{X+I>X. 
lg(x +k+ I)] 

8E 
[g(x +I+ 

E [g(x + ST)l = G(x). 

The choice of x* also implies that W(x) >, 0 and so what we have actually shown is that 
W(X) > G+(X). 

To prove that W(x) satisfies the second condition of Lemma 2.2.1, write 

F(x) =- (x) E[g(x + Ü)]. 

We express W in terms of F 
W(X) =1E [F(x + I)]. 1-0 

Let J be an independent Bernoulli random variable with parameter 0. Mordecki [541 has shown 
that I -R -J(X + I)-, where x- is defined to be max(-x, 0) and X is an independent increment 
of the random walk. Thus 

E [F(x + I)] =E [F (x - J(X + I)-)] 

=E [Ilj=o)F (x - J(X + I)-)] 

+E [I{j=llF (x - J(X + I)-)] 

18 



CHAPTER 2: OPTIMAL STOPPING 

=E [llj. o}F(x)] +E [lf j=ij (x - (X + I)-)] 

P(J = 0)F(x) + P(J = 1) E [F (x - (X + I)-)] 

(1 - 0)F(x) + ý3E [F (x - (X + I)-)] 

ßE [F (x - (X + I)-)] 

>, OE [F(x +X+ I)], 

where the fifth equality holds since we have assumed that J is independent of I, X. The first 

inequality follows from the non-negativity of F, and the second from the facts that -x- <, x 
and that F is non-increasing. We have shown that W(x) >E [3 W(x + X)J. It now follows from 
Lemma 2.2.1 that, for all stopping times r, 

W(X) >, E [ß'G+ (X + S')], 

so that W(x) > V* (x). 

It remains to show that W (x) <, V* (x) and that the stopping time T* defined in (2.2 is indeed 

optimal. For these, it suffices to show that 

W(x) 9E 10'*0+ (X + S,. )] - 

If this holds then we have shown that the supremum in (2.1.1) is attained at T* which is thus 
optimal. 
Observe that x+I< x* if and only if the process has hit the interval (-oo, x*l before or 
at the time T. Since r* is by definition the hitting time of (-oo, x*], it must be true that 
I -r* <T I= f x+ I<, x*). Thus we have 

W(X) =11 OE 
llfx+14X*1.9(x +I+ k)] 

=11 
'a 

E g(x +I+ k)] 

(2.2.8) 

OE g(x + S, - + (I - S,. ) +, Iýf)j 

-E 
[E [1(T>-T*) 

9-+ (I - S'. ) + 0 
(x 

+ S, 

It is obvious from its definition that at the stopping time r*, the random walk attains a new 
minimum value, and it is the first time the process drops below x*. In other words S. >, S,., 
for all n 0, r*, and thus on the event IT., > r* 1, 

I- S1. = inf S. - sl- 04n, <T 

inf (S,, - S,. ) 0, <nrkT 

inf (Sn - Sr. ). 
, r*<, mýT 

By the strong Markov property and the above equality, the quantity I-S,. is independent of 
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. 
F, -, since it depends only on the sequence I S,, - S, -: n= r*, ..., 

T}. Also by the memoryless 

property of the geometric distribution conditional on F,., on the event IT >, T*J, the length 

T- r* of the path IS,, - S,. :n= Tj is independent of IT >, T*} and F,., and is 

geometrically distributed with parameter 0. These two facts together imply that in the last 

expression of (2.2., S) we can replace I-S, - by a copy of I, denoted by 1, which is independent 

of both the random walk lSn}nEz+ and k so that 

E [1{,,,. 
Ig(x+S,. +(I -S,. ) +k) I. F,. ] 

=E[I{T->r*lg(X+S7-*+f+k)I. F, 
r*]- 

(2.2.9) 

In this way we get 

W(X) =1E 
[E [1{, 

> . )g(x + s, - ++ 

IE [E[1{T->r*19(X 
+ Sr* + ýT)j-F7--1] 

= i- 
1ß E[F(T >, -r* J. F,. ) E[g(x + S,. + ýT) 17, - l] 

= IE [O'r*IE[g(x + S,. + ýT)IT,. 11 - 

Since I, M are independent of each other, of F,. and of T, their sum can be replaced by an 
independent copy of ST which we denote by ýT. Note that this is also independent of T and of 
X, r- - Further using the representation (2.2.1 ) we can now show that 

W(x) =E[, 3'*E[G(x + S,. )I. F,. ]] 
(2.2.10) 

=E[, O"G(x + S,. )] <, IE [07'*G+(. 
T + S,. -)] 

Since it has been established that for any stopping time r, W(x) <, E J, 3G+ (x + S, )], we have 

W(x) =E 
[J'* G'(x + S,. )] = sup E [ß'G+ (x + S, )] . 'rET 

(H) This can be reduced to case (i) by the transformation (x, S,, ) ý-+ (-x, - S. ) -0 

Remark 2.2.1. The last inequality in (2). 2.1 ()) is actually an equality. To see this, we only need 
to show that G(x + S,. ) > 0. It follows from the definition of r* that x+ Sr. <' x*. Thus, for 
1 ! 

-ý I and k --2- M, independent of each other and both also independent Of fStItER+i We haVe 
that x+S,. + 14 x*, and so it follows that 

E [9(X + Sl. +i+ Sf) 1 SI., il > 

implying that G(x + S,. ) >, 0. 

Remark 2.2.2. (a) The results of Theorem 2.2.2 hold even when W(x) is infinite. In that case, 
our proof establishes that the solution V*(x) of the optimal stopping problem must also be 
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infinite. 

(b) It is clear from the proof that the solution of (2.1.1) is the same as the solution of (2.1 
- 1) 

with G+(x) replaced by C(x). 

(c) If g is decreasing, then the monotonicity assumption on E [g(x + M)l in Theorem 2.2 ý21 
(i) 

is satisfied. Similarly, if g is increasing, then the monotonicity assumption on E [g(x + I)] in 

Theorem 2.2.2(ii) is satisfied. 

2.2.2 Optimal stopping in continuous time 

We now treat the continuous time case. We state and prove the main result for reward functions 
G of the form 

00 
G(x) = 

10 
e-rt E [9(x + St)] dt = r-1E [9(X + ST)j (2.2.11) 

where g is the payoff stream corresponding to G, and T an independent exponential time with 
parameter r>0. We conclude section 2.2 by proving that our results are still true even if the 

reward function G has the desired representation only on the set where G is positive, allowing 

us to treat power reward functions such as (X+)2, which do not have the representation on the 

whole of the real line. 

We consider a L6vy process lSt}tER+ starting from the origin, with its augmented natural 
filtration F=I. Ft)tER+) that is right-continuous and contains all P-null sets (see Rogers and 
Williams [531). We assume that the sample paths of ISt}tER+ are a. s. right-continuous with left 
limits. The discount factor is given by #= e-I with r>0. We also introduce an independent 

exponential random variable T=T,, with parameter r>0 and define 

inf St and M =- M, = sup St. 
09ýtlýT O<, t -< T 

Then, the results on the Wiener-Hopf factorization of Uvy processes given in [24] show that 

ST -M is independent of M and ST -M 
ý-! I. 

We consider only reward functions G, which have the representation 

00 
G(x) 

fo 
e-'t E [g(x + St)] dt (2.2.12) 

for some payoff function g. This representation was introduced by Boyarchenko and Levendorskii 
[1] and the optimal stopping problem was solved for monotone g. The method employed by the 
authors is analytical and the proof is very extensive. One shortcoming of the analytical approach 
is that if g, is non-monotone optimality is only obtained in the class of hitting times of semi- 
infinite intervals. 

We shall follow an approach similar to the discrete case scenario presented in Theorem 2.2.2. 
We use Wiener-Hopf factorization and e. continuous time analogue of Lemma '2. ". I to weaken 
the assumptions on g. As we shall see the optimal stopping problem can be solved even for 
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non-monotone g, as long as some weaker monotonicity condition is satisfied. 

In this section we present the main result for optimal stopping in continuous time. 

Theorem 2.2.3. Assume that the function G(x) has the representation (2.2.12), where 9 is 

continuous. 

(i) If there is x* > -oo such that 

E [g(x + M)] is positive and non-increasing, Vx < x*; (2.2.13) 
E [g(x + M)l <, 0, Vx > x*, 

then the solution of (2.1.1) is given by the optimal stopping time T* = inf It >, - 0 -. x+ St 

x*1 and can be unitten as 

r-'E [l 
{-, +j<ýý,. ý g(x + ST)] 

. 

(ii) If there is x* < oo such that 

E jg(x + I)l <' 0, Vx < X*; (2.2.14) 
E [g(x + I)] is positive and non-decreasing, Vx > X*' 

then the solution of (2.1.1) is given by the optimal stopping time r* = inf It >, 0: x+ St 

x*} and can be written as 

V*(x) = r-'E [1(. +m_>.. ) g(x + ST)]. 

Proof The proof is similar to that for the discrete case and so, in the following, we only outline 
that for case (i). 

Writing W(x) = r-IE g(x + ST)], we intend to show that 

(i) W(x) >, G+(x), and 

(ii) le-"W(St)}teR+ is a right-continuous supermartingale. 

By Doob's optional stopping theorem this will show that W(x) is an upper bound for the value 
function of the continuous time optimal stopping problem 

sup Eie-"G+ (x + St)1. 
TEI- 

(2.2.15) 

Finalbr we will show that the stopping time r* defined in the statement of Theorem 2.2.3 achieves 
a value At least as good as W(x) thus proving that r* is optimal. 

Using the result on the Wiener-Hopf factorization of L6vy processes, we can write 

W(x) r-lE [11. +, < + (ST - I) + I)] 
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where M is a copy of M independent of St and of I. By our assumptions on g and x*, on the 

event Ix +I> x* 1, we have that 

E[11. +I>. -}g(x +I+ Iýr) I I] < 

and thus 

W(x) >, r-lE 
llix+I<, 

X*19(X +, ýl + I)] 

+ r-lE 
ll{x+i>. 

-Ig(x ++ I)l 

r-lE 
[g(x +I+ k)] 

= r-'E [g(x + ST)l = G(x). 

Since by choice of x* one can show that W (x) >, 0, we actually have W (x) >, G+ (x). 

Next, we show that le-rtW(x + St)}tr 
, R+ is a right-continuous supermartingale. For this, we 

define 

F(x) = [g(x + M)J, 

and we write W(x) = r- 1E [F(x + 1)]. Continuing, it has been shown in [551 that if 1 is a 
copy of I, independent of the L6vy process and of T, then on the event IT > t}, I is equal in 
distribution to (St + 1) A It, where It = min S,, giving us the new expression 0<, S<, t 

W(x) = r-'E [F (x + minl(St + 1), Itj)]. 

By choice of x*, F(x) is non-negative and non-increasing, giving 

W(x) >, r-lE 
[lfT>t)F (x + minf(St + ! ), It})] 

> r-lE 
[1[T>t)F(x 

+ St + 

Since T is independent of the process and of 1 we have that 

E 
[1{T>t)F(x 

+ St + 1)1 = P(T > t)]E[F(x + St + i)] 

and since by definition of T, P(T > t) = e-t we have 

W(x) = r-'E [e-rtF(x + St + 1)] =E [e-rtW(x + St)]. 

By continuity ofig we have that f e`W(St)jtER+ is a right-continuous supermartingale. Because 

e-"W(St) >- 0 for all t >- 0, we can apply Doob's Optional Stopping Theorem (see Rogers and 
Williams [53]) without requiring uniform integrability in order to get 

W(x) >, E [e-" W(x + S, )] >E [e-"' G+ (x + S, )]. 
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The arbitrary nature of r implies that W (x) > V* (x) . 

Similar arguments to the discrete case show that Ix +I< x*j = IT >, r*j, and that on the 

event IT >,, r* }, ST - S, - is independent of F, - and equal in distribution to ST. Then, if ýT is 

a copy of ST independent of S, T and of T, -, it follows that 

W(x) = r-']E [E [lfT->, 
r*lg(X + (ST - S-r*) + Sr*) I. F, 

'* 

= r-l1E [E [11T, 
>r*}g(X + ýT + ST*) I. F7-* 

r -'IF [P(T, >-r*I. F,. )E[g(x+ýT+S, *)I. F,,. ]]- 

By definition of T we have that P(T >, r* I F,. ) = e-"r*, and by the Strong Markov property 
it can be deduced that 

IE [g(x 
+ §, + S,. ) IY,. ]=E [g(x 

+ §T + S, 
-. 

) I o, (S.,. ) ] 

= rG(x + S,. ). 

With the above in mind we find that 

W(x) =E 
[e-"* E[G(x + S,. ) J. F,. ]] 

=E 
[e-"* G(x + S,. )] 

<, E [e-"* G+ (x + S,. )] . 

Hence r* is indeed optimal and W(x) is the value function of the continuous time optimal 
stopping problem (2.2.15). 11 

Representation on the half-line. We note that the requirement of Theorem 2.2.2 (respec- 

tively Theorem 2.2-3) that G(x) has the representation (2.2.1 ) in the discrete time setting (re- 

spectively (2-2.12) in the continuous time setting) on the whole of the real line can be modified 
to allow for the representation to hold only on the set D= Ix : G(x) > 01, under the restriction 
that D is a semi-infinite interval. We make this precise in the following proposition. 

Proposition 2.2.4. Let D= Ix : G(x) > 01 and assume that on this set G has the representa- 
tion ('22.2.1) in the discrete time setting (respectively (2.2.12) in the continuous time setting) for 

some g. 

(i) If D has the form (-oo, h) for some h, and if them is an x* <h such that (2.2.4) (resp. 
(2 ý 2.13)) holds for all xED, then the result of Theorem 2.2.2 (1) (msp. Theorem 2.2 .3 (1)) 
is still valid. 

(H) If D has the form (h, oo) for some h, and if them is an x* >h such that (2.2 (resp. 
(2-2.14)) holds for all xED, then the result of Theorem 2.2.2 (H) (resp. Theorem 2.2 .: ) (h)) 
is still valid. 

Proof. We outline the proof for the first case in the discrete time setting. Most of the argument 
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in the proof for Theorem 2.2.2(i) follows, except that we need to show that, under the current 

assumptions, (a) it is still true that W(x) >, G+(x) and (b) the representation (2.2-1) holds 

at x+S, - For (a), the inequality W (x) > G+ (x) is true on Dc, the complement of D, since 
W(x) >0 G(x) for XE D'. When x lies in D, our assumptions imply that x+I> x* if and 

only if h>x+I> x* and so 

IE [1{. +i>.. }g(x + ST)] <, 

Thus, W (x) > (1 - 0) -1E [g (x + ST)l and the representation (2.2.1) leads to W (x) >, G+ (x) as 
in the proof for Theorem 2.2.2 (i). For (b), it follows from the definition of r* that x+S, - C- D, 
implying that the representation (2.2.1) holds at x+S,.. 0 

2.3 Examples and applications 

In this section, we apply our method to three classes of reward functions, specifically linear, 

exponential and power functions. We examine specific examples from each case as well as some 

perturbations which result in non-monotone payoff streams, thus demonstrating the weakening 

of the restrictions imposed by Boyarchenko and Levendorskii [1]. 

In this section, we demonstrate how the results described in section 2.2 can be applied to a 
wide class of functions, recalling that T, I and M are those defined at the beginning of subsec- 
tion 2.2.1 in the discrete time setting, and those defined at the beginning of subsection 2.2.2 in 
the continuous time setting. 

2.3.1 Linear reward functions 

As a first example, we treat the linear reward function G(x) =x in discrete time. We show that 
G(x) has the representation (2.2.1) and we derive the corresponding payoff stream. By applying 
Theorem 2.2.2 we obtain the explicit solution to the problem 

SUP E 
[Or(x 

+ ST)+1, 

T 

given in [2]. We then restrict ourselves to a symmetric random walk on the integers in order 
to consider the perturbed reward function C(x) =x+ (-1)"c, for some constant c. We show 
that G(x) has the required representation in terms of the payoff function g(x), and that the 
restrictions imposed by Theorem 2.2.2 allow us to consider cases where g is non-monotone. By 
restricting the Processes under consideration even further, we treat simple symmetric random 
walk and obtain a simple condition on g. More specifically we only require g to be monotone on 
the interval (-oo, x*), for some x*. On the rest of the real line we require g(x) + g(x + 1) to be 
monotone. In continuous time the case G(x) =x+c, + c2 cos(x) + c3 sin(x) is treated. We show 
in particular that the non-monotone payoff function g(x) =x+I+ sin(x) + cos(x) satisfies our 
assumptions for Brownian motion and spectrally positive Uvy processes. 
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(a) Let G(x) =x and recall that 0<1. Note that the case 0=1 has already been treated in 

[2]. Assume for now that E [XI = p. It is easy to see that, if we take g(x) = (1 - O)x - OIL, then 

G(x) = (1 - 0)-1 IZ[g(x + ST)l since 

-, O)-']F- [g(x + ST)l E, 3'E[9(X + S01 

n, >O 
E on p- 0)(x + nit) - op] 

n, >O 

+ii(1 - ß)Ený' - gl: ß' 
n >, 0 n>, 1 

=X+ (1 -, 3)mý3 
- j40 = X. (1 - ß)2 1-ß 

Clearly, g(x) is an increasing function of x. To find the optimal barrier, we solve the following 

equation for x* 
Ejg(x + I)] = (1 - O)x* + (1 - 0) E [I] - IL, 3 = 0. 

Since E[ST,, I= MO/ (1 - 0), by direct calculation, and E[ST,, I= E[Ij + E[M], by (2.2.2), we have 

E[Ij = 11400 - 
E[M]. 

Expressing E[I] in (2.3.1) in terms of E[M] shows that x* = E[M]. Then by Theorem 2.2.2(ii), 

the optimal stopping time is given by 

-r* = infln >0: x+ Sn >, E[MIJ. 

Denoting the indicator function 1(,, +M, >jzjmjj by I to simplify notation, the solution is given by 

(1 -, 8)V*(x) = E[I {(l -ß)(x+M+I) 

=E 
[I{(l 

-ß)(X+M)-Pßl+I(l-0) 
t, 

ß -IE[M]l] 

since I is independent of M and hence of 1. This gives 

(1 -ß)V*(x) =E[I(1 -ß) (x+ M -E[M])], 

so that 
V*(x) =E[1 (X+ M-E[M])] =E 

[(X+ M-E[M])+] - 

In particular, by letting 8f1, we recover the solution obtained in [21 fi)r the same reward 
function but with 6=1. 

(b) We now consider a non-degenerate symmetric integer-valued random walk and the perturbed 
reward function G(x) =x+ (-l)-rc, where xEZ and c is a constant. Direct calculation 
shows that G(x) has the representation (2.2.1) with 9(x) = (I - 0) {x + (-I)xcbl, where 6= 
(1 - q#)I(l -, 6) >1 and q= E[(-1)11. We have that E[(-1)11 E[(-l)"] = E[(- J)STJ, by the 
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Wiener-Hopf factorization, and that E[(-1)11 = E[(-l)m], by symmetry. Hence, 

E[g(x + I)] = (1 - 0) Ix + E[Ij + 

which is non-decreasing provided that 1> 21cvrJl. This condition for E [g(x + I)] to be non- 
decreasing is clearly weaker than requiring that g is non-decreasing, i. e. 1 >, 2161. 

(e) By restricting our attention to the simple symmetric random walk, we are able to consider a 
much broader class of functions. Let IST&}nEz+ be a simple symmetric random walk so that the 
fid increments X are such that X=1 with probability 1/2, and X= -1 with probability 1/2. 
Let Mn = maxo, <i<_n Si be the maximum of the random walk up to time n. Then, for k>0, 

since by the Reflection Principle 

P(M,, > k, S,, < k) = P(S,, > k), 

it is true that, 
P(M,, = k) = P(S,, = k) + P(S,, =k+ 1), 

which obviously also holds for k=0 by symmetry. Hence, 

P(M = k) = P(ST = k) + P(ST =k+ 1), kE Z+, 

and so 

E [q(x + M)] = Efg(x + k) + g(x +k- 1)1 P(ST = k) + g(x) P(ST = 0). 

k>l 

For E[g(x + M)l to be a non-increasing function of xEZ, it is sufficient to require g(x)+g(x+1) 
to be non-increasing for integer-valued x, and g(x) non-increasing for x< x*, which is clearly 
weaker than the assumption that 9 is globally decreasing. 

As for the discrete time setting, Theorem 2.2.3 does not hold just for monotone functions, as 
the following demonstrates. 

(d) Assume that f StItER+ is a L6vy process starting from the origin such that the negative of 
its infimum, at the exponential time T has exponential distribution with parameter X Note that 
Brownian motion and spectrally positive L6vy processes have this property. For simplicity, we 
assume that \=1. Consider the perturbed reward function G(x) =x+ cl + c2 cos(x) + C3 sin(x). 
The function G(x) has the representation (2.2.1 ) with g(x) =x+ 61 + Z2 cos(x) + 63 sin(x), 
where the relations between the coefficients can easily be obtained. A particular case is g(x) = 
x+1+ sin(x) + cos(x) which is clearly not monotone. However, Eg(x + I) =x+ sin(x) is 
monotone. 
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This can be extended to a broader class of functions. Observe that 

00 
IE [g(x + 

10 
g(x - y) e-Y dy 

and so, if g is differentiable, 

d_IE [g(x + I), =. g'(z) e'-' dz. dx 
f 

00 

Thus, if f "'ý. g'(z) e' dz >0 almost everywhere then, if E [g(x + I)] =0 has a root x*, it must 
be unique. Also E [g(x + I)] is non-decreasing in x, so that Theorem 2.2.3(ii) can be applied to 
G. 

2.3.2 Exponential reward functions 

We now move on to exponential reward functions. We treat perpetual American calls and puts 
rederiving the solutions presented earlier in [541, as well as in [21 as a special case. We also 
consider the perturbed function G(x) = Kex + cl + C2 sin(x) + cos(x) and show that under 
certain conditions the non-monotone payoff g(x) = ex -2+ sin(x) - cos(x) can be treated. We 

write a=E [ex] and assume that ao < 1. 

(a) Perpetual American call. The price of a Perpetual American call option with strike K, 

under the random walk model, is the solution of the optimal stopping problem 

V*(x) = sup E [#'(e'+S, - K)+] 
TET 

so that it corresponds to the case G(x) = e' - K. Note that the solution for this problem with 
K=1 was obtained in [21 using a different method. 
Observe that, if g(x) = (1 - a#)e - (1 - P)K, where recaH that a =- E[el], then 

E, 8"E [g(x +Sn)] =E On]E p- a#)e'+Sn] O)K 

n; O n>, O 
ao)e' E (aO)' -K= e' -K= G(x). 

n, >O 

Since g is an increasing function and 

E [exp(ST)l =1 )3 (2.3.2) 
1-a, 8' 

we apply Theorem 2.2.2(ii) to deduce that the optimal stopping barrier is the solution x* of 

[(l 
- aß»'*+' - (1 -, ß)K] = 

28 



CHAPTER 2: OPTIMAL STOPPING 

Hence, 
X. 1-0 K 

e 
aO E [eI] i. e. ex* =KE [em] 

by (2.3.2) and ((2.2-2)) and so the optimal stopping time is 

The value function is 

, r* = inf In >, 0: x+ Sn >, ln(KE[eml)}. 

(X) =11ßE «1 - aß)exlsl - (1 - 0)K)] 

and so, writing I for the indicator function we get 

_. 
e'+'+m V*(X) IE 

IE 11 C1 I'll 
-K) 

I Mll 

F I 
(el+m 

- K)] E[em] 

IE [(e2+m 
- KE [em])+] 

E [eml 

agreeing with the solution given in [54]. 

(b) (Perpetual American put) Similarly, for a Perpetual American put, the reward function can 
be expressed in terms of the function g= K(l - 0) - (1 - aO)e as 

K- e' = 
1: O'E [g(x + Sn)]. 

n>, O 

The ftinction g is decreasing and thus Theorem 2.2.2(i) gives the optimal stopping time as 

r* = infin >0: x+S,, < In(K E[e])} 

and the price as 

E [(KE[eI] 
- el+I)+I 

again agreeing with the solution given in [541. 

(c) Let ISnInEz+ be a random walk such that the distribution of the negative of its infimum. at 
an independent geometric time T is a mixture of an atom at zero and an exponential distribution 
with parameter 1. To see that such a random walk exists, consider the descending ladder 
process of the random walk. The number of descending ladder points, up to an independent 
geometric time, is also geometric (cf. [22]), say of parameter p, and is independent of the 
ladder height process. Thus the distribution of the negative of the infimum is the geometric 
compounding of the distribution of the descending ladder heights. If the descending ladder 
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heights are exponentially distributed, then conditional on the geometric time not being zero, the 
infimum of the random walk will also have exponential distribution. An example of a random 
walk with exponentially distributed descending ladder heights is given in [2 11 (p. 193), where the 
increments are distributed as the difference of two independent exponential random variables. 

We note that, as in subsection 2.3.1 (d), if G(x) = Kex + CI + C2 COS(X) + C3 sin(x) then G(x) has 
the representation (2.2.1) with g(x) = Ke' + 61 + e2 cos(x) + 63 sin(x). For example, if 

1-0 

a, 
G(x) = y- -2+ JE[sin(ST)l - E[cos(ST)]} cos(x) aýe' 

+ fE[cos(ST)] + E[sin(ST)l I sin(x), 

then g(x) = el -2+ sin(x) - cos(x), which is non-monotone. For such a g, 

ex [g(x + I)] p)g(x) +p2-2- cos(x) 

It can be checked that, for all p>0.4, E [g(x + I)] =0 has a unique solution x*. The derivative 

of F(x) =1 (x) E [g (x + I)] is given by 

ex F'(x) = (1 - p)le' - sin(x) + cos(x)1 +p j- + sin(x) 
1 

for x> x*, which again can be checked to be non-negative for x> x* when p>0.4. Thus, F(x) 
is non-decreasing and Theorem 2.2.2(ii) can be applied to 0. 

2.3.3 Canadian options 

We now move on to Canadian options, a problem arising from the finance industry, in particular 
from numerical schemes for the pricing of finite expiry American options. Under certain con- 
ditions we get an explicit formula for the price of the Canadian put option with arbitrary final 

payoff. So far this problem has been solved for Brownian motion and spectrally one-sided Levy 

processes(c. f. [28,291), while our result is for a general random walk and can be easily extended 
to general L6vy processes with jumps of both signs, as long as we can compute its Wiener-Hopf 
factors. 

Canadian options have two rewards, a boundary payoffand a final payoff. The option, with strike 
K, can be exercised at any time before maturity to receive the boundary payoff (K - e')', or at 
maturity to receive the final payoff f (x) > 0. Under the random walk model, the maturity t of 
the Canadian option is a random variable which has a geometric distribution and is independent 
of the random walk. We continue to write a=E [ex] and assume that the parameter for the 
distribution of T is ct. We further assume that the following condition on the derivative of f 
holds: 

f'(x) >, -1- 
a'y e, I-a 

where y= afi, and assume that ay <1- 
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The price for the Canadian option is then given by 

V* (x) = sup E [, 3(K - ex+sl)+ 1 , -, <tl + Ot f (X + St) 1{T>t}l (2.3.3) 
-rET 

Observe that 

V*(x) = SUPE ßr(K - e'+sl)+ 11. r< 7-ET 

1 
t} + f(x + st) 1 

=E 
[ßiýf (X + St)] 

sup E [f ̂ t'(K - e'+S, )+ - 0"7ýf (x + Sp)l 
rET 

Thus, solving (2.3.3) is equivalent to solving the optimal stopping problem 

V* (x)= supE 
[I-y'(K 

-e'+s, )+ - ß'4f (x+ Sf)1 il, < 
, rE7- 

tl] . 
(2.3.4) 

For this, we first re-express the second term in the above equation as follows: 

Výf (X + st) il�tll 

00 
E 

[, 
3' E [ß' f (x + S, + T, ] E [l 

n=O 

=Zy, E IE [(l - a)-y"f (x + S, +. ý. ) 1 7ý] 
n=O 

1 

=1-aE 
[-yr E [f (X + S, + ý, p) 

1 Y, ] ], 
1- -y 

where =z+ 
is an fid COPY Of ISn}nEz+ and T is a geometric random variable, with parameter 

-y independent of the random walk. 

Write H(x) E [f (x + Sp)]. Then, (2.3.4) becomes 

V*(x) =sup E[-y{(K -ex+sv)+ - H(x + S, ))]. 
rET 

(2.3.5) 

Since H >, 0, ((K - e)+ - H(x))+ = (K - ex - H(x))+. However, as noted in Remark'2). 2.2, 

the solution for (2.3.5) is identical with the solution for the optimal stopping problem 

V*(x)=supE 'r((K-e+Sý)+-H(x+S, ))+ 
TET 

1 

(2-3.6) 
sup E -t' (K - e'+Sý - H(x + S, )) + 
7'ET 

II- 

Hence, if we write g(x) = K(l -, y) - (I - ay) el - (I - a) f (x), we have 

00 
K- e' - H(x) =E -y" E [g(x + S,, )] 

n=O 

Assume that there is an X* ER such that g(x) satisfies the assumptions of Theorem 
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Then, it follows from Theorem2'. 2.2 that, if I., is defined in a similar manner to that for I with 

0 replaced by -y, the function 

V*(x) E [l(X+I, <, X. } g(x + ST)l 

is the solution for (2.3. (i), and so also for (2.3.5). In other words, 

v* (x) = v* (x) +Ef (X + St)] 

is the solution for (2.3.3), while the optimal stopping time isr* = infln >, 0: x+ Sn <, x*j. 

2.3.4 Power reward functions 

As a last example we treat power functions. We treat the quadratic case G(x) = (X+)2 using 
Proposition 2.2A which allows the representation to exist on a subset of the real line. We obtain 
the explicit solution which has also appeared in [151. The methodology can easily be used to 
treat (x-ý')' for any integer n. Finally we consider power functions with non-integer exponent 
and under certain restrictions we rederive the solution given in [141. In the following let lst}tER+ 
be a L6vy process starting from the origin. 

(a) Assume that E [St2] < oo and let G(x) = (X+)2. Writing mi, m2 for the first two moments 
of S1 respectively, one can check that the function g(x) = rX2 _ M2) SatiSfieS - 2mix - 

(M2 I 

X2 e-t IE [g(x + St)] dt. 

Thus, with this choice of g, G admits the representation (2.2.12) on the set D= Ix : G(x) > 
0} (0, oo) and so Proposition 2.2.4 (ii) applies subject to its conditions. Using the identity 

ST I+ ft and by direct calculation of E [STJ and E [ST2] in terms of the moments of I and 

we get 

[M12 
"1)2 K -lE W(X + I)] = X2 [M2] = (X_ K 2E [MI x+ 2E -E ý2 = Q(X), 

where r. 1 =E [M] and r-2 =E [M2] _ IE [M12. It is shown in [15] that Q(x) has a unique positive 

root x*, such that Q(x) is positive increasing for all x> x*, and Q(x) <, 0 for all 0<x< x*, 
thus proving that the conditions for Proposition 2.2.. I(ii) are satisfied. It then follows that the 

solution of the corresponding optimal stopping problem (2.1.1) is 

V*(x) = r-, E[1{�+m>.,. lg(x + Sr)] 

r* = inf lt : x+ St > x*I, 

which is precisely the solution given in [151. 

(b) Let non-integer v>0 and assume that ElStIl' < oo. Consider G(x) = (x+)v. For this, we 
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first define 
ve - 

(v+ 1) ln(iu) 
A, (U) 

F(I - V) 
. 

= Ek and Pk(x) j=0 x'li!, for kG Z+. Then for positive x it can be shown using Cauchy's integral 

theorem that 00 10 f, (u) {P[, j (-iux) - e-iux I d(iu) = x'. 

For each k, we further define a k-degree polynomial Rk, u such that 

E[Rk, 
u(X + ST)l Ph(-UX)- 

Using this polynomial, we define 

g, (x) =rR 
co 

f. (u) R[, ], iu(x) - 
'-iux d(iu) 

ý jo 
Efe iUSTI 

)II 

when the right-hand side is defined. It is now easy to see that 

00 
E[g�(x + St)] dt = r-lE [9, (x + ST)] 

Rý 100 f, (u) (P[�l (- iux) - e-'u') d (iu) x", 
0 

so that G has the representation (2.2.12) in terms of g on (0, oc). Now 

ve-(v+ ) '(Z) e-zx 
r(i - v) 

JE [R[, I,, (x + I)] - 

is analytic for R(z) >0 and continuous for R(z) >, 0 (cf. Theorem 1, [251). If 

sup T 
lzl=R 

R(Z)>O 
! a(z)>O 

remains bounded for all R, then by Cauchy's rule 

r-lE [g,, (x + I)] 

R 
JE [f 

f, (u) 
(R[, 

], iu(x +I) _ 
e-iu(x+l) d(iu) 

0 0E [e-iusr] 
e-lux R 11"0 

f,, (u) (E [R[, ], iu(x + 1)] _ d(iu) 
00 E[e iuml) 

f 00 
v e- ('+') "(u) JE [Rl,,, u (x + I)] - 

e- uo I du = Q, (x). 
o ra - v) E fe-uml 

(2.3.7) 

It has been shown in [141 that Q, (x) has a unique positive root x* such that Q, (x) is positive 
increasing for all x> x*, and Q., (x) 40 for all 0<x< x*. Thus, by Proposition 2.2.1, the 
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solution of the optimal stopping problem with G(x) = (x+)' is given by 

liz [lfx+m>, 
X-19L, 

(x + ST)l 

which is the same as the solution given in [141. 

One case, in which (2.3.7) is satisfied and g, is well defined, is when the characteristic function of 
the supremum is of the order (a + JzJ)-', for positive integer k, and V> 2k. For example, when 
St is Brownian motion or any spectrally negative L6vy process that is not a subordinator, the 

supremum. is exponentially distributed with some parameter '\ > 0. Another situation is when 
the positive jumps of the process have a phase-type distribution. In this case, it has been shown 
(cf. [121) that the supremum also has a phase-type distribution. Phase-type distributions have 

rational transforms and, if the process is not a subordinator, then its characteristic function is of 
form P(z)IQ(z), where the degree of the polynomial Q is one higher than that of the polynomial 
P(z) (cf. [56]). 

Remark 2.3.1. The author would like to thank PrA A. Kyprianou for bringing to his attention 

a paper by Surya [57]. 
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CHAPTER 3 

Asymptotics for the intersections 

of random walks 

In what follows we write C for a generic positive constant whose value is of no importance to 
the work presented here. For fixed positive e, we also write C(e), and D(E) for generic positive 
constants, depending on E where C(e) -ý 0, while D(, -) may be unbounded as e -4 0. 

3.1 Introduction and main results 

Let Xj, iEN be an id. d. sequence of Zd-valued random variables. We shall only consider the 

cases d=1,2. We define the random walk 

n 
SO : -- Os Sn Xi, for n 

We further assume that all random walks considered are strongly aperiodic in the following 

sense. 

Definition 3.1.1 (Strongly aperiodic random walk). A random walk in Zd is strongly aperiodic 
if there is no proper subgroup L of (Zd, +) such that for some xE Zd with P(Xi = x) > 0, one 
has P(Xj -xE L) = 1. 

The objects of interest to us are the local time and the self-intersection local time of the random 
walk. 

Definition 3.1.2 (Local time and Self-intersection local time). Given a random walk (Sn)n>, o 
we define its local time at point x up to time n by 

lsi=XI 
i=O 
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and the self-intersection local time up to time n to be 

n 
E lsi=sj. 

i, j=o 

In this chapter we shall obtain exact asymptotics for the variance of the self-intersection charac- 
teristic V,, of one and two-dimensional random walks. The remaining of this chapter is structured 

as follows. In subsection 3.1.1 we discuss the limitations of the existing methods, while in subsec- 
tion 3-1 .2 we state and prove the Tauberian Lemma :1-1 .2 for complex power series mentioned in 

the introduction. The main results of this chapter are then summarized in Theorem: '). L: ý given 
in subsection 3.1.3. The proof of Theorem 3.1.3(i), corresponding to the one-dimensional case 
is given in section 3-2, while the proof of Theorem. 3.1.3(ii), corresponding to two-dimensions, is 

given in section 3.3. 

3.1.1 Limitations of existing methods 

As discussed in section 1.2 of the introduction, our methodology is an extension of the Tauberian 

approach introduced in Bolthausen (31, where asymptotics for the mean and variance of V,, for 

centered, planar random walks with second moments first appeared. In particular Bolthausen 
[3) showed that 

EV,, -nlogn/21rVrj-Ej, Var(Vn)=O(n 2 log n), 

where E is the finite, non-singular covariance matrix. It was actually claimed by the author that 
Var(V,, ) = 0(n2 ). However, as we shall see in what follows, the methodology used only obtains 
the weaker bound 0(n2 log(n)). 

The same approach, which relies on characteristic functions and the Tauberian Theorem for 

power series (see Theorem 3.1.1 below), was used by Nrný [4) to treat more general local time 
asymptotics which include the result on the variance of V,, obtained in [3]. Once again it is 

claimed that the variance is of the order of 0(n 2) 
, however a vital assumption of Theorem: ý. 1.1 

was overlooked. Thus the best, rigorously proven bound so far in the literature for the general 
case remains that of 0(n' log n). 
The approach used in 13,41 relies on the following theorem which we quote from Feller [21, 

Theorem XIII 5.51. 

Theorem 3.1.1. Let qn >, 0 and suppose that 

00 
Q(S) =Eq,, n 

n-0 

converges for 0<s<1. If L varies slowly at infinity and 0<p< oo, then the following are 
equivalent 

Q(8) 
S)p 

Ls 
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1 
qo+q, + ... +q,, -, ,f (-P -T, J n, L(n), n -+ oc. 

Furthermore, if the sequence lq,, I is monotone and 0<p< oo, then (3.1.3) is equivalent to 

qn -I nP-'L (n), n -+ oo. IF(p) 

It is obvious from the above theorem, that in order to obtain the asymptotic order of a(n) from 

that of the power series E A'a(n), the sequence needs to be monotone. As we shall soon see 
this is not necessarily the case. 

Bolthausen [31 avoided this technical difficulty by aiming for an upper bound, rather than an 
exact asymptotic in the following manner 

Var(V,, ) =4EE P(siý = sjý, siý = sj. ) - P(siý = sjý), P(siý = sj, ) 
0<-ii<ji <n 0. <i2<j2. <n 

8 P(Sil = Sil I Si2 = Sj2) +8E lp(Sil = sil 
I 
Si2 = sj2) 

12 

+8 P(Si I= 
sjl)p(si2 

= 
sj2)+ 

8E IP(Sil = 
Sjl)P(Si2 

= Sj2) 

12 

+4 (p(S, = Sj) - p(S, = Sj)2) 
0<, i<j, <n 

=8 (ii I (n) + ii2 (n) + ii3 (n) + d4 (n)) + 4a5 (n), 

where 11,12 are the sets of 4-tuples 

Il : -- f (i I tili 
i27j2) :0 -<, iI -<k i2 < il < j2 < nj, 

12 ` f(ilJl? i2qj2) :0< il < i2 < j2 < il 

It was then shown that di(n) - Cn2 , d3(n) - Cn 2 and d5(n) = O(n 2) 
. However as we show 

next d4(n) _ Cn2 log(n). 

To see why let us consider the power series a(A) = Enk=o &4(n), \n 
. Let Mn be the set of 5-tuples 

{(Ml, M2eM3iM47M5): MliM4YM5 > ()iM29M3 > 0, m, +... +m6 = nl. 

By a simple change of variables in the summation we have 

00 

EE p(S., --'ý SMI+M2+M3+M4)P(SMI+M2 
= 

SMI+M2+M3) 

n-0 Mý 

00 00 00 
= (1 

_ \)-2 EEE \M2+1n3+Mdp(S 
tn2+MS+M4 = OMS-. = 0). 

m2-1 ms-1 rn4-0 

Then using the formula 
P(Sk = 0) = (21r) -2 

li 
fk (t) dt, 
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where J= [-ir, 7r)2 and f is the characteristic function of the Xj, we have 

U(A) 
00 00 00 

\)-2 (27r)-4 1: E F, \ M2+M3+M4 
ffj 

2f 

M2+M3+M4(t)fM3 (s) ds dt 
M2ýlM3ýIM4=0 

\)-2A2 (27r)-4 
f2 (t)f (s) dt ds JJJ2 

(1 
- I\f(t)f(S))(1 - Af(t P) 

Fix E>0. By strong aperiodicity for Itl >, 6, tEJ we have if (t)l <1- C(E) <, 1 and thus 

11 - Af (01 >1 1- XIf (t)l > C(E) > 0, 

where C(E) is a generic constant depending on the choice of e. Therefore, as explained in [31, as 
A -+ 1, the most significant term must arise from integrating on the set 

Ve = J(t, S) E j2 : Itl < 6, ISI < el. 

Then on this set we have, writing 
ItIE for (Etlt) and -' = 62/2 

f'(t)f (s) dt ds ffu. 

(1 - Af (t)f (8))(1 - \f (t))2 

e, ý 
CI dt ds 

+. I ItIE)2 

ffu. 

(i 
-A+ 'I(ItIE + ISIE))(1 

2 

log 1+r+ dr 
- c(i -, \)-I 

in 
(1 + r)2 

- c(i -, \)-I log 
G1 

A) - 

By Theorem 3-I. I it follows that iis', (n) - Cn 2 log n. 

On the other hand ternk [41 considered differences of the form 

il = 
ShRA2 

= 
sj2)9 P(Sil 

= 
Sil 

I 
Si2 Sj2) 

- 
P(s 

il, i2JlJ2 

which does actually give the correct order n2, however not in the general case. The reason is that 
Theorem: I-IA gives the order of a,, only if the sequence is monotone. This is not always the case 
with sequences such as the above. Under the additional restriction that the random walk has 
symmetrized increments, which forces the characteristic function to be real and non-negative, 
then this result holds. 

In the rest of this chapter we shall use the approach used in [3,41 to obtain an exact asymptotic 
for the variance of V,, for one and two dimensional random walks. Unlike [31 and its modification 
in [4], we allow the parameter A to be complex in order to make use of the complex Tauberian 
Lemma 3,1.2. This enables us to remove the assumption of monotonicity from the characteristic 
associated with V, In particular, this completes the proof in [31, since we do not need additional 
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symmetry restrictions required for the classical Tauberian Theorem to be applied as in [3,4], 

nor extra moment assumptions required for application of the local limit theorems as in [311. 

3.1.2 A complex Tauberian Lemma 

In subsection 3-I-I we saw how Karamata's Tauberian Theorem for power series fails to give the 

correct asymptotic order for the variance of the self-intersection local time for general random 

walk, because of its restriction to monotone sequences. The key step for the results presented in 

this chapter is the introduction of complex power series and the use of Lemma 3.1.2. 

Various complex Tauberian results in the context of power series have appeared in the literature. 

Of notable importance is Wiener's Tauberian theory (see [581). We refer the reader to [591 for 

an overview of the field. Results similar to Lemma 3.1.2 have been used in the past in the 

context of combinatorial analysis, and in fact Lemma3.1.2 generalizes Flajolet and Odlyzko [47, 

Theorem 41, which only treats algebraic singularities. Even though this approach has been well 
known in the combinatorial community for some time now, it has not received the due attention 
in the context of random walk intersections. In fact as we shall see in the remaining of this 

chapter, the complex Tauberian approach, which finds its origins in early work by Wiener and 
Darboux (see Knuth and Wilf [481 for Darboux's lemma), is the key ingredient needed for the 

estimation of the asymptotics of the self-intersections of random walks. 

Lemma 3.1.2. Assume that f (z) = E' 
n=0 an zn is analytic for IzI<1. Suppose that there exist 

aE (0,1), a constant K>0, such that If (z) I<K, for R(z) < ce, a sequence of non-negative 
constants An > 0, ym > 1, and non-negative monotone increasing functions Im such that 

forR(z)>a. 

Then 
4K + 1: A,,, C(-yn)n"--11,,, (n), 

m 
1/2r(-Y-, )/r(l). where C(-y) = 47r- 22 

Proof. Let S be a circle around the origin of radius R=1- 1/n, for n >, 2 and R= 1/2 for 
n=1- We split S in two arcs, S, =- {z ES: R(z) <, a}, and S2 = 1z ES: R(z) > al. Next we 
apply the Cauchy inversion formula which states that if S is any closed curve around the origin 
contained in the region of convergence of En anzn, then 

a. (Ean Zn)z-n- 1 dz. T7ri 
S 

Thus we have the bound 

s 
f (z)z-'-' dz <, f(z)z-'-ldz +1 

If 
f(z)z-'-ldzl. 

s 21ri 

fs 

si 
ir 

2 
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By our assumptions, If (z) I <, K when R(z) < a, and since R-1 < 4, for n>1, 

0 

27' 

f (z)z-'-' dzj <I KR dt < 87rK fs 

0 

On the other hand for the integral on S2, 

w/2 
Re"I 

fS2 

f (z) z dz R-"Am lm (11 - Re" I dt, 
T'ir/2 

m 

Fix m in the sum. Let the summand be denoted by I and to simplify notation let us ignore the 

dependence on m. It remains to prove that 

I <, 27rC(-t)Anl-11(n). 

Then since II- Reýt I= [(I - R)l + 2R(l - COS(t))] 1/2 
and I is monotone increasing, observe that 

for all t and n 
1(11 - Re"j-1) =I 

([n -2 + 2R(l - COS(t))l - 1/2 )<I (n) 

which together with R' <4 leads to the bound 

/2 
41(n)A 11 - Re"j-'l dt. 

_1- t2 -7r/2,7r/2], it follows that From cos(t) < /4 for tE[ 

ir/2 ' /2 Rt2 1- ýy/2 
dt 

'x f 

ir/2 

il - Re"i-" dt <, 
f�/2 [(l 

- 
R)2 +2 

4nl-l 
f 00 [1 + t2l --Y/2 dt =2 "/Ir 

r( 21 
n'y - 1, 

2) 

for all -y > 1, and therefore 

-1 
,, ', -, 

r(, y2 
An"-11(n) = 27rC(-y)ArO-11(n). 

r(a) 2 
0 

The ability to treat non-monotone sequences, as well as to keep track of smaller order terms 

which turn out to be significant in this situation, is the vital step that allows us to correctly 
estimate the order of the variance of V,, and actually calculate the constant of convergence. 

3.1.3 Main results 

Let Xj, iEN be an id. d. sequence Zd-valued random variables and define the random walk 
(&),,; ý0 by So = 0, S= En 1 X,, n j= for d=1,2. We assume the random walk is strongly 
aPerfodic. 

We write f (t), tEJ= [-lr, 7r)d, for the characteristic function of the Xi . Our assumptions on 
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the Xi imply that for all tEJ, 

I if and only if t=0. 

We also make the following assumption. 

Assumption 1. (i) For d=1 we assume that f (t) has the following expansion around t=0: 

1- -yltl + R(t), tEJ= [-7r, ir), where R(t) = o(ltl), as t -4 0. 

(ii) For d=2 we assume that the Xi have a non-singular covariance matrix E, which implies 

that the characteristic function has the following expansion around t=0: 

f(t) 11tir +R(t), t Ej= [_7r, 7r)2, where R(t) = o(ltl2), as t 2 

and Itir := (Etlt), where (. 1. ) denotes the dot product on R2. 

We have the following result on the variance of V,,. 

Theorem 3.1.3. Let Xj, S,, be defined as in (: 1.1.1), f (t) the characteristic function of Xj, and 

Vn the self-intersection local time of Sn up to time n defined in (3.1,2) 

(i) For d=I and f (t) satisfying (3.1.7) 

Var(Vo) -4+1n2 jr2, y2 

) 

(ii) For d=2 and Xi with a non-singular, finite covariance matrix E, f (t) satisfies (3.1. S) 

and we have 
Var(Vn) - 4(27r) -21FI-1/2(l + n)n 2, where 

dr ds 7r2 

+ r)(1 + s) V(l +r+ S)2 - 4rs 6 

In section3.2 we prove Theorem 3.1 . 3(i) and in section 3.3 Theorem 3.1.3(ii). 

3.2 Proof of Theorem 3.1.3(i) 

Power series involving characteristic functions involve integrals of rational terms of the form 
(1 -Xf (t))-1. In order to make use of the full strength of Lemma3.1 .2 we will need bounds for 
these quantities. We obtain these bounds in the following subsection. 

3.2.1 Preliminary calculations 

In our computations we shall be constantly dealing with integrals involving terms of the form 
1- Af (t) and 1- Af (t) f (s) for complex A with JA I<1- In order to control the behaviour of the 
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integrals we shall need bounds on these quantities, which we derive now using the expansion of 
the characteristic function. 

Lemma 3.2.1. Let t, s C= J= [-7r, 7r), AEC urith IAI<1 and fix aE (0,1) and c>0 small 

enough. 

Let C(e) >0 be a gene? ic constant such that C(e) -4 0 as e --+ 0. 

(i)For all Itl >, - 

11 -, \f (t)1 > C(e) > 0, 

\f (t) f (s) 1 >, c(, -) > 0. 

(ii) For all Iti <e and R(A) < ce 

11 - \f (t)1 >, C>0, 
11 - Af (t)f (s) 1>c>0. 

(B2) 

(iii) For ItI, Isl <E and R(A) > a, 

11 - \f(t) I >, 11 -\+ \-Ylt II- O'Itl >, cit I, (B3a) 

Af (Of (S)l >, 11 -A+ A-f(Itl + ISM - AOtl + 181) > C(Itl + 181), (B3b) 
11 -f (01 <1 Citi- (B4) 

(iv) For R(A) > a, zi ---= (1 - A) /11 -A1, Z2 = \-y, and S>0 small enough 

121 + Z2jtII - Oeltj ;? ý C>0, for Itl < 3, (B5a) 
IZI + Z21tII - 0, -Itl >, CItI, for all t, (B5b) 

IZi + Z20tj + ISM - Oe(ItI + 181) >. - C>0, for all ItI, Isl < 6, (B6a) 
IZI + Z2(jtj + ISJ)l - OC(Itl + 181) >- Qtj + ISI), for all t, s. (B6b) 

Remark 3.2.1. Note that from the proof we also obtain the following bounds for ItI, Isl <6 and 
some C>0 

11 -A+ \^tltll 1> citil 
A+ AlY(Itl + ISDI >1 c(Iti + ISDI 

for all e small enough. 

(B7) 

(B8) 

Proof. First observe that since R(t) = o(jtj), for each ->0 there exists Oe such that for all 
Itl <e we have JR(Q <, OItl, where 0, -+ 0 as - -+ 0. In the following we fix E>0, and we let 
0, be the corresponding constants. The bounds we derive hold for all -< eo for some co > 0. 

42 



CHAPTER 3: AsYMPTOTICS FOR THE INTERSECTIONS OF RANDOM WALKS 

(i) By strong aperiodicityltj >, e implies If (t) I <- 1-C(E) < 1. Then using the triangle inequality 

1 -Af(t) I >1 1- 11\1 If (t) I 
>, I- If (01 > C(-c) > 0. 

Similarly for Itl >e and arbitrary 8EJ 

11 -Af (Of (S)l >, 1- lAllf (Ollf (S)l 
If Ml >, C(E) > 0. 

(ii) Suppose the real part of A is bounded above, R(A) <, a. Then using 1 . 8) and the triangle 
inequality 

11 -Af (t)l = 11 -A+ \-tltl - AR(t)l 

>, 11 - XI - 1, \1-Ylti - 0, itl 
>, R(' - X) - (-f + OJItl 

+ 0. )Itl 
+ O')e- >, C>0 

for all e< el, for some ci 

Similarly 

11 - Af(t)f(s) I >,, 11 - A(l - ^tltl + R(t))(i - -ylsl + R(s)) I 

_ y2e2 2 0262 >, 11 - AI - 2-y, - - 20, e - 2-yO, E -2e 

>, 1-a- C(E) >, C>0, 

for all E< E2, for some C2 

(iii) Suppose now that ItI, jal <c and R(A) > a. Then using (3.1 . 7) and the triangle inequality 

Af (t)l >ý, 11 -A+ A^tltll - JR(t) 

>, 11 -x+ \-Yltll - O'Itl 

and noting that R(l - A) >, 0 and R(A) >a we have 

x+ \-yltl oItl >, w(1 -x+\, yltl) - 0,. ý 
>, R(l - A) + R(, \)-Yltl - OItl 

ý, > a-fltl - 0, -Itl = (a-Y - 0ý. )Jtj >, Cit 

for all c< 63, for some 63 > 0- Inequality (I ý13; i) follows. 
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Similarly 

I' 
- Af (Of (S) I 

= 11 - A(I - -yltl + R(t))(1 - -tlsl + R(s))l 

= 
11 

- A(l -, yltl + R(t) _ -YISI + -ý21tjjSj 

-ylsiR(t) + R(s) -, yltlR(s) + R(t)R(s)) I 

+ A-f(Itl + ISI)l _ -y2ltllSl -, y(ItIR(s) + IsIR(t)) - R(t)R(s) 

> + \, Y(Itl + 1,91)l _ y2e(ltl + 1,91) _ yoc(Itl + ISI) _ 02(itl + ISI) 

11 -A+ A-f(Itl + ISM - A, -(Itl + ISD 

>, (a - AO(Itl + ISI) 

= -y2E +, ýOs + 02. where Ae . Since A, ---+ 0 as e -4 0, there exists E4 >0 such that for all 6< 64 

11 - Af (t)f (s)l > C(Itl + Isl) > 0, 

and Inequality (B31)) follows. 

Finally for Itl <- we have 

11 - f(t) I= 11 -1+ -rItj - R(t) I, < ^I Itl + 6, It I<, CjtI. 

proving Inequality (I 14). 

(iv) Now let zi =_ (I-A)/11 -Aland Z2: _ý-. Vy, with R(A) >a. Then Izi I= 1i R(Zl) >-Oi IZ21 <-Y) 

and R(Z2) >- cif. For Itl <6 we have by the triangle inequality, 

IZ1 + Z21tll - Oeltl > IZ11 - JZ21jtj 

>, 1-(, y ojt1 >, 1- (-y + O')b 

for 6 small enough and all c< er, for some c5 > 0, proving Inequality (Ma). 

Also for all tEJ 

IZI + Z2 Iti I- Oe Itl > R(Zl + Z2 Iti) It 

>, + R(, \)-yltl - oltl >, (a-y - 0, )Itl >, 0 

since for e< e6, for some E6 > 0, it is true that a-f - 0, > 0, showing Inequality (I ý -) b). Inequali- 
ties (I ý(M) and (I ý61)) follow similarly. The Lemma then holds with e< co = min(e,.... tE6)- 0 

We are now ready to proceed with the proof of Theorem: We first expand Var(V,, ) as a 
sum 

Var(Vn) =4E1: [P(si. 
= sjý, siý = sj, ) - P(siý = sh)p(siý 

04ii<jir, nO4i2<j2,4n 
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We are thus considering the sum over the set of 4-tuples 

(il7jl7 i2)j2) :0 : ýý iI Jb i2J2 < n, i I< i1i i2 < j2 19 

which we partition by intersecting it with the sets fil !ý i2} and fil > i2l to get the sets 

l(il9il7i27j2) :0 -<ý 
il7jlii27j2 <, n. ii '<jli2 <j21il ý<, 

i2j, and 
j(ilJl)i2J2) :0 'ýý ilijlii29j2 <, n, il < jhi2 < j21i2 < il}- 

We further partition A in the following sets 

j(ilJlii2J2) :0 !ý il < il -<, i2 < j2 <, 

A2 ý-- ((ilJlii2J2) :0 !ý il ý<, i2 < il < j2 

f(iIii1ti2ii2) :0 !ý il <,, i2 < j2 
-<, 

il <, nj, 

and B into the sets 

Bl =I 
(ilijl7i2ij2) 0 !ý i2 < j2 < il < ji < n}, 

B2= j(ilJlii2J2) 0 <, i2 < il < ii <, j2 < nj, 
B3= j(il)jlti2)j2) 0< i2 < il < j2 < ii < n}. 

By independence it is obvious that the sums over the sets A', B' are zero, and therefore 

Var(Vn) = 4(a2(n) + a3(n) + b2(n) + b3(n)), (3.2.1) 

where a2(n), a3(n) are the sums over A2, A3 respectively, and b2(n), b3(n) the sums over B' and 
B3 respectively. We treat each one of these terms separately by considering the power series 

00 
p(A) = 

1: 

n=O 

3.2.2 First term 

3 We first consider the sum over AI 

A3 ý-- W 19 hi i21 M: 0 <- iI -<, i2 < j2 <- il 

Then we have 

a3(n) E [P(Si, = Sj, Sjý = 
Sj2) 

- 
P(Sil 

= 
Sh)P(Si2 

= Sj2)] 

Aa 
E [P(Synl=SMI+M2+M3+M4tSMI+M2=SMI+M2+M3) 

MEM, 

P(SMI s 
lnl+M2+MS+M4)P(SMI+M2 -' 

SMI+M2+M3)] 
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=E=0, S,. 
3 

= 0) 
-= 0)IP(S-. = 0)1, 

rnEM. 

where M,, is the set of 5-tuples m5) with sum n, such that M1, M21 M41 M5 >, 0 and 

M3 > 0- Using the Fourier inversion formula for the probability of return to the origin 

P(S� = 0) = (27r) -1 
fi f' (t) dt, (3.2.2) 

we calculate 

P3 E a3 (n), \n 
n>, O 

AM2+MS+M4]P(S. 
ý = 0) 

[P(Sfn2+M4 
= (» 

- 
P(SM2 

+M3+M4 = 0)1 

? n2, M3, fn4 

\)-2 (21r) -2 

XE \M2+M3+M4 
11 

f m3 (y) (f M2+M4 (X) 
- 

fM2+M3+M4 (X» dx dy 
M2, M3, fn4 j2 

= (1 _ A)-2(2ir)-2 

x 
\f (y) 1f (x) 

dx dy (X» 2 \f (X) f 
j2 

\)-2 (21r) -2 
Af (y) (1 -f (x» dx dy 11 

(1 - \f (X»2 (1 - \f (y» (1 - \f (X)f (yT) 
j2 

where J= Hr, 70. 

By Inequaty (B2), when R(A) <, a, for some aE (0,1), we have the bound 

c \f (Y)(1 -f (x» dx d. 
(x», (' -, \f(Y»(i -, \f(X)f (0-) 

This together with Inequality (13 1), which bounds the integral away from zero, imply that 

C< oc, for R(A) <, a, (3.2.3) 

Rom now on we shall assume that R(A) > a. 
Fix a small ->0 and let 

Ue = J(t, a) E j2 : It I CC 6,1 81:: ý c}. 

Integral avray from zero. First we bound the integral when at least one of the variables is 
bounded away from zero, i. e. on the complement of the set U, 

F(, \) = 
Af (y) (1 -f (x» dx dy 11J2/U. 

(1 - \f (X»2(1 - \f (y»(1 - Xf (X)f (y» , 
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which we decompose as follows, 

F, (X) \f (y) (1 -f (x» dx dy 
\f (x», (1 - \f (y» (1 - \f (x) f (i-» 

F2 (X) \f (y) (1 -f (x» dx dy IJIBý(0) IJ 

(1 IV 
(X»'(l - IV (Y»(1 - IV (X)f (Y5) 

F3(A) = 
\f (Y)(1 -f (x» dx dy IJIB. 

(0) 

IJIB'(O) 

(1 - \f (X»2(1 - I\f (y»(1 - Af (X)f (y» 

We first treat I, (A) where Ix I>e. Using the facts that If (y) I <, 1 and 11 -f (x) I <, 2 and 
Inequality (111) 

IF, (, \)] Af (y) (1 -f (x)) dx dy I JJ IJIB, 

(O) Af (X))2(1 - Af (y))(1 - Af (X)f (yT) 

f If (y)IIl -f (x)l dxdy 
11 - Af (X)1211 - Af (y)jIj - Af (X)f (y)l JIB, (O) 

c(c)-l 
dx dy fJ fJIB, 

(0) 11 - Af (Y) I 

D(c) 
f dy 

Ji Il -, \f (Y)i 
dy D(c) 

(D(c) 
+ 11 -, V Ml 

where C(c), D(c), are the generic positive constants introduced at the beginning of this chapter. 

Since R(X) > a, by Inequality (B3zý) and a change of variables, x= y/11 - AI, and arbitrary 
0<3<K, where K -'-ý elll - Al, 

D(e) 
e dy 

D(, -) (10 11 -A+\, yyl - 0, -. y + 

= D(e) 
t dy 

+ D(e) (10 111 -X+ \-fyl - OW 

where the absolute value is justified since for Jyj <e by Inequality (11 Mit) we have I l-, \+, \, yltl I- 
O, Jtj >, CJtJ >, 0 

D(c) 
(K 11 

- AI dx 
11, + \, Yxl _ 0, 

In 
ý, + D(c)) 

D(, -) 
K dx 

+ D(E) 
(10 

IIZI + Z2XI -7OeXl 

D(c) (10 6 dx 
+K 

dx 
+ D(c) I IZI + Z2XI - OeXI 

is 
TIZI + Z2XI - OeXI 

and by Inequalities (I ý'ý: i) and (I ý: -) 1) 

nA 
D(c) (D(, 

-) +C 
f6dx +CjK dx) 
06x 
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= D(E) (D(E) 
+ Clog( 

11 
1 

Al 
)). 

By Inequalities (111), (133ýi) and (13-4) and the usual change of variables, we have 

If (y)l II- f(x) I dxdy 
F2 (A) I <, 

IJIB. 

(0) 11 -, \f(X)1211 - Af(y)111 - \f(X)f(yTI 

D(e) 
IxI dx 

\f (X) 12 

Ixi dx D(e) 
(D(e) 

+ 11 - Af WI 

<, D(e) D(E) +Ce 
dx 10 

ll-, \+A-yxl-Ox) 

<, D(E) 
(D(E) 

+ Clog( 
I, 

where the last inequality follows from our calculations for Inequality (1.2-1). 

(3.2.4) 

Finally when both x and y are bounded away from zero the integral is bounded above uniformly 
in A by Inequality (I ýI), and thus I F3 (A) I< D(e). 

Thus so far we have that for complex A with JAJ <1 

c6 
(21r) -2(1 _ \)-2 

1- \f (y) (1 -f (x» dx dy 
+ F(A), (3.2.5) 

-6 
(1 - \f (X»2(1 - \f (y»(1 _ \f (X)f (y» 

where F(A) = F1 + F2 + F3 is the integral 8WAY from zero and satisfies the bound 

IF(, \)l <, D(E)ll _ \j-2 
(D(e) 

+C log( 11 
1x1)), for W(A) > a. 

Remark 3.2.2. Note that in the bound for F(A), D(c) may be unbounded as e -+ 0. This has no 
effect though, since for now E is fixed. Later on we shall allow E -+ 0 but the behaviour of D(--) 

will not concern us since we first take limits with respect to n and the effect of F(A) disappears 
due to the higher order terms. 

Error from use of expansion. The next step is to replace the characteristic function in the 
integral term of p3(A) by its expansion (3. I., s). This will make explicit calculations possible. 
This will introduce an error term, which we have to bound. 

We write 

P3(A) =19t 
A(-yx) dx dy 

jr2 (1 - \)2 00 (1 -\+\, yX)2(1 -\+\, fy)(1 -\+\, y(X + y» 

in fa 

F(A) + E(A), 
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where E is the error from using the expansion (: ý. 1.70 

1Ea y) (1 -f (x» dx dy 
EU 

Af ( 
jr2(J - \)2 \f (X»2 (1 - \f (y» (1 - \f (X) f (y» 

A(-yx) dx dy 
iý2«j 7)2JOL 

0" (1 + \, yX)2 (1 -\+\, yy) (1 -\+\, y(X + y» 

and satisfies the bound 
JE(A)j C(C)ll _, \1-3 for R(A) > a. 

The proof of the above bound involves lengthy calculations and is given in full detail in Ap- 

pendix A. 

Expansion of the integral. We are now readY to calculate an expansion for P3 (A) - 

1 X-yx dx dy 
MM ý ýý2«j 

- 
7)21ot 

oe (1 + \, yX)2(1 + \, yy)(1 + \, y(X + y» 

F(A) + E(A), 

and by Appendix A 

JE(A)j C(C)ll _ \1-3, for R(A) > a. 

To make explicit calculations easier we extend the region of integration to [0, oo)2 , and introduce 

a new error term H(A), 

1 00 00 
P3(A) -'ý 72(l \)210 

fo A-yx dx dy 
(1 -\+\, yX)2(1 -\+\, ty)(1 _\+\, y (X + Y)) 

F(A) + E(Ä) - H(A) 

where we define, H(A) = HI(A) + H2(A) + H3(A), and 

HI (A) = ; 72(l 
1 00 e A^fx dx dy 

- \)2 
fe fo 

(1 -\+\, yX)2 (1 -\+\, yy) (1 _\+ \7(X + Y)) 
e 00 A-yx dx dy H2(, \) 

2 
fo f 

(I + \, yX)2(l + \, ýy)(j + \, y(X + y)) 
H3 (A) 00 00 A-fx dx dy 

(1 X+\, yX)2(l X+ 7r2(l \)2 ^ýY)(j A+\, Y(X + Y)) 

We now proceed to bound the integrals Hj, i=1,2,3 for AEC, with R(A) >a and JA I<1. 
Once again we write K for cII-AI-1. 
By changing variables and using Inequality (11.7,1)) we have the following bound for Hi 

eI 
IHI(A)l 4ý C11 -Al-2f 

00 9 -tlxl dx dy 

0 11 + \, yX1211 + \, y(X 
cc x -flxl dx dy 1ý C11 -AI 

3fK 10 

IZI + Z2X121Z, + Z2YIIZI + Z2(X + Y)l 
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ý, 
C11 -3 

oo K 
-ý dx dy fKfo 

IZ1+Z2XIIZ1+Z2YIIZI+Z2(X+Y)i 

oo K 
^r dx dy 

Cil - AI- 
'In 

IZ1+Z2XIY(X+Y) 
L 3fK 

and since y >, x implies 2y >, x+y 

C -3 -2 dy dx y 
10 

1Z1 + Z2X1 

-3 -1(C+InlKl) = Cll _ \1-2e-1(C Cll \I K+ In JKJ) 

= D(E)ll _, \1-2(C + In IKI) 

where we have used Inequality (B., h) and the fact that for some fixed small >0 by Inequal- 
ity (I ý -, i i), it follows that 

1K6K 

0 
IZI + Z2X1-1 dx = 

fo 1Z1 + Z2X1-' dx + 
f. 

5 
1Z1 + Z2X1-' dx 

K 

6 
<l C+ x-' dx <C+C In JKJ. (3.2.6) 

Thus we have 
1HI(A)l < D(e)ll _ AI-2 

[log 

We continue with the second integral. By a change of variables and Inequalities (B 5 1)) and (B (') h) 

JH2(X)j 9, CII - Al 
e lxl dx dy 

e 
11 -\+ \ýyX1211 -\+\, yylll _\+\, Y(X +0 

< 
,z 

Cl, \i -3 
K oo 1 L lxl dx dy 

0 IZI + Z2X121Z1 + Z2Y11Z1 + Z2(X + Y)i 

< Cll - \j-3 
K oo 1 £ dx dy 

0 XIZ1 + Z2Y1(X + Y) 

< Cll - \j-3 
K oo f dx dy 

o X2 1Z1 + Z2Y1 

Cll _ \j-3 K- 1 (C + In JKJ) 

by Inequality (3 '2 . 6). Thus 

IH2(, \)l 4, D(e)ll _ \1-2 
1109 ( 

11 

1 

\I 

)+ 
Cl 

- 

Finally Inequalities (I h), (I I) and .2- 6) d the fact that for x, y>0, x+y>, imply an vrx-y 
that 

co 00 
ell -, \1-2f x dx dy 

A+ \ýql2ll + ylll + \, Y(x + Y) 
00 00 

K 
11ý ell - AI -31C 

c 

121Z, 
xdxdy 

K 

IK 
IZI + Z2X + Z2YllZI + Z2(X + Y)l 
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dx dy 
Cil -, \1-3 

£'IK 

XY(X + Y) 

>c 

dx dy 
x3/2 y 3/2 

Cll \j-3 K-1 <, D(e)11 _ \j-2. 

Assume for now that AE (1/2,1). It is straightforward to calculate that 

00 X-yx dx dy 10, Mfo 
(1 -\+\, yX)2 (1 -\+\, yy) (1 -\+\, y(X + y» 

ce x dx dy 10"010 
(1 + \, yX)2(1 + \, yy)(1 + Äy(X + y» 

-l(' -2 
00 00 xdxdy XY) 

10 10 
(1 + X)2(J + y)(1 +X+ y) 

= (1 _ N)-I(Ay)-2, 

thus arriving at 

00 A-yx dx dy 
(1 X)-1(, \, y)-2 

10,70 
(1 -X+\, yX)2(1 -\+\, yy)(1 -\+\,. y(X + y» 

Both sides of this equality are analytic in the open unit disc when considered as functions of 
XEC, JAI < 1, and equal on the set (1/2,1). Thus by analytic continuation (see for example 
Kaplan [60, pg. 491), the equality must hold on all of the open unit disc, proving that 

4(2ir) -2(1 _ \)-3(Äy)-2 + F(A) + E(Ä) - H(Ä), 

for all complex A with JAJ < 1. 

Now we have bounds for all the error terms and we obtain the following expansion for p3(A), 

p3(A) = 4(2ir) -2-Y-2(l - \)-3 + g(, \), 

where C is the total error and satisfies 

ICI <, D(s)ll _ \1-2 log 11 _ \I-l + D(e)ll _ \1-2 + C(6)11 _ \1-3, 

for R(A) > a. 
Remark 3.2.3. Note that factors involving powers of A can be included in the error term since 
for example 

Cl(1 -, \)1-3 
Il\ 

9 C(i -. \)-3 ,- -L < -ii Cll _, \1-21, \1-2, < ell 
1 

for JAI > R(A) > a. 

Define the function 

p, 3 (, \) - (Ir, ý) 2 (1 
_ \) -3=C(, \). 
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For R(A) <, a, p3(A) is bounded above by a constant K>0 by Inequality (3.2.3) and the second 
term is also obviously bounded since 

11 - Al >, R(l - A) >I-> 

Thus for R(A) <a we have that f (A) is indeed bounded above by a constant. On the other 
hand, for R(A) > a, we have by our previous calculations the bound 

If (A)l <, D(c)ll _ AI-2 log 11 - Al-I + D(c)ll - Al-2 + C(, c)ll _ \1-3, 

and thus f (A) satisfies the conditions of Lernma 3.1.2. 

Recall that P3(A) = E' a3(n)Zn and the fact that n=O 

00, /1 
n2+3 n+l An \)-3 E 

ý-2 -2 
n=O 

Then by Lemma 3.1.2 applied to the function f (A) we obtain 

a3(n) - (lr-y)-2 
1n2+3n+<, 

4K + C(E)n 2+ D(e)n log n+ D(E)n. 
IG 

-2 

Therefore diving both sides by n' and taking limits as n -* oo we have 

lim sup 27r 2 It 2 a3(n) 

n-+oo 

I 

n2 

and since this holds for all e small enough, and C(c) -+ 0 as C --ý 0, it must be that 

lim 2w 2 ̂ f 2 a3 (n) 
lim sup 21r 2 ly 2 a3 (n) 

0, 
n-+oo 

1 
ý2 

n-+oo 

I 

n2 

and we conclude that 
222 

a3(n) ,n /27r y. 

3.2.3 Second term 

Next we consider the sum over the set A', 

1019ilti21i2) :0 ý<, ii < i2 < ji < j2 <, n}. 

a2(n) E [P(Si, = Sit 
I 

Si2 
= Sj2) 

- 
P(4 

= 
Sjt)P(Si2 

= 
Sj2)l 

A2 

E [P(SMI 
= 

SMI+M2+M31SMI+M2 
= 

SMI+M2+M3+M4) 

memý 

- 
P(SMI 

= SMI+'n'+M-)P(SMI+M2 
ý- 

SMI+M2+M3+M4)] 
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=E 
[P(SMý+-3 

= ()l SM3+M4 
= 0) 

- 
P(SM2+? 

n3 := (»P(Sfn3+M4 = 0)1 
1 

MEM. 

- 
1: [ 1: P(S-2 = x)P(Sn., = -X)IP(S.. = x) 

MEM. XEZ2 

- IP(S. ý+.. = 0)P(S. ý+.. = 0)1 , 

where M,, is the set of 5-tuples (ml,..., m5) such that MI, M2, M5 >- 01 M31M4 >0 and 

m, ++ m5 = n. We define p2(A) = E' 
0 a2(n), \n 

n= , and following the same approach as for 

the first term we calculate 

P2 (A) = (1 _ A) -2 A2 (27r)-2 

x 
lfj f (x) dx dy [ f(x+y) f (Y), 

jý (1-, \f(x»(1-, \f(Y» 1-, \f(X+y) 1- Af (7)f (y) 
1 

where we have made repeated use of the identity (3.2.2). 

For R(A) <aE (0,1), by considerations similar to those for the first term we have that 

p(A)j K, 

for some positive constant K. 

Fyom now on amume that R(A) > a. 

Fix an e>0 and let U, = J(X, Y) EJxJ: IxI < E, jyj < E). We claim that all significant 

contributions to the integral Y(A) come from this region. 

integral away from sero. Let us consider the integral on the complement of U., that is when 
at least one of x, y is bounded away from zero. Obviously if both are bounded away from zero 
the integrand is bounded above by a constant since the numerator is obviously bounded above, 
and the denominator is bounded below by strong aperiodicity and Inequality (I ý1). Therefore 
for 

f (x) f (X + Y) f (Y), 
dx dy (1 - Xf (x»(' - \f (y» 

11- 
Xf (X + y) 1- Af (X)f (y) 

1 

JIB«(0) JIB#(0) 

we have the bound 

1 F, (, \) 1 <, lf (x)1 
B. (0) 

11/ 

B, (0) (X) 1- Af 

y), 1 
11 -, 

f (X«zf 
(+X 

Y+) , 
Y-)1 

' 11 -, 
f(1 dx dy 
, 
\f(X)f(Y)i 

C(e)' = D(e), 

by Inequality (I ý I). Recall that C(e), D(e) denote generic positive constants such that C(6) --* 0 
as C .. ý0, but D(e) may be unbounded. 

53 



CHAPTER 3: AsYMPTOTICS POR THE INTERSECTIONS OP RANDOM WALKS 

Next consider the region V1 =I (x, y) cJxi: jxj > E, jyj < 6/21 where only x is bounded away 
from zero. It is straightforward to show, using the triangle inequality, that in V1, 

Ix + yj > IxI - jyj > E/2 

and thus Ix + yj is also bounded away from zero. Thus using Inequality (M) we have that all 

terms in the denominator are bounded below by C(, -), apart from 11 - Af (y) I for which we use 

Inequality Then the integral 

F2(Ä) ýf 
(x) f (x + y) f (y)2 

dx dy, 
livi 

(1 - \f (x» (1 - \f (y» 
11- 

Af (x + y) 1- Af (X)f (y) 
1 

satisfies by Inequality (I ý3it) 

1 F2 (X) 1<f 
(X) f (X + y) f (y)2 

dx dy 
1 

livi (1 - \f (X» (1 - \f (y» 
11 

-Af (X + y) 1- Af (X)f (y) 
1 

D(e) 
dy liyi 

<, (1 - \f (yU 

Since R(A) > a, by Inequality (B3a) and a change of variables 

IF2(A)l D(E) c dy 10 
11-A+A-YIYII-9, elyl 

D (, -) 
K dy Z 

IZI+Z21YII-9clYl 

<, D(e) (C+Clog (11 

-, \I 
IF )) 

I 

by Inequality (3,2.4), where zi = (1 - A)/11 -AI and z, =A-y. The last integral F3 with y near 

zero and x away, follows similarly giving the same order. 

We can now write 
P2(A) = Y(, \) + F, 

where 

X)-2 X2 (2w)-2 
f (x) dx dy f (x + y) f (y)2 ff 

(1 - \f (x»(' - \f (y» 

11- 

Af (x + y) \f(x)f(Y)l 
ut 

and F=F, + F2 + F3 is the error from considering the integral on the smaller region U, and 
satisfies 

IF1 < D(c) (C + log 11 - xI - 1) 

Err-or from expamlon. The next step is to replace the characteristic function by its expansion 
( ý. 1.7) under the integral sign to allow for explicit calculations. This will introduce an additional 
error term E(A) which satisfies the bound 

, 
\1-3, for R(A) ýý. a. JE(A)l < 
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The proof of this involves lengthy calculations and is given in full detail in appendix A. 

Expan ion of the integral. Having estimated the errors arising from using the expansion 

(: ý, i. -i) we now have the Mowing expression for p2(A), 

P2 (X) = 
\2 dx dy 

41r2(1 - \)2 
(ffU. 

(1 -\+ \-yIXI)(1 _\+\, ylyl)(1 -\+ \-yIX + yl) 
dx dy 

- ffu. (1 -X+ \-ylxl)(1 -X+ \-ylyl)(1 -A+ \-y(Ixl + lyl» 

+E+F, 

where for R(A) >a 

JEJ C(C)II _ AI-3, 

IFI <, D(c)ll _ AI-2 log (11 

We will consider p2(A) as the difference of two integrals which we shall treat one by one. 

The first integral is given by 

dx dy flu. 
(1 -X+, \-ylxl)(1 -X+ \-(IYI)(1 -, X +, \-ylx + YI), 

To simplify the calculations we first enlarge the region of integration to [0,00)1 introducing a 

new error term H(A), 

dx dy flu, 
(1 -x+\, ylxl)(1 -\+ X-flyl)(1 -X+\, ylx + YI) 

dx dy 
X+\, yixi)(1 -X+ \-ylyl)(1 -A+ \-ylx + YI) - 

H(A), 

where H(A) = Hi(A) + H2(A) + H3(A) and 

H 
dx dy 

,=1,., 
:. 

f', 

' (1 -A+ xý -1xi) (1 -X+ Äy 1 YI) (1 -X+ A-(IX +y 1) 

H2 dx dy 
X+ \-ylxl) (1 -X+ Äylyl) (1 -X+ \-y Ix + YI) 

H3 dx dy 

,£:. (1 -X+ \-tlxl)(1 -X+\, ylyl)(1 -X+ \-ylx + YI) ' 

The calculations involved in bounding these terms are fairly lengthy and thus they are given in 
full detail in the appendix. For HI, by LemmaA -2.: ý, we have the uniform bound 

IHI I<e dx dy flyl>e f. 
11 -A +, \-tlxllll -A + AYlyllll -A + Ay Ix + Y11 

Al-I 
K dx dy llyl>K fK 

IZI + Z212dIIZI + Z21YIIIZI + Z21X + Yll 

55 



CHAPTER 3: AsYMPTOTICS FOR THE INTERSECTIONS OF RANDOM WALKS 

<, D(e) log 
(11 16 

A) 

Similarly for H2, by symmetry and the bound for HI, we have that 

IH21 < C, --'Iog 11 -Al-1. 

Finally we have IH31 <C+D(E)10911 - AI-' by Lemma A. 2.4. 

Let for now A be real and AE (1/2,1). A straightforward calculation gives 

dx dy -1(, )-2,72. 
JfR2 

A+ 

Since both sides of the above equality are analytic on the open unit disc, and equality holds for 

all real AE (1 /2,1), by analytic continuation it must be true for all AEIzEC: IzI<1}. 

Now we can move on to consider the next integral 

dx dy flu, 
(1 -A +, \llxl)(1 -X+, \-ylyl)(1 -X+ \-y(Ixl + lyl» 

ffi dx dy 
H' H' H,, 

it2 
(1 

-\+\, YIXI)(1 -\+\, flyl)(1 - j\ + \, Y(Ixl + lyl» 12 

where 

H, A+ 

H2' 

H3 
YjXj)(j 

dx dy 
A +, \, ylyl)(1 -A+ AY(Ixl + lyi» 

dx dy 
A+ A-flyl)(1 -A+ \-«IXI + lyl» 

dx dy 

-X+ \-ylyl)(1 -A+ \-Y(Ixl + lyl»' 
Using Inequality and the fact that on the region of integration jyj > jxj, we have the 
upper bound 

HI'l < 11 -. \I-' 
dx dy flvl; 

OK 

JI. 

I<K IZI + Z21XIIIZI + Z21XIIIZ1 + Z2(IXI + IYI)l 

< cli - Arl dx dy fiVI; 

PK 

fl. 

I<K IYIOXI + IYDIZ1 + Z21XFI 

oo K 
C11 dx dy fK 

21Z, Tj 
fO 

Y+ Z2FIl 

Ka 

f c; dy IK dx <, Cil - Al-I 
y20 IZI + Z21XII - <, C11 -, \I-'K-1 log(Il 

where the last inequality follows from Inequality (3 -2- C)) - Then by the definition of K 

IH, 14 D(e) log(l 1- AI -'). 
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Similarly by symmetry, the same bound holds for H2' 

H2" < D(c) log(Il -Al-1) 

Finally by Inequality (13-7, b) and the fact that for x, y>0 we have x+y>, fx-y 

co 00 dx dy 
Hýl <-- C11 - Ai- ' fK fK 

IZI + Z21XIIIZ1 + Z21XIIIZI + Z2(IXI + IYI)l 

00 m dx dy 
cli 

fK fK 

xy(x + Y) 

c 

00 00 dx dy <, cli - Al-I 
fK fK 

xy vrx-y 
< Cc-111 -AI < D(E). 

It is straightforward to calculate for real AE (1/2,1) 

dx dy f-". o f-0,0., 
(1 -A+ \-ylxl)(1 -A+ \-ylyl)(1 -A+ A-y(lxl + lyl)) 

-1(, -2 
C* 00 dx dy 

\, Y) 
f. f. 

(1 + lxD(l + lyl)(1 + OXI + lyl)) 
-1(, -2 \_Y) 27r2 /3. 

By analytic continuation this equality remains true for all complex A with JAI < 1. 

Using all of our estimates, we have the following expansion for p2 (A) 

00 
p2(A) = Ea2(n)An 

n=O 

where 6 is the sum of all the errors and for R(A) > 

161 < 
, 

\1-3 + D(c)ll _ \1-2 + D(c)ll _ AI-2 log 
(11 1 

Al) 

where C(c) -+ 0 as c -+ 0, while D(c) may be unbounded as e -+ 0. 

We define the function 
1 

-(l f 0) ý 6(A) P2(-\) - 12, y2 

For R(, \) >a we have by our previous calculations 

if (, \)I < 
,4 

C(,, )Il _, \1-3 + D(s)ll _, \1-2 + D(c)ll _ \1-2 log 

while for R(A) <a it follows from the arguments given for the a3 (n) that If(A) I<K, for some 
positive constant K. Thus f satisfies the conditions of Lemma 3.1.2, and using the fact 

f(1 2+ 
ýn 

22n 
+ \)-3, 

n=O 
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we have 

a2(n) -1 
(n 2+ 3n 

+ 1) 4K + C(E)n2 + D(E)n + D(, -)n log(n). Y27 TT 

After we divide by n2 and take limits as n --ý oo we have 

limsup 24-y 2a2(n) 

n-+oo 

I 

n2 

The arbitrary nature of e and the fact that C(, -) -4 o as e --ý 0 imply that 

lim 
124, y2a2(n) 

n-. +o. n2 

and therefore 
l2 

a2(n) , T4? n 

3.2.4 Third and fourth terms 

We now consider the sum over B2. 

b2(n) E [P(Si, = 
Sh 

I 
Si2 

= Sj. ) 
- 

P(Siý = Sjl)P(Siý = SjA 

B2 

F, [P(S-I+M2 
= SMI+ln2+M31 SMI = SVnl+M2+M3+M4) 

rnEm. 

- 
'ý(SMI+M2 = 

SMI+M2+M3)P(SMI 
= 

Synl+yn2+M3+M4)] 

=Z [P(SM, 
+", = 0)P(SM., = 0) 

-= OMSM3 0)], 

MEM. 

where M,, is the set of 5-tuples (mi, mb) such that Ml i M4) M. 5 > 
., 

0 and M2 , M3 >0 such 
that m, ++ mb = n. For J= 1-7r, v) we have 

a2(A) = 1: b2(n) \n 

n; W 

(1 
_ 

Ä)-2 
EEE \M2+M3+7n4 

[P(SM2+M4 
= 0)P(SM3 

M3; 91M2>1M4>0 

- 
P(SM2+MS+m, = OMS-, = 0)1 

= (I - A)-2(21r) -2 
1: 1: E \m2+m3+tn4 

ff, 

2 

(f-2+-'(X)f'3(y) 

M3? t I M2; ý I M4; 00 

f vn2 +ma +m4 (X) fvn3 (y)) dx dy 

(I \)-2(21r) -2 
X2f(X)f(y) Px) 

dx dy. 
fJJ2 

(1 - \f (X))2 (y))(1 _ \f (X)f (V)) 
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It is trivial to see that this is of the same order aS PAA) and thus we have that 

b2(n) - (2(27r) -2, Y-2 + C(E))n 2. 

Now consider the sum over Bl. 

f(ilt il) i21 M: 0 !ý i2 < il < j2 < il <, 

b3(n) [P(Sjý = Sj, Siý = Sjý) - IP(Siý = Sjý)]P(Si, = Sj, )] 
A2 

1: [P(S'111+M2 
= SMI+M2+M3+M41STni = SMI+7n2+M3) 

mEMn 

- 
P(SMI+M2 ý 

SMI+M2+M3+7n4)]P(S-1 
= 

Synl+M2+M3)] 

=E 
[lp(SMý+-ý = 01 SMý+-. 

= (» 
- 

]"(S-1+-3 == (»] 
1 

MEMý 

= 
1: [ 1: P(SM2 X) 

MEMn ZEZ2 

- P(SMI+.. = 0)P(8.. +M. = 0)1 , 

where A, is the set of 5-tuples (mi, .--, mr, ) such that mi, m5 >, 0 and M2, M31 M4 >0 and 
mj++m5fl. 

Then we have 

or3(, \) = (1 _ \)-2t\3 (27r) -2 

f (X)f (y) 
1- \f (x 

(y) xx[ 
f(X+y) f (X)f ] 

dx dy. 
li li 

(1 - \f (x» (y» , \f (x + y) X (y) 

It is straightforward to show that this has similar expansion as p2(A) and thus we conclude that 

b3(n) - a2(n) -1n2 24, y2 

Condtolon. Recall that the variance of the self-intersections is given by 

Var(Vn) = 4(a2(n) + a3(n) + b2(n) + b3(n)). (3.2.7) 

Our calculations have shown that 

a2(n) - b3(n) -n2 /24, y2 . 
a3(n) - b2(n) -n2 /21r 2y2. 

Thus we can conclude that 
11 

Var(V,, ) -4 ; 727 + 
12-y2 

)n 
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3.3 Proof of Theorem 3.1.3(ii) 

We begin with the decomposition given in the proof of Theorem3.1.3(i), and we write 

Var(V,, ) = 4(a2(n) + a3(n) + b2(n) + b3(n)). 

We first obtain bounds for quantities of the form 11 - Xf (t)l, 11 - Xf (t)f (s)l. 

3.3.1 Preliminary Calculations 

It is now shown that Lemma 3.2.1 can be extended to two-dimensional characteristic func- 

tions satisfying (3. I. S). We do not give a proof as it follows from the calculations for the 

one-dimensional case and the following two facts. 

First note that R(t) = O(It12) as t -4 0 and thus for each > 0, there exists a positive 19, SuCh 
that 

,. Iz 
OcItI2, JR(t)l < 

where 0, -+ 0 as c -+ 0. Second there are constants Cl, C2 >0 such that 

C ItI2 < IFI/2tl2 < C21t12. 

To avoid cumbersome expressions we write 

g(tl 8) : 'ý- 
ItIE + ISIE- 

The proof of the following lemma is identical to the Proof of Lemma : 1.2.1, a direct analogue for 
the one-dimensional cue. 

Lemma 3.3.1. Let t, 3EJ= [-7r, 7r)2, AEC with JAI <1 and fix Ct E (0,1). Suppose that 
e>0 is small enough, and C(e) >0 is a generic constant such that C(e) -+ 0 as s -+ o. 

(i)For all Iti >, c 

11 - Af (« >, C(e) > 0, 
11 - \f (t)f (A >, c(E) > 0. 

(3.3.2) 

(ii) For all It I<c and R(A) <, a 

11 - Af(t)l >1 c> ol 

Af (Of (S)l >, C>0. 
(3.3.3) 

(iii) For ItI, Isl <c and R(A) > a, and some A. -+ 0 as c -+ 0, 

A 
ocitlE > cItIE > 1 

-A + Cjtj2, (3.3.4) Af (01 >1 
2 

ItIE 
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11 - Af (Of WI >, 
11-A+2 

g(t, S) Aeg(t, s) C(Itil + IS12), (3.3.5) 

11 
-f 

(t)l < 
_ 

Cjtj2. (3.3.6) 

(iv) For R(A) > ci and zi =- (i - A)/jl - Al, Z2 = A/2, 

IZ1 + Z2rj - Or >C>0, for 0<r<6, (3.3.7) 

JZ1 + Z2rj - Or >, Cr, for all r>0, (3.3.8) 

JZ1 + Z2(r + s)l - 0,, (r + s) >, - 
C>0, for allO< r, s <(5, (3.3.9) 

IZI + Z2(r + s)l - 0, (r + a) >, C(r + s), for all r, s>0. (3.3.10) 

Remark 3.3.1. Note that from the proof we also obtain the following bounds for jtj, jsj <6 and 
some C>0 

1- X+ 
21t"I 

Cjtj2, (3.3.11) 

A+ v(t, $)I C(ItI2 + IS12), (3.3.12) 

for all e small enough. 

3.3.2 The first term 

Let us now consider the sum over A, 

A3 ý-- j(ilJlti29j2) '0< il <-t i2 < j2 <-, il 

Then we have 

a3(n) [F(Si, = Sj� Si, = Sj, ) 
- 

P(St, = Sj, )P(Siý = Sjý)1 
'73 

E [P(SMI 
= SM1+M2+M3+M47SMI+M2 = SMi+M2+M3) 

MEMn 

- 
P(SMI 

-ý 
SMI+M2+M3+M4)P(SMI+M2 

= SMI+M2+M3)] 

=E 
[P>(Sm2+m3+m4 

= 0, Sm3 = 0) - I(Sm2+fns+M4 = (»P(SM3 = 0)]' 

MEUn 

where M,, is the set of 5-tuples (mj,..., rn5) such that MI, M2, M4, M5 >- 07 M3 >0 and 
mI+---+ ms = n. Using the Fburier inversion formula for the probability of return to the origin 
for two-dimensional random walk 

P(Sn = 0) = (27r)-' li fn (t) dt, 
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where J= [-7r, 7r)2 , and by calculations similar to those for the one-dimensional case 

p3 (A) =E a3 (n)An 

n_>O 

\)-2 (21r) -4 
Af (s) (1 -f (t)) dt ds ff 

(1 - \f (t))2 (1 
- \f (8))(1 - \f (t)f (S)ý 

J2 

By calculations similar to those in section 3.2 we have that 

K, for R(A) <, a, 

for some aE (0,1). 

From now on assume that R(A) > a. 

Fix a small e>0 and let 
U, = f(t,, 9) E j2 : Itl < E, ISI < E}. 

Integral away from zero. We claim that all significant contributions in the integral above 
come from the region U, To see this we bound the integral when at least one of the variables 
is bounded away from zero, 

F(, \) \f (s) (1 -f (t» dt ds llj2\U. 

(1 - \f(t»2(1 
- \f(8»(1 - \f(t)f(8» ý 

which we decompose as follows, 

Af (8)(1 -f (t» dt ds Fi (X) = 
IJ\Bdr(0) fJ 

(1 - \f(t»2(1 - \f(, q»(1 - \f(t)f(, 9» 

F2 (X) = 
Af (8) (1 -f (t» dt ds fJ fJ\B. 

(0) \f (t»2 (1 - Af (8» (1 _ Af (t) f (8» 

F3 (A) = 
\f (3) (1 -f (t» dt ds fJ\B#(0) fJ\B. 

(0) Xf (t»2 (1 - \f (, g» (1 _ \f (t) f (, q» 

where B,, (0) CJ is an open baU of radius - around 0. 

Let us consider I, first. Then since jal >, e, by Inequality (3.3.2) 

1 F, (, \) 1< 11 -f (t)i dt ds fj\B«(0) li 

\f (t)1211 
- \f (8)111 - \f (t)f (, 9)1 

9 D(e) 
11 -f (t)1 dt li 
11 - 

\f(t)12 

9 D(e) C+ 11 -f (t)1 dt), IB. 

(o) 1, - \f (t5 12 

where recall that D(e) stands for a generic positive constant that may be unbounded as e --+ 0. 
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Since R(A) > a, by Inequality (1.3.1), the change of variables El/2t, -* t, and polar coordinates 

IFI(A)l D(e) 
IB. 

(0) 

jtjrý dt 

_ oeltlx: )2 (11 + ý2PIEI 

D r2r dr fo 

(11 -A+ 
Ar2l 

- Or2)2 
2 

D(e) rdr fo 

11 -A+ 
Ar2l 

- Or2 
2 

<, D(e) 
el dr 10 

11 -X + irl - oj 2 

D(e) dr 10 
1Z1 + Z2'rl - 0�r 

and for some 6 small enough, by Inequalities (: 1 -3 - 7) and (3.: ý. 8) 

D(c) C+ 
"Ill-Al dr I's 

r 
D(c) (C + log(l 1- Aj)). (3.3.13) 

On the other hand, for F2(A) we have 

II2(, \)l < 
11 

-f (t)l dt da I fJ\B, 

(0) _ \f (t) 12 11 - \f (8) 111 - \f (t)f (8) 1 

<, D(c) 
ds 1 

11 - Af (S)l 

D(e) C+ ds 
I+X Jq 121 

fB. 

(O) I 

0 
<, D(e) C+f' rdr 

0 11 
-A+ 

Ar2l 
- Or2) 2 

,< 
D(E)(C + log(li - Al-')) 

by the same calculations as for F, (A). 

The case when both t and s are bounded away from zero is trivial and the integral in this region 
is bounded above by the constant D(c) by Inequality (3.3.2). 

These facts imply that 

(1 _ X)-2(27r) -4 Xf (s)(1 -f (0) 
- 

ff 

(1 - \f (t))2 (1 q (S)) (1 - \f (t) f (S)) 
ue 

where 
F (X) = F, (A) + F2 (A) + F3 (X), 

is the error from integrating only over U, and not over the whole region j2. By the above 
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calculations we have the bound 

IF1 <, D(, -)Il _, \1-2 log(l/ll _, \I) + D(, -)Il _ \1-2, when R(A) > a. 

Error from using the expansion. The next step is to use the expansion inside the 

integral sign in order to make exact calculations possible. When we replace the characteristic 
function by its expansion, an additional error term E will appear given by 

E= C(l _ \)-2 (27r) -4 
Af (s)(1 -f (t) dt ds) flu, 

(I - \f (t))2(l - \f (8))(1 - \f (t)f (8)ý 
AltlE 

ý/2 
dt ds 

+ AltIr 
, 
)2(l +A+ 

- 

flu. 

22 2(ItIE + ISIE))) 

In Appendix A it is shown that when R(. \) >a 

JEJ < C(c)jl - AI-' 

Error from region of integration. Having estimated the error from the use of the expansion 
we now use polar coordinates to obtain the following expression for P3(A), 

P3 (A) --": 
AcIc 

ý-l 
-A+ Ar - 

r3s dr ds 
(1 - A)2(27r)21EI 

10 

0 2T2(l 
-A+A 2)(1 2 +82)) 2 -ý S-A+ ! ý(r 

2 

+E+F. 

To simplify calculations we extend the region of integration to the whole of [0,00)2 to get the 
expression 

A 00 00 P sdrds 
PO) ýý (1 - \)2(27r)21EI 

Jo 10 

2 
2)2(l + Ar 

2 82) +A r2 + S2)) 

+E+F-H. 

where H= H(A) is the error from integrating over the larger region [0,00)2. We split this error 
into a sum of three terms 

H(A) C(l _ \)-2 (H, (A) + H2(A) + H3(, \)), 

given by 

00 c 
HI =- CP sdrds Ll 

-A+ 
Ar2)2(l 

-+A, 92)(1 -A+ c022 

H2 aCr3s dr ds 
600 

if 

(1 -A+ 
\r2)2(l 

-\+ 
A82)(1 + A(, r2 + S2)) 0z122 
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0000 
H3 C r3s dr ds 

(1 -A+ 
Ar2)2(l + AS2)(1 

-A+ 
A(r2 + 82)) 222 

We proceed by bounding these integrals for R(A) >aE (0,1). For H1, by Inequalities (3.3.7) 

and (3.3.: ý) 

006 
IHII <Cr3 sdrds 11 

11 -A+ 
Ar21211 

-\+ 
A82111 

-A+ 
A(r2 + S2)1' 

c0222 
ooK 

< cli -. \I-, r3s dr ds 11 

IZI + Z2r2l2lZl + Z2S21 I Z, + Z2(r2 + S2)1 
K0 
ooK K 

<, cli rs dr ds 
-< C11 - Al-'K-1 dr ff 

IZI + Z2r2lS3r 

f 

IZI + Z2r2l 
K00 

: ý, 
C>0, Fix now a small 6>0. Then since for r<5 by the triangle inequality IZ1 + Z2r 21 > 

K5K 
dr dr dr 

T-1 - 
fZ+ 

Z2r2l 

f 

IZ1 + Z2r2j 
+f 

IZ1 + Z2r2l 
006 

00 
C+f 

dr 
< ; 72 

Putting these two last inequalities together we have 

11 
-, \I C11 -, \I-' = D(e), 

where D(c) it; unbounded as c -+ 0. 

By similar calculations, for H2 we have 

e 00 
I H21 <C 

r3 sdrds ff 

11 -A + Ar21211 
-+ 

A82111 +A2+ 82)1' 0c222 
(r 

Koo 

Cil - Al- I r3sdrds if 
IZ1 + Z2r2l2lZl + Z28211Z, + Z2(r2 + 92)1 

0K 
Koo Koo 

Cil - Al-I rs dr ds 
- <, cli -, \I-, 

dr ds if 

r2 IZ1 + Z2 q2 Irs 
If 

r2jZl + Z2S21 
0K0K 

K 

C11 -, \I-'K-1 da 
821 

I 
IZI + Z2 

0 
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And finally concerning H3 we have 

00 00 

JH31= Cff r3sdrds 
r4S2rS 

000C dr ds D 
r282 

Expansion of the integral. Overall, having bound all the error terms we have the expression 

P3 (A) 

A 00 00 r3sdrds 
+E, 

(1 - A)2(27r)21S1 

10 10 

(1 -X+ jýr2)2(1 -\+ 
AS2)(1 

-X+ jý(r2 + S2» 222 

where E is the total error and for R(A) >a is bounded by 

ICI < C(C)ll _, \1-3 + D(e)ll _, \1-2 + D(c)ll _ \1-2 log(1/11 

Assume for the moment that A is real and \E (1/2,1). We can then calculate 

0000 
r 3sdrds 

-3 
ff 

+A r2)2 +A 82) +A (r2 + S2)) 
= 2A 

00222 

Since both sides of the equality are analytic on the open unit disc and equal on the set (1/2,1) 
by analytic continuation they are equal on the whole of the open unit disc. Finally, we have the 

expansion 

P3(A) = (27r)- 21EI-1, \-2(l \)-3 

= (27r)-21F, 1-1(1 
- 

\)-3 + 6(, \), 

Note that the \-2 factor in the leading term has been moved inside the error term (see Re- 

mark3.2.3). Now we are ready to use the expansion Of P3(, \) and Lemma3.1 
.2 to calculate the 

exact order of a3(n). 
It is easy to see that if 

then 

c(n) =1 (n 2+ 3n + 2), 2 

00 

g(A) =- E c(n), \n = (1 - A) -3 

n=O 

Recall that p3 (A) EZ. 0 a3 (n)An. Define the ftinction n= 

p3 (X) -9 (X) 
- 

The function f satisfies the conditions of Lemma :ý-1 .2 since by our previous calculations we 
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have that 

If I <1 
JK, 

if R(A) 

Then Lemma 3.1 .2 applied to f implies that for all n, 

ja3(n) - c(n)l < 4K + C(, -)n 2 +D(c)(nlogn+n), 

and thus dividing by n2 and taking limits as n -+ oo we have the inequality 

I ja3(n) 
-1 21 < limsup n ,,, C(c). 

n-+oo n2 87r2lEl 

The arbitrary nature of c along with the fact that lim, 
-, o C(E) = 0, imply that 

lim 1 ýa3(n) 
- -1 n n-+OO 

j2 

and thus a3(n) - n2/8lr2lEl as n -4 oo. 

3.3.3 Second term 

Now we consider the sum over the set A2, 

A2ý f(ilijiti2ii2) :0 <- il <k i2 < il < j2 < nj. 

a2(n) 1: [P(Si, = 
Sh 

I 
St2 

= 
Sj2) 

- 
'ý(Sil 

= Sjl)P(Si2 
= 

Sj2)] 

A2 
E [P(SMI 

= SMI+M2+M31 SMI+M2 = SMI+M2+MS+M4) 

MEM. 

"2 SMI+tn2+M3)P(SM1+M2 
ý- Stnl+M2+M3+M4)] P(SMI 

«' 

- 
IKSM2+M3 = (»lp(SM3+M4 

= 0)1 
1 

Ilp(SM2+M3 
-= 

01 SM3+M4 0) 

MEM. 

=E 
[E 

P(SM2 = x)P(Smý = -x)IP(Sm,. = x) 

MEMn ZEZ' 

- P(S. ý+., = 0)P(Smý+m. = 0)1 1 
where M,, is the set of 5-tuples (ml,..., m5) such that MlM2, M5 >, 0 and M3, M4 > 0- 

Then we have 

p2(, \) (1 - \)-2, \2(27r)-4 

xf 
(t) dt d8 f(t+S) f (S)2 I jjj 

Af (0) (1 - Af (8)) 1- Af (t + S) 1- Af (t)f (S) 
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(1 
_ 

\)-2, \2 (27r) -4f(t) fi 1 

(1 
- Af(t))(l - Af(s))(1 - AM + SM1 - 

Af(t)f(s)) 

X [f(t + S) (1 _ \f(t)f(S)) 
_ 

f(S)2 (1 
- Af (t + s))] dt ds 

= (1 _ \)-2 A2 (27r) -4 
li li 

X(t, s�\) dt ds. 

By calculations similar to those in section : 3.2 we have that for some constants K>0 and 

aE (0,1) 

jp2(A)j < K, for R(A) < a. 

Rom now on assume that R(A) > a. 

Fix a small c>0 and let 

Ug = {(t, 8) EJXJ: Itl < 6,181 < el. 

Integral away from the origin. We claim that all significant contributions to the integral 
Y(A) come from this region, so let us consider the integral when t or s is bounded away from 

zero. Obviously if both are bounded away from zero the integral is bounded above by a constant. 
Note also that when R(A) <aE (0,1) the integral is bounded above by a constant. Assume 
from now on that R(A) > a. 

Consider for example the region V (t, 8) EJXJ: ItI > 6, Isl < 6/21. It is trivial to show 
that in V, It + sl is also bounded away from zero. By similar calculations as for the first term 

I X(t, s,. \)dtds <, D(c) ds jv 
11 

- 
AAS)I 

D(c) ds 
D(e) log 

,\+ 
AIS121 

- E)z 
181<e 

ill 
-2 IS121 

where once again D(e) Is a generic positive constant, which may be unbounded as e -* 0. The 
other cases follow similarly giving the same or smaller order. 

We can now write 

(1 _ \)-2, \2 (21r) -4 

xf 
(t) dt ds f (t + S) f (s), 

+ F(A), 
if 

(i 
- Af(t))(1 

- 
APO) 

11 

- AN + -R) 
1- AMMS)l 

U. 

where F(A) is the error term from integrating over U,. and satisfies the bound 

IF(, \)l < D(, -)Il - 
\1-2 log(1/11 _, \I). 

Error from the expansion. We now only have to consider the integral on a small neighbor- 
hood of the origin. Near the origin we can use the Taylor expansion (: ' )-I., ') of the characteristic 
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function under the integral sign, to make exact calculations possible. This will introduce an 

error term E= E(A) for which we have the bound 

JE(A)j < C(C)IJ -, \1-3, 
,; z for R(A) > a. 

The proof of this bound is given in full detail in Appendix A. 

So far we have the expression 

P3 
A2x dt ds 

(1 - 
A)2(27r)4 

J'Ul 

4ItIE)(1 
-A+ 

41910(1 
-A+ 

A2 It + S-I-) 
A2 dt ds 

(1 A)2(2w)4 (1 A 

if 

PRO -A+ 
A21,81E)(1 

-A+ ý2`(JtJE + ISIE))) 

U, 

F+E= Yj(A) - Y2(A) +F+E. 

The above expression gives p3(A) as the difference of two integrals plus some error terms. We 

will treat these integrals one by one. 

Expansion of first integral. For the first integral we have 

y _, \)-2, \2 -4 (27r) 

dt ds 
2 

ItIr)(1 +4 ISIE)(l 
-A+ '2 \ It + SIE)* 

ffU- 

(1 
- '\ + A2 

To make exact calculations possible we extend the region of integration. Assume for now that 

,\E (1/2,1) is real. For such \ we have 

dt ds 
(1 -A+ 

'N'ItIE)(1 
-A+ ýýISIE)(l A+ '\ It + SIE) 22 

0000 ir 

rs dt dr ds 
(I -A+ '\r2)(1 -+ 2)(1 2 +S2 

0 0-ir 2 2S -A+ 
A2 (r - 2rs cos(t))) 

- Il - 12 - 13 
1 

where we define 

I, = JEJ-111 dki dk2 if 

IZI + Z21k, 1211Z, + Z21k2 1211 Z, + Z21k, + k2 121 ' 
lkil<KQk2l 

12 = IF-1-111 Al-I 
dki dk2 ff 

IZ1 + Z21kil2llZl + Z21k2 121 IZI + Z21ki + k2 121' 
lk2l<Kir,, lkll 

13 = Al-I dki dk2 if 

IZ1 + Z21kil2llZl + Z21k2 1211Z, + Z21ki + k2 121* 
K41kil, lk2l 
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By analytic continuation this representation holds for all complex A with JAI < 1. For such A we 

now bound the errors Ii for i=1,2,3 and R(A) > a. By Lemma A. 4.4 and symmetry 

111 1,1121 <, D(c) + D(E) log+ 11 -AI-1, 

while by Lemma A. 4.7) we have 1131 <, D(c), where as before D(, -) >0 may be unbounded as 
E -+ 0. 

Therefore, from the above, the usual change of variables and Lemma AA -3 we have that 

0000 IEI-IA2 rs dr ds Y, (A) + C, 2(l 
- 

\)3 j 

(f(l+Ar2)(J+AS2) 

/, T+T--. 
\2r282 

47r A,, (r2 + S2))2 0022 
V(l +2 

where E is the total error and satisfies 

161 < D(c)ll _ 
\1-2 + D(, -)Il _, \1-2 log+ 11 _, \I-l + C(6)11 _, \1-3. 

Expansion of the second integral. Thus we now have the following expansion 

\)-2 -4, \2 y (21r) 
dt ds ff 

(1 + ItIE)(1- A+ A(Ekls))(i -A 
+X(ItIE + 181r)) 

U. 22 

,.; z 
C(E)IJ -, \1-3. where C is the error from the Taylor expansion, and satisfies the bound 1,01 < 

Let us now consider the integral above. Assume for now that X is real and lies in the interval 
(1/2,1). Then we have 

dt ds ff 

(1 -A+ "I' ItIE)(1 -A+A ISIE)(1 -A+ 
U, 

2 2(ItIE + ISIE)) 

If dt ds F'r, 
II 

It12)(1 +A IS12)(1 + \(ltl2 + IS12)) 
ug 22 

IEI-1(27r)2 rs dr ds ff 

(1 -A+ 
Ar2)(1 

-+ 
A82)(1 

-+ 
ý#2 + 82)) 

00222 

rs dr ds 
"O"o 

(1 -A+ 
\r2)(1 

-+A, 92)(1 -+ 
A(r2 + S2)) 

001 71 2 

- Il - 12 - hi 

where we define 

00 e 
Ii = IEI-1(27r)2 

if 

c0 

rsdrds 
A+A 2) +X 82) (1 2 +82)) jr + 2ý(r 

2 
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coo 
JE 7r)2 

rs dr ds 
12 ý+ 

r2) +A S2) + '\ (r2 + S2)) 22 0 
0000 

13 ý IEI-1(2r)2 rs dr ds ff 

(1 -A+A r2) (1 -\+A 82) (1 -A+A (r2 + 82)) 
c6i22 

By analytic continuation the expansion also holds for complex A with JAJ < 1. For such A we 
now bound the terms Ii, i=1,2,3. By Inequalities (1 .3- 7) and (3 .3- s) and a change of variables 

ooK 

cli - Al-I rs dr ds 11 

IZI + Z2r2llZl + Z2S211Z, + Z2(r2 + S2)1 
K0 

ooK 

< cli -, \I-, 
dr ds 

<, C11 -, \I-'K-1 < C. 
ff 

IZI + Z2r2jS2 
K0 

The bound for 12 is also bounded above by symmetry. So now let us consider the integral 13. 

0000 
1-1 rs dr ds 13 < Cll -A 

ff 

IZI + Z2r2jjZI + -2S211Z, + Z2(r2 + 82)l 
KK 
0000 

Cil - Al-I dr ds ff 

r282 
KK 

CII -, \[-'K -2 = Cl, _, \I < C, 

since 11 - AI <1+ JAI <, 2. 

Now we can calculate for AE (1/2,1) the integral 

0000 
rsdrds 

+ r2 )(1 +2 32)(1 +, 2 
(r2 + 82)) 

00 
0000 

x)-I rsdrds 
(1 +A 2)(1 + A82)(1 + A(r 

8 ýr 222+ 
2)) 

1ý 

0000 

A) -1 
dr ds If 

(1 +Ar)(1 + As)(1 + A(r + s)) 00 
0000 

dr ds jr2 x-2 
+ s)(1 + (r + s)) 

00 

All these facts together imply that we have the expansion for Y2(, \) 

\)-2 )21EI-1/2(l X) 1 7r2 (27r)-4A2(27r 
-, \-2 + 
6 

2 
(27r)-2 IEI-1/2 _(l _ A)-3 +6+I, 

6 
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es JEJ 
ý' 

C(E)Ij -'\J-3 where C is the error from using Taylor under the integral sign, and satisfi < 

, 
C11 -, \1-2. while III '< 

Calculation of the order. We are now ready to calculate the exact order of a2(n). We have 

seen that 

yl (A) - Y2(A) 
0000 

2 -21F -1/2( -3 dr ds 7r 2 

7r) A) 
+ r) + S) \/-(l -+r + S)2 - 4rs -6 (0 

0 where for R(A) >a we have 

EI < C(, c)ll _, \j-3 + D(--)il _ \j-2 log(11 -, \1-1) + D(e)11 _, \1-2. 

Now putting summing the error terms from the two integrals we have 

P2 (A) = (21r) -2XIEI-1/2(l _ \)-3 +c 

where 0000 dr ds jr2 
++ 8) V(1 T-r ý+s)2 

- 4rso 6 
00 

and thus by application of Lemma: ý. 1.2 and calculations similar to the one-dimensional case we 
have 

a2(n) - 
1(27r) 

-2 IEI- I X2 <- C (c) n2+ D(e) (n log n+ n) 21 

from which we obtain 

1 
-21F lim sup 

12 ja2(n) 
- (27r) I-lMn2 

n-+oo ni 

and by the arbitrary nature of c and the fact that C(c) -+ 0 as e -+ 0, we finally have 

a2(n) ý, 
1 (27r) -21EI-1 xn 

2. 
2 

3.3.4 Third and fourth terms 

We now consider the sum over Bl. 

b2(n) E [P(Si, = 
Sh 

I 
Si2 

= 
Sil) 

- 
P(Siý = Sjl)P(Sil 

= Sj. )] 

B2 

E [P(Sfnl+M2 
= SMI+M2+M39SMI = SMI+M2+M3+M4) 

Inem. 
P(SM 

I +M2 " '= 
SMI+M2+M3)P(SMI 

= 
SMI+M2+M3+M4)] 
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=E 
IP(SMI+.. 

= OMS-3 = 0) 
-= 

0)F>(S.. = 0)1, 

MEM. 

where M,,, is the set of 5-tuples (ml,..., m5) such that Mli M47 M5 >0 and M2, M3 >0 such 

that mi +... +m5 =n. 

Or2(, \) ýZ b2(n). \ n 

n>O 

= (1 _, \)-2 Z 
_. d 

EE 
'\M2+M3+M4 

[P(SM2+'n4 

= (»P(SM3 = (» 

m3:, m2>1 m4>ýO 

- 
P(SMI+-ý+-4 = OMSM. = 0)] 

_, \)-2(2ir) -4 
EEE \M2+M3+M4 

11 (f 
M2+M4 (t)fM3 (19) 

MSý>IM2ý>IM4; e0 j2 

fm2+M3+M4(t)fM3 (s» dt ds 
\2 f (t) f ('S) 1-f (t) 

(1 \f (t» 2 (1 \f (8» (1 \f (t) f (8» dt ds 
j2 

It is trivial to see that this is of the same order as p3 (A) and thus we have that 

1 
b2 (n) ,ý (21r) -2 jrl-ln 2 

Now consider the sum over B3. 

B3 : ý-- {(i I tili 
i21j2) :0< i2 < il < j2 < il 

b3(n) E [P(Sil = Sj, Si, = Sj, ) - IF(Si, = Sjý)P(Sj, = Sj. )] 
A2 

E [P(SMI+M2 
= SMI+M2+7n3+M4$ SMI = SMI+M2+M3) 

MEMn 

- 
P(SMI+-' 

= 
SMI+-ý+M3+M4)P(SMI 

= 
SMI+M2+M3)] 

lp(SM2+M3 
= 

09 SM3+M4 
" «= 0) - 

P(SM2+M3 = (»lý(SM3+M4 = 0)1 
1 

MEUn 

= 
1: [ 1: P(SM2 = X)P(SM3 X) 

MEM. ZEZ2 

- P(SMI+MI = 0)P(SM. +M. = 
where M,, is the set of 5-tuples m5) such that ml, mr, >0 and M2, M31 M4 >0 and 
ml +---+ m5 = n. 

Then we have 

(1-, \)-2, \3 (21r) -4 f (Of (8) 
.[ 

f(t+s) f (Of (S) 
dt ds 

I1 
(1 - Af (t))(1 - Af (8)) 1- Af (t + 8) 1- Af (t)f (S) 

I 
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This has similar expansion as p2(A) and thus we conclude that 

b3(n) - a2(n) -1 (27r)-2 JEJ -I xn 
2 

2 

Conclusion. Recall that the variance of the self-intersections is given by 

Var(V,, ) = 4(a2(n) + a3(n) + b2(n) + b3(n)). (3.3.14) 

Our calculations have shown that 

a2(n) , b3(n) ,I (27r)-2lEl-lXn2 
2 

a3(n) - b2(n) -1 (2w) -2 JEJ-ln 2 
2 

Thus overall we can conclude that 

Var(V,, ) - 4(27r)-21EI-1/2(l + r. )n 2, 

where f 00 00 dr da jr2 

o 

10 

+ r) + 8), /(l -+r + 8)2 - 4rs 6 
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CHAPTER 4 

A central limit theorem for 

random walk on random scenery 

4.1 Introduction and main result 

Let So = 0, S,, = E"k=l Xj,, for n>1, be the random walk defined by the partial sums of the 

fid sequence of Z-valued random variables XI, X2, .... Suppose further, that ý(ct), indexed by 

aEZ, are iid, real valued random variables and independent of the Xi. Then by randorn walk 
in random scenery we shall mean the process 

n 
ZO ý 0, Zn ý--E C(Sk), n 

k=l 

In this chapter we shall consider the one dimensional random walk S,, such that the characteristic 
function f (t) of the increments satisfies (3.1.7), and an independent random scenery Jý(i)jj, 

=-z 
with mean zero and finite positive variance a2- Then we define a random variable in D[O, 11, the 

space of right-continuous functions with left limits, 

Yn (t) = v(ix--tZnt, /or vf2n- log n, tE [0,11, 

where [x] denotes the integer part of x and c,, is a normalization constant that depends on n. 

The main result of this chapter is a functional central limit theorem for one dimensional random 
walk in random scenery. We shall show that the laws of Y,, defined above converge weakly in 
D[O, 11 to the Wiener measure. This answers a question raised by Kesten and Spitzer [51 which 
has remained open since 1979. The main result is summarized in Theorem -1 -I-I and is given in 
the next subsection. The proof of Theorem . 1.1.1 is then given in section 1.2. In the proof of 
weak convergence we shall use the asymptotics for the variance of the self-intersections obtained 
in the previous chapter. In particular the upper bound of order n2 we obtained for the variance 
of the self-intersection local time is particularly important since it allows us to obtain the central 
limit theorem almost surely. In other words conditionally on the full history of the random walk 

75 



CHAPTER 4: A LIMIT THEOREM 

A= u(Sn, n >, 0), the observed random scenery (ý(So), ý(Sj),. satisfies the classical central 
limit theorem, for almost every path of the random walk. 

Main result 

We now state the main result of this chapter which answers a conjecture stated in Kesten and 
Spitzer [51 and covers the case of random walk with increments in the domain of attraction of 

the a-stable law with a=1. We have the following limit theorem. 

Theorem 4.1.1. Let So = 0, Sn = En I Xk, n >. - 1 be a strongly aperiodic random walk satis- k= 

ffing 0* 1 Suppose further) that Wa)}aEZ, am iid, real valued random variables and inde- 

pendent of the Xi with mean zero and variance a2>0. Define ZO = 0, Zn = En 1C (Sk), n k= 

and the processes 
Yn(t) = Nj7-r-yZjntj/aV2n log n, tE[0,11. 

The laws of (Yn),,, >o converge weakly in D[O, 11 to the Wiener measure. 

We prove the theorem in the next section. First we show convergence of the finite-dimensional 

distributions and then we prove tightness. 

Remark 4.1.1. Kesten and Spitzer [5) conjectured that if the JXiJ are id. d. random variables 
in the domain of attraction of the symmetric Cauchy law, and Itil axe normal, then {Y,, (t)lt>o 

converges weakly to standard Brownian motion. Theorem 4.1 .1 actually strengthens this con- 
jecture, since variables attracted to the Cauchy law can be shown to satisfy (3.1.7). To see this 

observe that n n 
E[exp (it Xj/n)j =f (t/n)' = 

(1 
- -yltl/n + R(t/n)) 

But then this can be expressed as 

(i -, yltl/n)" + (1 - -ylti/n)n-'nR(t/n) + (1 -, ylti/n)n-2 n2 R(t/n)2 +.... 

The first term converges to e-"ItI, while the rest all converge to zero, because 

(1 -, yltl/n)n-k nkR(t/n)k <, Cn k R(t/n)k _+ 

for k <, n since R(t) = o(jtj). It is well known that e-'*1 is the characteristic function of the 
symmetric Cauchy law, corresponding to the symmetric a-stable distribution with a=1. 
As an example it can be shown that a symmetric random variable with density 

P(X = k) =c 1+ k2' 

where C is an appropriate normalizing constant to make this a probability measure, satisfies 
(; 1.1.7). 
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4.2 Proof of Theorem 4.1.1 

We prove weak convergence of the laws of Y,, (t) in D[O, 11 by first showing convergence of the 

finite dimensional distributions, and then showing tightness, in a manner similar to [3]. 

Weak convergence in D. D= D[O, 11 is the space of functions x on [0,11 that are right- 

continuous with left-hand limits, and V the Borel a-algebra relative to the Skorokhod topology 
(see Billingsley [611). For tl,..., tk E [0,11, define the natural projection 7rt . ..... t, 

from D to RI 

by: 
Irtl, 

-.., tk(X) ý (X(t1)e 
i X(tk» - 

Then Billingsley [611 states that 7ro, 7% are everywhere continuous in the Skorokhod topology, 

while for 0<t<1, irt is continuous at XED if and only if x is continuous at t. For a probability 

measure P on (D, 'D), let Tp consist of those t in [0,11 for which the natural projection 7rt is 

continuous except at a P-null set. We shall also need the concept of tightness for probability 

measures. 

,o of probability measures on a metric space S is said to Deflnition 4.2.1. A sequence IP,, I,, > 
be tight if for every positive e, there exists a compact set K such that P,, (K) >1-e for all n. 

To prove weak convergence we shall be using the following theorem which we quote from [611. 

Theorem 4.2-1. If JPnj is tight and if Pn7r-'.., 
tA; =* P7rT, 1 

... tA,, holds whenever t,... tk all lie 

in TP, then Pn =0- P. 

The Wiener measure assigns zero probability to all discontinuous paths and thus the correspond- 
ing Tp is the whole unit interval. Thus the second condition of Theorem -4.2.1 reduces to showing 
weak convergence of the finite dimensional distributions. To prove tightness we shall use [61, 
Theorem 15-51 which we quote below. We define for positive 5, w., (J) := suplt_.,.,, 5 jx(s) - x(q. 

Theorem 4.2.2. Suppose that, for each positive q, there exists an a such that 

Pnjx: lx(O)l > a} < 17, n>1. (i) 

Suppose further that, for each positive e, v), there exist a 8,0 <6<1, and an integer no, such 
that 

Pnix: w. (6) > el <,, q, n >, no. (ii) 

Then (Pn) ia tight. 

Note that since Y,, (O) =- 0, identically, (i) is automatically satisfied. We shall prove the second 
condition by proving a slightly stronger one. If we can show that: 

for each positive e, q, there exist a 6,0 <6<1, and an integer no, such that 

1 
3Pnl. T: SUP JX(8)-X(t)j>, ej, <j7, n>, no, t4r4t+6 
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then (ii) follows. 

To see why we follow the proof of [61, Theorem 8.31. Let 6>0 be fixed and define 

At=lx: sup lx(s)-x(t)l, >e). 
t4s<, t+b 

We split [0,11 into intervals of the form (0, (i + 1)61. If Is - tj < 6, then s, t lie in the same or in 

adjacent intervals. If for some xED we have wx (b) > 3e, then there exist s, t with Is -tI<5 
with Jx(s) - x(t) I >, - 2e. Assume s, tE [ib, (i + 1)61. Then by the triangle inequality 

jx(s) - X(ib) I+ lx(ib) - x(t) I >, 2, -, 

and thus at least one of the terms in the left hand side must be greater than c. Similarly, if 

,qE [(i - 1)3, iM and tE [iJ, (i + 1)61. This proves that 

W, (6) >, 3--1 Aib, 
i<6-1 

from which it follows that 

P�{x: w. (6) : 3E1 <, P�( U Ai6) <, E P, (Aj6), 
i<d- 1 i<6-1 

and thus P,, Ix : w., (&) >, 3e} <, (1 + [1161)6rl < 2q. This proves (ii) with -,, q replaced by 3e, 2q. 

By the definition of Y. (t) it is clear that if t= k/n and t+6= j/n, k<j<n, then (W) 
becomes 

P{ sup JYn(s) - Y,, (k/n)i >, e} < q, k/n<s4j/n 

or equivalently 
P( sup I Zk+j - Zk I >, ca V/n- log n) < q. 

i4n6 

If t, 6 are not integral multiples of 1 /n then we can find k, j such that 

tk+t+6<i 

Then 

SUP lyn(s) - Yn(t)l 2ý SUP lyn(s) - Yn(t)l 
t4fi4t+6 k/n4s<j/n 

$up 
cI 

Z[na) - Zk 
k/nlýs<j/n ovfnr-tro-gn 

max 
c- 

Al 
i4i-k; vrn-To-gn 

1 Zk +' 

< max 
c 

IZA; +i - Zkl, 
i4n6 avýn-To-gn 

where the last inequality follows since if n is large enough we have j-k< nb. 
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We now show that the above condition reduces to: 

for every positive c>0 there exist aA>1, and an integer no such that, if n> no, then 

P{Ma'X 1 Zk+i - Zk 1 >, Au %, 
7n- log n1<, -e (iitl) 

i, <n T2 * 

By the above, with i7E 2 instead of E, there exist A>1 and an integer nj such that 

Pf MaX I Zk+i - Zk Aor Vlrn- log n} <, 
77E 2 

i<, n \2 

forn>, nl and k>1. Letd=c 2 /, \2 E (0,1), and nio an integer exceeding nl/b. 

If n >, no, then [nJ] >, ni and by (ii") 

P{max lZk+i - Zkj >,, \a\/-n-lognl < 7762 

i4 [n6) \2 

and thus (W) follows. Finally if, as in our situation, {Zi}i>o is defined as the partial sums of a 

stationary sequence then (W) becomes 

E P{maxlZil >, \aV-nlo-gnl <, T2 i4n T- 

4.2.1 Convergence of finite-dimensional distributions 

We first obtain a few results which will be used in the proof. 

Lemma 4.2.3. Suppose that S, n >, 0 satisfies the assumptions of Theorem and let Vn be 
its self-intersection local time as defined in (3 

-1 -2). 
Then 

E(Vn) - 2n log n/r-y, Var(V,, ) = O(n'). 

00 Proof. FbrA E [0,1), let P(A) = EM=O AmP(Sm = 0). Using 2.2) we express p(A) in terms of 
the characteristic function f (t), 

p(A) = (27r)-l 1 (1 - Af (t)) -1 dt. 

Fix a small E>0. By strong aperiodicity for It I>E, 11 - Af (t) I >, C(e) and thus 

(1 - Af (t))-l dt < D(c), 

where as before C(e), D(e) denote generic positive constants such that as e -4 0, C(E) -+ 0 but 
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D(e) may be unbounded - Thus we have 

p(A) = (27r)-1 
f7r 

(I - Af (t))-l dt 

= (27r)-1 (1 - Af (t))-l dt + (27r)-1 

=: (27r) -1 
T6 

(1 - Af (t)) -1 dt + J, (, -), 

LIt 

I< 7r 

(1 - Af (t))- 1 dt 

where IJ, (c)l <, D(c). On the other hand, for Itl <c we use (3.1.7) to show that 

(21r) (1 - Af (t)) dt = (27r) (I -A+ Ayltl)-l dt + J2(e) 

= 2(27r)-1 
fo 

(1 + Ayt)-l dt + J2(c) 

1 
109( 

1)+ 
J2(4 

7r-Y T-A 

where I J2 (c) I< C(c) log (I /II-A 1) is the error from using the expansion and can be bounded 

using the techniques from Chapter 3. Overall we have that 

P(A) =1 109(-'-) + JI(E) + J2(E)- 
ir-f 1-A 

Since e is arbitrarily small, we let first A -+ 1 and then e -+ 0 to prove that 

p(A) -1 7r-Y 
log( 

1 -1 A) 

Since by definition p(A) = EOmO=O, \mp(s.. = 0), from the last asymptotic and Karamata's 
Tauberian theorem we have 

n 
1: P(Sj = 0) - log n/r-y, as n --+ oc. 
j=o 

Finally 

n 
E(Vn) = E(E lsi=sj 

i, j=O 

n+1+ 2E(E ls, =sj 
i<j 

n-1 n 
=n+1+2E E P(Si=Sj) 

imo jmi+I 
n-1 n 

=n+1+2E r P(Sj-i=o) 
i-o j=i+I 

n-In-i 

=n+1+2EE p(si = 0) 
i-o j=l 
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n n-j 

=n+1+2EEP(Sj =0) 
j=l i=O 

n 

=n+1+2E(n-j+1)P(Sj =0) 
j=I 

n 

= n+l +(2n+1)EP(Sj =0) -21: jP(Sj =0). 
j=l j=I 

It is a quick calculation to sm that for AE [0,1) we have 

00 `x w 
EjP(Sj=O), \j=CI Ej, \jfj(t)dt 
j=I j=l 

cW 
00 Af (t) dt 

1 _X) -1 

(1 - \f (t» 
by the usual calculations. By the Tauberian Theorem : 1.1,1 we conclude that 

E jp(sj = 0) - Cn. 
j=I 

Overall we have that E(Vn) = 2n F,, n., P(S, = 0) + 0(n). Therefore by our previous calculation 
E(Vn) - 2n log n/iry+O(n) and the lemma follows. For the variance estimate see Chapter 2.0 

This gives the following important corollary. 

Corollary 1. 
Vn 

a. s. as n -+ oo. Izvn 

Proof Let c>0 be given. Then 

p 
(I Vn 

-1>P 
(I Vn - IEVn 6IEVn) EVn 

var(Vn) 
2 (EV n)2 6 

var(Vn) (2n log n/7r, ý)2 
62(2nlogn/7r, y)2 (IEVn)2 

<1 
c 

62(logn)2) 

for all n large enough, since by the first lemma EVn - Cn log n. This already proves convergence 
in probability. 

Consider now the limits along the geometric subsequence n.. = [PI], where p>1 is arbitrary. 
Then we have 

p0 
EV,, 

ý 62 21 - 'I >- --) <- 
'M 
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which is summable over m. By the Borel-Cantelli lemma we now have that 

p lim sup 
V. 

- 0, 
m-+oo 

Iý 
EV,, 

_ 

and thus for all e>0 (. 00 
i? (u nil-, 

m=1 k=m 

This holds for arbitrary E>0 and thus 

p 
(00 00 m K, 1, ,1 

1) 
= 1, nu nfw EVnk 1=1 M=l k=m 

but if w is in the above set, then for all IEN, there is an M such that 

IV,, 
_(w)IEV,, _-11<E, forallm>, M 

and thus V,, 
_(w)IEV,, _ -4 1. It follows that V,,. /EV,,. -+ 1 a. s. as m -4 oc. Observe now that 

V, is monotone increasing in n. For each n we can find m m(n) such that [PMI <, n< [pm+ll. 

By monotonicity we have 
Vn 

< 
Vn 

< 
Vn 

.t EVn. +i ,E Vn , EVn. ' 

It is obvious that as n -+ oo we also have that m= m(n) -* oo. Then letting n --+ oo we have 

Vn. EVný 
_ 

Vn n< ný+, F-Vn. 
+i lim lim inf < im sup 

V- 
, im 

V- 

, n-+oo EVn- EVn-+l n-oo EV� n-+oo EVn --OOEVn_+, EVn_ ' 

and thus we have 
Vn Vn 

lim inf jV- < lim sup TV-n- <, p. p n-+oo n-+oo 

Since p>1 is arbitrary we may allow p -+ 1 and thus it must be that 

Vn 
lim KV-: = 1, a. s. 0 

n +oo n 

Note that by the last two results we also have that 

7r-yVn/2nlogn-+l, a. s. 

Proposition 4.2.4. Suppose that as t -+ 0, for f (t) = Efe'txl, we have 

f(t) -1= 

when 0<a<2. Then as A -+ oc, 

P(IXI > A) = O(A-') 

Proof. Let F be the distribution function of X, and f its characteristic function. By our as- 
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sumptions there exist positive C and to such that for aH t< to 

11 -f Ml <1 Citi". 

Then since 

>1 R(l -f(t)) = 
f(1-costx)dF(x) 

>, 
f (1 - cos tx) dF(x), 

lxl>A 

for A>1 /to we have 

f I/A I/A 

of 
cos tx) dF(x) dt <, C fo t' dt <, CA-'-" 

lxl>A 

and bringing the cosine term over to the right hand side 

IIA 
P(IXI > A) dF(x) dt <, CA` +A 

fo 
cos tx dF(x) dt 

lxl>A lxl>A 

<, CA-cl + sin(x/A) dF(x) 
f 

x1A 
lxl>A 

and since IxI >1 implies sin(x)/x <, sin(l) <1 we have 

P(IXI > A)(1 - sin(l)) <, CA', 

and thus 
f dF(x) < CA"', 

lxl>A 

for all A> i/to. 

For aEZ, recall that 

Lemma 4.2.5. 

Proof If mEN, then 

n 
N, (n) =E lsj=,,. 

j=o 

supNc, (n)=o(n'), a. s. foreach, ->O. 
CkEZ 

n 
No(n)' =E i(Sjl = ... = sj. = 

,< mi E 1(Sjl =. = sj, = il'4 ... <i- 
Mi 

E 
l(Sil = Si2-il 

A< ... Irtim 

r-l 
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Changing variables and writing M for the set of indices 

int) :0 !ý ik < n, for aH k, and ii +---+ ik < nj, 

we have that 

E(No (n)) < m! E P(Sil = 0)P(Siý = 0) ... P(Si- = 0) 

n n-ii n-r_--, 1 ik 
=M! 

z Z... E 1p(sil = 0)iP(Sil = 0) P(Sim = 
ký 

ilýO i2ýO i_ =o 
n 

<l m! 
(E 

P(Si = 0» 

i=O 

By our earlier calculations we know that 

n 
1: P(Si = 0) , Clog n, 
i=O 

and thus E(No(n)') = 0(log(n)'), which further implies that for all positive e, we have 

E(No(n)') = o(n') 

NO(n) is stochastically the largest among the N. (n) in the sense that 

P(No (n) >,, t) > sup P(N,, (n) 
aEZ 

by stationary, independent increments since the walk begins at 0. Also note that by the triangle 
inequality 

P(supIN. (n): lal >n 2} > 

P(supi<,, ISi I>n 2) 

P(SuPi, <n ELO JXk I>n 2) 

p(En 2) k=O lXkl >n 
P(lXil > n) = 0(n-1) 

by Proposition 1.2.1. 

Continuing, since No(n) is stochastically the largest and by the Markov inequality we have 

P(supN, (n) >,. t) - 0(n-1) 
cl 

P(sup(N, (n): jai <n 2} > 

(2n 2+ 1) sup P(N,, (n) >, t) < (2n 2+ 1)P(No(n) > t) 
a 

(2n 2+ 1)t-']E(No(n)') = (2n 2+ 1)t-'o(n') for any mEN, c>0. 
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Letting t= n' we have 

IP(sup N,,, (n) >, n') <, (2n 2+ 1)n-"o(n') + 0(n-1), 
IN 

for all mEN and thus the lemma follows. 

Lemma 4.2.6. If 0<a<b, then 

[an] [bnl 
E 1: 1 (Si = Sj) = o(n log n), a. s. 
j=1 i=lanl+l 

Proof. Observe that 

jbnj jenj (bnj [bnl 

V[bnl "EE l(si ""= si) +EE l(si ýs j) 
j=o i=o j=O i=[an]+l 

[bnl [an] [bnl 

ýVjanj+ E I(Si=Sj)+2E E I(Si=Sj). 
i, j=[anl+l j=O i=[anl+l 

Note that 

jbnj [bnl 
F, l(Si = Sj) =E l(Si - S(anl+l = Si - S[anl+l) 

i, j=[anl+l i, j=[an]+l 

jbnj (bnj-(anj-I 
E I(Si - S[anl+l = si - S(anl+l) 1: 1 0i g 

1) 
i, j-[anl+l i, j=o 

[bnj - [an] - 
l(Si = si) = jbnj-j(Lnj-l 

i, j=o 

where 9i is an independent copy of the random walk started at zero. Thus we have 

[an] [bnl 
V(bnjýVlanl+ [bnl-[anl-1+2E E l(Si-: --Si). 

j=O i=[anl+l 

1: 1 

We divide both sides by 2n log(n) /7r-f and take the limit as n -+ oo. Using Lemma 1.2.: ý we have 

b=a+(b-a)+C lim -1 

[an] Ibn] 
si sj 

-4-; 
ý-Iog(n) 

EE 1( = )' 

. 1=0 i=[anl+l 

and the lemma follows. 0 

We are now ready to show convergence of finite dimensional distributions. 

Let a,,..., am E R, 0= to < tj < ... < t.. be given. 

aj(Y,, (tj) - Y,, (tj-, )) 
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m 1: E aj(N,,, ([ntjl) - N,, ([ntj-jj))ý(a)/dn, (4.2.2) 
j=l CtEZ 

where d,, = avl'2--n-Fo-gn/.,, fi7r. 

First note that since by the finite time [ntjl the random walk will have attained a finite number 
of distinct values, only finitely many terms in the double sum in (4.2.2) are non-zero and thus 

we can interchange the order of summation so that 

m 
E aj (Y,, (tj) - Y. (tj- 

E aj (N. ([ntj]) - N,, ([ntj-jj))ý(a)/dn. m 
aEZj=l 

Let A= a(Xi, X2.... ), the a-algebra generated by the random walk increments. Conditional 

on A, the above expression is a sum of independent random variables with non-identical distri- 
butions. 

We would like to apply the Lindeberg version of the central limit theorem for triangular arrays, 

which we quote below from Billingsley [61, Theorem 7-2]. For each n, let ýnj, ..., Cnk., be 
independent random variables with mean 0 and finite variance a2 nkn . Let 

Sn " Cl +- *+ Cnk, 

and suppose its variance 
2=2+ +(7 2 
n a; nk. 

is positive, and let N be a standard normal variable. 

Theorem 4.2.7 (Central Limit Theorem). If 

1 kn 
4n2k dP -4 0 (4.2.3) ;21: 

n k=l 

fit. 

1.1>, c8n 

as n -+ oo, for each positive e, then Sn/sn D*N. 

We proceed by checking if the Lindeberg condition (1.2.3) is satisfied. Let 

2221: 
m2 

d; a (I: 
aj(N. ([ntjl) - N. ([ntj-ll 

QGZ j=l 

) 

To simplify notation we write 

m 
C(n, a)= d; 'Eaj(N. ([ntj]) -N,, ([ntj-, ])). 

j=l 
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Then we have to check that for aU e>0 

8-2 EE [C(n, 
a)24(a)2 liC(n, a)Z(a) > es�l --+0, n 

crEZ 

as n -4 oc. 

We start with a lemma. 

Lemma 4.2.8. 

m2m 
or-2 Ea2(tj - tj_, ), E (Eaj(N,, ([ntjl) - N. ([ntj-ll)) j 

DEZ j=l j=1 

a. s. as n -+ oo. 

Proof. To show this we proceed as follows, 

m2 
-21: aj (N. (Intjl) - N, (Inti -1 1)) 

ar=Z j=1 
m 

d-2 E2 (N. ([ntj)) 11)2 nEaj-N,, 
(Intj- 

ciEZj=l 

+ 2dn-2 EEaiaj(N,,, (fntjl) - N,,, ([ntj-, ])(N,,, ([nti]) - N,, ([nti-11) 
m 

ac-z i<j 
[ntil [ntil Inti-il [ntj-ll 

d -2 a2 l(s, =s, =al -2 lm'-s'=a) +E lfs,, 
=Si=al 

E 
n 

F, 
m 

of-Zj-l k, 1.0 k=O 1=0 k, 1=0 
Intj] Intil 

;2 + 2dn ajaj 1(S,. S, =Cl 
04EZ i<J k-[ntj-, ]+l k=[nti-il+l 

m [ntj) (ntj - 21 [ntjl [ntj-l] 

d-2 
nE1a, 

2( 
ljsk=sj=, )) E 

clez 
j- I k, 1=0 k, l=o k=intj-ll+l 1=0 

Intj] Intil 

-2 + dnE E aiaj E F, lf sk=sl=a) 
ck, c-z i<j kintl-ll+l k=[nti-11+1 

and after we change the order of summation 

m Intil [ntj-il 
d 2E 2 aj 

(Vint, 
] - VIntl 

-, I -2 n 
k=[ntj-il+i 1=0 

Intl] Intil 

+ dn 2 1: ajaj 
i<j k-intj-ll+l k=lnti-ll+l 

The proof now follows by applying Corollary 
.1 and Lemma - 1.2 - 6.13 
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By Lemma 4.2 - . ")we have 

m 
Eaj(N,,, ([ntjl)-N,,,, ([ntj-, ]))=o(n'5) a. 3. 
j=l 

as n -+ oo for any 6>0. Therefore for any positive 6, there exists a positive constant C' such 
that 

2m2 
n 2c/ (Eaj(N,, ([ntjl) - N. ([ntj-, ]))) n-b C(n, C, )2 ->' 

0' 
E 

oEZ j-1 

c 

F-CkEZ (Ej=, 
aj (Nc, ([ntjl) - N, ([ntj-il)) 

2xn 

log n 
-400, nlogn n6 

as n -+ oc, for 6<1, since the first fraction converges to a constant in probability. Note that 
by Lemma 4.2.5, we have that sn/C(n, a) -* oo uniformly in a. Now let M>0 be arbitrary. 
We can find N(M) such that for all n >, N(M) and all a we have sn/C(n, a) >, M. Therefore 

conditional on A we have for arbitrary e>0, M>0, and for all n >, N(M) laxge enough that 

(C(a)2jjC(a)2 > 682 )2} )2 )2 > E n/C(n, a 
IA), <E(C(a 11C(a ý, W}1A). 

Since this holds for arbitrary M and all n >, N(M) and since ý(a) is square integrable, it is now 
clear that as n -+ oo 

E(t(01)2jjt(a)2 > 
ý_ 682 Ct)21 n/C(n, 

) 
-+0. 

Finally we have conditional on A 

-2 0, )2t(Ct)2j(t(a)2 > Sn EE(C(n, , S2 /C(n, CX)2 
CIEZ 

n 
JA) 

-2 Ct)2 
(t(C, )2jjt(Ct)2 > Sn 1: C(n, E C82 )21 

(716 Z n/C(n, a 
JA) 

CE(E(C, )21{E(£X)2 > e92 a)21 ,' 
/C(n, 

as n -+ oo. We have shown that the central limit theorem applies to our case giving 

a 
<xA n-+oo )211/2 

(27r) -1/2 f 

00 
e-&2/2 ds, a. s. 

Since we have already shown that 

m 
-20,2 

11)))2 n 
1: (Yaj(N,,,, ([ntjl)-N,,, ([ntj- 
a6z j=1 
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converges a. s. to 

we have that 

m 
Eaj2(tj 

- tj-, ), 

j=l 

m 
aj (Y,., (tj) - Y,, (tj- N(O, Em 1 a2 (tj - tl_ j= j 

j=l 

By the Cram6r-Wold theorem (see 1611, Theorem 7.7) is asymptotically nor- 

mally distributed with mean 0 and covariance matrix (min(tj, tj))i, j=i,. --, m. We have shown 

convergence of the finite dimensional distributions and now it remains to show tightness. 

4.2.2 Tightness 

Following the discussion in the beginning of this section, it suffices to show that for any E>0 

there exists arbitrarily large A>0 such that for all nEN large enough we have 

P 
(sup 

I Zi A \/n log n) <, 
i<, n 

T2 

Let Z, * = maxo<i, <,,,,, Zi. Now it is true that for p>ý, 52 

P (z. - >, pu-, 7v-. 1,4) 

IP (Zý, >, por, ý7V-m, Zm > (p - Vr2-) or V/-Vm- 
1 
_4) 

+P (Z 
m* :- \7Vm, Zm < (p - %72-) o, V/-Vm- 

1 
-4) 

<, P (Z�, : (p vr2)orý7V-m 1.4) 

+P (Z, *� >, ptr vfV7, Z�, < (p - v/2-) o, v7V71,4) 

P (Zn > (p - vr2) cr VfV7 
ý A) 

+P (Z, *n 
-, 

>� pcr %7V-m, - Zm >- (p - -, v72-) a VrV-. 
1,4) 

P (Z� >� (p - vr2) u ý, fV-m 1.4) 

P (Zý-, >, paVIV-;, Z; ý-, - Z,,, > V2-aVýV-; JA). 

To proceed we need the concept of associated variables which we take from [621. 

Definition 4.2.2. A finite collection of random variables, X1, ... ' X.. is said to be associated if 
for any two coordinatewise nondecreasing functions fl, f2 on R"I such that fj =- fj (X,,. X") 
has finite variance for j=1,2, Cov(11,12) > 0. An infinite collection is said to be associated if 
every finite subcollection is associated. 

To determine whether the collection C(a)cEz is associated, we use Kemperman [63, Corollary 21 
which we quote below. 

Corollary 2. Let X X, x ... x X. be the dimct product of totally ordered measure spaces 
(Xi, Fj,, Xj) such that (xj, yj) E Xj x Xj : xj <, yj ) is jointly measurable uith respect to 
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. Fj. Let further M be a probability measure on X which is absolutely continuous with respect to 
A=A, (9 ... (9 An and possesses a density 0= djz/ dA which satisfies 

O(X)O(y) <, O(x V y)O(x A y). (4.2.4) 

Then 
I 

(x)g(x)A(dx) >, 
If 

(x)IA(dx) -i g(x)A(dx), (4.2.5) 

whenever f and g are increasing measurable functions on X, such that all the integrals above 
exist. 

This corollary implies that all collections of independent variables are associated. To see why in 
the case of Wa))CiEZ let Xi =R and let Ai be the law of ý(a), i. e. Ai(A) = P(4(a) E A) for all 
AE O(R). Let p=A=A, (9 ... (g) A, so that .0=1 and thus (4-2.4) is trivially satisfied. Then 
(4.2.15) shows that the collection j4(a)j,,, ez is associated. 

It is clear that conditional on A, Z; ý- 1 is non-decreasing in all components of the random field 
fVO)ICtEZ. Also observe that 

max ý(Sj)) =, min 
M 

which is also non-decreasing in all components of the random field conditional on A. It is now 
easy to see for all constants cl, c2, that lfz- and 1(z -d re i _-z. are also non ec as ng 
in all components of the random field and since the variables are associated we have 

, 1A) > 

which implies that 

P(Zjý-j ý Cli Zm - Z; ý-j ;ý C21A) > P(Zm*-l ý>- C21A)P(Z,,, - Z; ý-, >- C21A)- 

It is now obvious that 

P (Zý >, Pa vlYm, Z, *,, Zm > V12-a Vý'V-m 
I A) 

9P (Z, ý-1 > PuvFVý; 
1-4) IP (Zý-, 

- Zm >, vf2-oV/-V;; 
1.4) 

and using Chebyshev's inequality 

or2V -lE ((Zm-l 
_ ZM)21A). 

We would now like to show that conditional on A the collection It(Si)1j, ý,, is also aasociated. 
Conditioned on A, the random walk Si will have attained a finite number m(n) <, n of distinct 
values which we denote by ao,..., am(n). Let f, g be coordinatewise non-decreasing functions 
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defined on R'. Then there are coordinatewise non-decreasing functions f on R'(1) such that 

conditional on A, 

f WSO), 9(C(So), ---, 
C(Sn))=§(C(ao), 

---, 
C(am(n)))- 

Since the collection WO)b7iEZ is amciated we have 

IE Ovao), 
---, ý(a. (. )W(Vao), ---, t(a. (. )))) 

,>E t(a E (§(t(ao),.. -, t(a 

This implies that 

E (f (t(So), ---, t(SnNWSO), ---, t(sn)) JA) 

E (j(t(cto), 
--- 

Vctn(n)NWco), 
--- 

E (jWQO), 
--- VQý(n)))) E (§(ý(ao), 

E (f (t(So), .. -, ý(Sn)) JA) E (g(ý(So),. ý(Sn)) JA) 

proving that conditional on A the collection is m9ociated. 

Then by Newman and Wright [621, Theorems 2,3 

E ((Z; ý_j _Z )2 IA) 2 IA) = ýy. 2V 
I, mE (Z; ý m 

and thus 
P(Z, ý >, paV'V-; ý) <, 2P(lZml > (p - vf2-)aV'V-m-). 

By the same inequality for the reflected random field (-ý(OaEZ we have 

P 
(max 

I Zj pa -Vrv-m 2P (IZ 
.. I>, (p - V25) a Vý'V-m) AM 

By Lemma 1-2.3, V,,, /mlogm converges in probability to 2(ir-/)-', for each 6>0 there exists a 

ml(b) such that for m >, mi(b) and P >, V2- we have 

P (max I Zj C pa vrm- 
-log M) Am 

2P (lZml >, C(p - vf2i)aVým-- log m) + 8. 

We write A= Cpa and let e>0. 

We have already seen that Yn(t) is asymptotically normally distributed with mean zero and 
variance t. Letting t=1 and using the definition of Yn(t) we have that CZn/aVmTo-g is 
asymptotically normally distributed. Thus we have for Na standard normal variable 

P(ci Z�, I/OV-m log m >, c"\) -+ P (X>, cu) < XG, 
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Thus we can find a number M2 such that for all M ýý M2 we have 

P(C'Z'l /a V/M log M >' C"\) <' T37 

and finally we can pick A large enough so that 1/A <e and thus 

C, 6 2P (C I Z,,, I la V/m- log m >, C'A) < 

Finally for m> max(m 1 (e/2A), M2) we have 

p(MaXIZ I ý<, \, ýýMjo M) < 6/, \2, 
A- j, g 

thus proving tightness of the sequence of laws of Y,, (). Along with the convergence of the finite 
dimensional distributions Theorem 4.1.1 follows. 
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CHAPTER 5 

Conclusions and further research 

In this thesis we treated three problems from the theory and applications of random walks. In 

all of the following So = 0, S. = X, +---+ Xn for n >, 1, where X, X1, X2.... is an ild sequence 

of random variables. 

5.1 Optimal stopping 

The first problem we treated Is the infinite-horizon optimal stopping problem (1.1.1) for the class 

of reward functions G which admit the representation 

"0 
G(X) =E On E [g(x + S, )] 

n-0 
in terms of a payoff function g; this representation was introduced and developed by Boyarchenko 

and Levendorskil 11,16,17,181. 

Using the Wiener-Hopf betorization we obtained explicit expressions for the value function 

and optimal stopping time In terms of the extrema of the random walk. Our approach is 

probabilistic in flavour, and a combination of the analytical methodology in 11,16ý181 and the 
probabilistic techniques in [2,12-151. In hict, this is one of our main contributions since we 
obtain the full generality of [1,17] with a much simpler and shorter proof, while we treat general 
reward functions as opposed to the results in [1,16-18] where particular cases were treated. In 
addition, we weaken the assumptions in [1,171 since we show global optimality of the stopping 
time without requiring monotonicity of the p%vff function 9. For general random walks, the 
proposed stopping time is shown to be *hally optimal while in 117,181 optimality was only 
obtained in the smaller clom, of hitting. times of seml-infin, ite intervals. Also, we only require 
that the reprosentatim (5.1 - 1) holds on a semi-infinite inter-ol rather than on the whole of the 
real line. Finally, our methodology is slightly modified and used to obtain the same results in 
continuous time in the cow of L6vy processes. 
The gener*WY Of Our n*tb*d Is ekwlY demonstrated 6111m we obtAin, the results of [2,12-15] 
a4 partk-Aw cow, non-, moziotone perturbations (of the payoff function g are also treated to 
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Wustrate the weaker monotonicity assumptions imposed on g. 
As a new application, we obtain the price of a Canadian option, a problem arising in finance 

and the numerical pricing of American options. Our solution is for general random walks and 
can be extended to L6vy processes with jumps of both signs -assuming we can compute its 
Wiener-Hopf factors- while in the existing literature only spectrally one-sided L6vy processes 
have been treated (see for example t291). 

Further rewarch. Extensions of our results and further research are possible in several direc- 
tions. First of all, the monotonicity assumption on g may be dropped completely. The resulting 
problem will be significantly different since for example in that case the optimal stopping time 
may be the entry time of a finite rather than a semi-infinite interval. The lack of monotonicity 
also implies that the value function will have a different form. Apart from considering different 

reward functions, one may modify the process under consideration. For example Ruschendorf 

and Urusov [641 treated diffusions. Even though our approach is not directly applicable to this 

caw, since the increments are no longer stationary, it would be very interesting to study possible 
connections and whether our methodology can be adapted to this case. 

In a different direction, optimal stopping games are a relatively new and lively topic bringing 
together ideas from game theory and optimal stopping. The general theory in terms of Markov 

processes has been extensively studied (am for example [65]), but explicit solutions are rarely 
available (see [661). Once again, the monotonicity structure will not be present introducing 
several complications. However ideas from our research are still applicable and explicit solutions 
may be available, albeit of a different form. 

Fbr practical applications it is important to note that although the solutions obtained in this 
thesis are in a closed-fi)rm, their dependence on the extrema of the process implies that in order 
to obtain numerical results we need to be able to calculate the Wiener-Hopf factors. These 

are rarely available explicitly but they can be computed numerically. In addition, a general 
L6vy proem can be very well approximated by one with phase-type jumps in which case the 
Wiener-Ropf &Ctors are well known(see 1121). Also, numerical approximations to the finite- 
horizon problem are po&dW using a sequence of simpler perpetual problems (see [18,281). This 
problem Is closely related with the pricing of American options and is therefore fundamental to 
mathematical finance. 

5.2 Asytr4fttlcs- f6r the intersections of random walks 
The second problem we treated is from the path structure of Zd-valued random walks. In 
particular we studied the moments of the alf-intersection local tj V me En and id-O 1S, -S, 
obtained Owd arimptotlics of its variance as n -+ oo for one and twodimensional recurrent 
random walks. 
The two dimewiongl: caw hu shwdy been studied by Bolthausen [3] and, 6m)k [4] where the 
bound 0(n2)- Was claimed, As eKplained in the introduction and Chapter 3, [3,41 prove the 
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weaker bound O(n 2 log n) for the general case while the claimed O(n 2) bound was only obtained 
under additional assumptions. The approach used relies on generating functions and the classical 
Tauberian theorem for power series. In Chapter 3 we show rigorously that this approach breaks 
down in the general case and can only be used to prove the O(n2 log n) due to the monotonicity 
assumption of the Tauberian theorem. To avoid this restriction we state and prove the Darboux- 
Wiener complex Tauberian Lemma 3.1.2 which completely removes the monotonicity restriction 
at the extra cost of having to prove certain bounds in the complex plane. This approach turns out 
to be the key ingredient needed to revive the generating function approach in [31 and to obtain 
the correct asymptotics. Using Lemma 3.1.2 we complete the proof in [3,41 and strengthen it 
by showing that O(n 2) is the best possible upper bound. In the one-ýnsional case, we treat 
random walks with increments attracted to the symmetric Cauchy law, which are related with 
a conjecture in Kesten and Spitzer [5]. 

Apart from completing the proof in [3,4] and thus settling a long-standing question, another 
major contribution is the application of Darboux-Wiener type results which allow one to treat 

non-monotone sequences inaccessible to classical Tauberian theory. This is a powerful and 
flexible method with many possible applications. 

Further research. Further research is possible in several directions. Exact asymptotics can be 
obtained for the p4old self-intersection local times defined in section 1.2, which can then be used 
to study the properties of weakly self-avoiding walks. Apart from V, our approach can be used 
to treat quantities such as E, N,, (z)N,, (x + y) which capture the covariance between the local 
time at different points. In finther research conducted with S. Utev and M. Peligrad, for the one 
dimensional random walk treated in Chapter 3, we have shown that E(E. N,, (x)N,, (x + y)) , 
2n log n/ir-f and Var(E. Nn (x)N,. (z + y)) = O(n2). These asymptotics are useful for limit 
theorems fDr random walk in random scenery, when the random scenery is stationary. In that 
case quantities of the form EX Nn(x)N,, (x + y) appear as coefficients in the covariance terms, 
and hence their asYmptotics are essential for proving limit theorems. 
Finally octensions of the complex Tauberian Iemma3A. 2 are of great theoretical interest. A 
continuous version of Lemma : 1.1.2 for Laplace transforms(instead of z-transforms) would be a 
powerful alternative to the clamical Tauberian theory as it would be applicable to many cases 
where monotonicity cannot be verified. 

5.3 A central limit theorem for random walk on random 
scenery 

The third and last result obtained in this thesis is a functional central limit theorem for one- 
dimensional random walk in random scenery, where the random walk has increments attracted 
to the symmetric Cauchy law, thus proving a coAjecture by Kesten and Spitzer [5]. The proof 
makes beavy use of the asymptotics of Chapter 3, and in fact the tight O(n2) bound allows us 
to prove a stronger vftaion of the limit theorem in (3], where the partial sums of the sampled 
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scenery satisfy a central limit theorem for almost every path of the random walk. 

Further research. One popular direction for further research is to remove the independence 

assumption from the random scenery. Several results have appeared in this direction (see for 

example [35,51]). In fact in further research with S. Utev and M. Peligrad we have obtained 
a functional central limit theorem for stationary random sceneries with dependence structures 
such as negative association (see for example [671) and projective type criteria (see [681). When 

the scenery is positively associated the dependence structure is preserved under sampling by 

a recurrent random walk, and thus similar results can be obtained. Finally, we have recently 
considered the case where the random walk is replaced by a Markov chain, and under certain 
assumptions it is also possible to obtain functional central limit theorems. 
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Appendix to Chapter 3 

A. 1 Error analysis for Theorem 3.1.3(i) 

A. 1.1 First term error analysis 

We assume that R(A) > a. 

Whenever we analyse an error term arising from the use of the expansion we will telescope the 

difference by replacing one factor at a time by its expansion. Thus we have 

E=EI+F, 2+E3+E4i 

where 

E, = (21r) -2(1 _ 
eIf (y)(1 \)-2 -f W) - YIxj dx dy, 2 (1 \f (X)) (1 \f (y))(I Nf (XV (Y)) 

E2 = (2w) -2(1 _ 
96 

\)-2 
f (y)(1 Zf(, T)) - Y'xI dx dy 

- 2 T ( (1 \f (y)) (1 \f (X f y)) \f (. T)) 

f f (y)(I - f(x)) -, YIxI dx dy - - 
C -, \71XI)2(l -, \f(y))(1 -, \f(X)7 (y )) 

E3 = (2, r)-2(l _ 
Cf (y)(1 -f W) -, Tlxl A)-2 dx dy 

1 (f 

. 
(1 -, \+, \. yIXI)2(l - \f(y))(1 -, \f(X)f(y)) 6 

f (y)(I -f (x)) -, Ylxl 
Y) dx d 

\f X)f (y)) (1 \+, \, yIXI)2(l ýI 

E4 = (27r)-2(l _ \)-2 
(f gf (y)(1 -f W) - -YIzI dx dy 

f 

C 
(1 + \. yIXI)2(l -A+ Ayjyj)(Jý - Af (X)f (y)) e 

9S 

-I 
f f (10)(1 - Ax)) -, YIzI dxd Y) 

-C e (I -A+ )--f IXINI -A+ X-flyl)(1 -A+\, Y(Ixl + IVD) 

First error. We first replace the numerator byyjxj- Note that for Ixi, jyj <e 

If(y)(i - f(x)) -, ylxll = 1(1 - -ylyl + R(y))(, ylxl - R(x)) - -ylxll < C(e)lxl, 
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where C(c) -+ 0 as c -+ 0. Then by the above and Inequalities (B3a) and (1331)) 

IEIJ 
e (f (y)(1 -f (x» -, ylxl) dxdy 

Cll \j-2 
(1 Xf (X»2(1 (1 - \f (X)f (v» 

C(C)ll _ \j-2 xdxdy j fo 

-, X+, XyX1 -OCX)2(Ii -0,. y)(11 -, \-+, \-«X+y)1 - A. (x+y 

1x C(e)11 - \1-3XdXdy 

0 

10 
(IZ1 + Z2X1 - tleX)2(IZI + Z2yl - tley)(IZ, + Z2(X + y)1 

and since by Inequality (B511)) 

<, z; - <, cl 
,x 

we have 

JEIJ 
KK C(6)11 - AJ-3 dx dy 10 Jo 

(IZI + Z2-Tj - OSXAZI + Z2YI - OCYAZI + Z2(X + Y)l - AC(X + y)) 

C(6)11 _, \1-3F I (A) < C(,, )Il 
_, \1-3, 

where F1 (A) is uniformly bounded for all A by Lemma A. 2.1 given in section A-2. 

Second emw. We now bound the error from replacing 1- Af (x) in the denominator by 

+ 

=E C(l 2 (1 - Af (y)) (i - Af Wf (y)) 

x dx dy. 
1 

(1 - )if (X))2 + \, yIXI)2 

I 

Using (3.1.7) we cakmiOA 

(1 \f(X))2 - (1 + AyIXI)2 <, R(X)2 + 2R(x)ll -X+ Xylxli, 

and therefore by Inequalities (B3n) and (B3b) 

c 12: 111 -A+\, ylXl I+ 962 JX12) dx dy JE21 4 CII Oyl-TI(e. f 

_e 
11 Xf (X)1211 X+ \oylXl 1211 - Af(y) II \f (. T)f (j)"I 

4 C11 -, \I -2 yj. Tj(#. ýTjJj A+ A-tlXll + ee2lXl2) 

+)ýyjXjl - OjIZI)211, - +, \, yIX112 

f 

dx dy 
X, (11 -A+ Allyll aelyl)(11 -A+, \-t(lxl + 1YDl - AXXI + lyl)) 
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For the first integral we cancel out 

0 IX1211 N+ AYIXI I 
IIAA)l Cl 

+ \-flXl I-a IXI)211 + \, ylXl 12 

dx dy 
x A +, \^flyll - 0-lyl)(11 -A+, \, Y(Ixl + 1YI)l - Ae(lxl + lyl)) 

C11 _, \1-2 
6 IX120C fe 

e 
(I + \-tlXl I-0. IXI)2 11 + \-flXl I <, 

T, 

x 
dxdy 

(I A+\, Ylyl I- ot lyl) (11 -A+\, Y(Ixl + lyl) I- Ae OXI +I YD) 

and since by Inequality (BU) 

IX12 
<c 

+ \-Ylxll - e-lxjI 11 
-x+, \-YIXII '*ýý , 

the following upper bound is obtalmd 

Ceell _, \1-2 
1 U. 

-Oelxl)(11 -. \+, \-flyl I -oclyl) 

x 
dx dy 

(11 -A +, \, Y(Ixl + 1YI)l - ACOXI + lyl)) 

ceell - Al -2 
1 10810 

(11 -A+ X-fxj - 69, z)(11 -A+\, yyl - O', Y) 

x 
dz dy 

(11 -A+ A-Y(T + Y)l - Ae(x + y)) 
KK 

Ceell _, \1-3 
1 10 10 

(IZI + Z2-Tj - OtX)(IZI + Z2Yj - OeY) 

x dx dy 
(IZI + Z2(X + Y)l - &. (Z + Y)) 

4 c(C)II - Al-1, 

unifDrmly in A by Lemma A. 2. I. 

Fbr 12, again using Inequality (133a) we cancel out the X3 term in the numerator to get 

12(A)I 

CII -, \1-2 
042X3 

TO. To (11 + \oyXI 0t X)211 + \, yX12 

x 
dxdy 

+, \7(. T + Y)l - A, (x + Y)) 

C(C)II AI-2 1 

dxdy' 
, 711 

-I+ \-((. T + V) I-A. (x + VJJ 

< c(C)II -ýxrl' % 
x8c 

dx dy folo 
(IZI+Z2XI-t9eX)(IZI+Z2Yl-l9eY)(IZI+Z2(i+Y)I-A&(X+11))' 
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and thus 

U13iformly in A by Lemma A. 2.1. 

. 
)I. e C(, C)ll -3, II2(A - Al 

Third error. The third error appears from replacing the y-fsctor In the denominator by its 

expansion and is given by 

E3 C(, _, \)-2 

xf. 
f 

a (1 - ,X+, 
XylZ1)2(1 -, \f(Z)f(y» 

[l 

- \f(V) 
dx dy. -1-, X +, \-ylyi] 

Using (3.1.7) it is &W to show that 

11 -, \f(v) - (1 -x+, \, ylyl)l <, Oelxllyl, 

which along with Inequalities (Ma), (B31)) and (Ma) and a change of variables gives 

JE31 

4 cl, - AJ-2 
t9 Oelxllyl dxdy f-I 1.11 

-A+ AIYIX11211 - Af WAY)II, -Af (Y)II1 -A + AYlyll 

c 0. dx dy 
< CII _ AI-2 

Tr f. 

11 -A+ A-71XIIII - I\f(x)f(Y)II1 - Af (Y)l 

< C(C)II _, \1-2 

ce dz dy 
xfofo 

KK 
4 C(C)II _3 

dx dy fo fo 
IZI + X21-TII(IZI + Z2'Yj - OeY)(IZI + Z2Y(-T + Y)l - I&c(X +Y)) 

< C(__)Il _ AI-3, 

by a nli= MoMeatim to lAwma A. 2.1. 

Fourth error. We can now consWer the lwt error term given by 

t 1XI 

x dx dy. 
11 

-+ lyd 

MA soMe algObfa 9tv" fW I-TIv IVI <6 

11 - Af (X)f (Y) A+ A-t(IXII + IvI))l CWOXI + lyl). 
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By InequaUties (B3a), (B-0)), (BT) and (DS) 

JE41 

< C(C)II _ \1-2 

at -f Ixi (Ixi + lyl) dx dy fl. 
11 -, \+, \, ylX11211 -, \f(X)f(y)111 + lyl)1 

dz dy 
11 -X+ 1\71xl 11 X+ X-flyl 111 - Xf (X)f (v) 1 

dxdy 
+, \-fxlll -X + -\-fyl(ll -X+, \-y(x + y)1 - A�(x + y» 

9 C(E)li -, \1-3 
dxdv 10 10 

Ixi + z2xllzl + Z2V1(Izl + Z2(M +0- At(X + v» 

,< 
c(e)ii -, \1-3, 

uniformly in \ by a minor modification of Lemma A. 2.1. 

A. 1.2 Second term error analysis 

We split the integral in two parts and perform error analysis on each part separately. 

Errors In the first Integral. 

For the first integral the error is given by 

f (x)f (x + y) dx dy ell _'\1-2 
U. -Af (Y))(1 - AAX + 

A 

dx dy 
-flu. 

We telescope the difference by replacing each factor consecutively by its expansion, and we bound 

the resulting difierences. 

Mrst enw. First replace the numerator by 1. It is straightforwwd using (: j. 1.7) to see that 
for jxj, jyj <c and the fact that R(x) 4, Oelxl, where 0, -+ 0 as e --+ 0, 

If (--)f (x + y) - 11 = I(I -, ylxl + R(x))(1 - -flx + yl + R(x + y)) - 
4 C(S) -+ 0, as S -4 0. 

Then using Inequaft (133a) 

c(ol -, \1-2 If (x)f (x + v) - 11 dx dy ff. 
1-1 - Af Will - Af Will - Xf (x + Y)l 

C(Oll - Al-2 1 ff.. 
(11 -A + 

x 
dxdy 

(11 -A+ X-YOX + OF Otlx + YO 

(I -A+-A A-flyl)(1 -A A-flx yl) 1* 
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ýKK 
< C(C)ll -, \1-3 

J-'K J'K 
(IZI + Z21XII - t9elXl)(IZI + Z21YII - OeJYD 

A 

x 
dx dy 

(IZI + Z2(j-T + YI)l - OCIZ + YD 

uniformly in A by Lemma A. 2.2. 

Second error. Next we replace the x-term in the denominator by its expansion, 

A) -2 
dz dy 1 

E2(I) : '"2 C(l - 1-Af (x) -- 

Once again we obtain the bound 

Xf (x) - (1 -x+. \-ylxl)l 

jjsing the above bound, the inequalities Inequalities (B7) and (Wa) and the change of variables 

r= X/11 - Al, a= y/11 - AI we obtain 

E2"' 

jxj dx dy 
11 _AAY)III -, \f(X+Y)Ill -, \f(X)Ill -, \+, \, ylxll 

dxdy flu. 

11 -Af (Y)III -Af (z + Y)111 -Af (X)l 

4 C(C)I1 _, \1-2 
1 flu. 

(11 -A + A-fIXII - 861XV11 -A+ AYIYII eelyl) 

X -dxdy 
-, \+mfix +Y11 - ACIZ+YI) 

KX dx dy 
X 

ic 
ýJZZJ + StIZO(IZI + Z21VI - OeI111)(11ZI +, Z2(IX + Yj)j - AcIX + YI) 

C(C)II _, \1-3, 

uniformly In A by Lemma A. M. 

Third emr. The next saw arism from replacing the y-term by its expansion and is given bY 

jW) . C(I _, \)-2 I 
(I -A+ A-fi-TOO - AAT + W) 1- Af (Y) I-A+, \, Ylyl If. 11A lyll 

Orm again the bound 
11 - Af (y) - (I -X + xlyl)l 4 Orlyll 

Lie Lm ? -5, -+--:: 
2"ixo 

: 1555, T z2lvl - Oelyoulzi + Z2(jX + Y01 - AcIX + YI) 
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and Inequalities (Wa) and (B7) give 

(% 1) \I -2 lyldxdy IE3 I 

A+ AYlxl II 11 -A+ A-flyl - 0, lyl I 

x 
dx dy 

11, -A+, \-t(lx + YIN - 4CIX + Y11 
fKK 

KfK IZI + Z21XII(IZI + Z21YI - O-IYD 

x 
dx dy 

(IZI + Z21X + Yll - ACIX 

uniformly in A by a minor modification of Lemma A. 2.2. 

Fburth error. Finally we replace the x, y-term by its expansion and we get the fourth error, 

E4(1) = c(l - A)-2 
1 

A+ A71xD(l -A+ A71YI) 

x11 dx dy. 
ý1- 

\f(x + Y) A+\, y(lx +y 1) 
1 

it is str&*htfi)rward to got the botuid 

11 - AAX A+ A-fix + YI)l < e. lx + yl. 
The above along with a change of variables and Inequalities (BU), (B7) and (3.2.6) imply that 

IE4"'i = C(C)ll - XI-2 

x 
ix + pl dxdv 

flu. li -x+ ÄYlzllll -X+ Äollvilli - \f (X + v)lil -X+ x-yjx + Yll 
4 C(e)11 _, \1-2 

x 
dxdy ff, 

11 -x -x -X +, \-ylx + yll - 0,. lx + yj) 

94 C(t)ii - A1-8 1 jr K dx dy 'X LK 
IZI + Z2IXII1Z1 + Z21XVI(IZI + Z2IX + Yll - OtiX + VI) 

urak)rmly in x. 

Wrom in the Second Intepal. 

The total error In the memad Integral is given by 
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E(2)(Ä -2 
f (--)f(Y)2 

C(I wk) 
liu. 

(1 \f (y»(1 - Af (X)f (y» 

1- 
dx dy. 

(1 -X+\, yixl)(1 -X+, \. ylyl)(1 -X+ -\, Y(Ixl + Ivl» 

First error. We replace the numerator with 1. It is straightforward to obtain the bound 

If (X)f(V)2 < C(e), 

which implies along with a change of variables, Inequalities (B3a) and (B3b) that 

E 121(A)i AI-2 
If (z)f (1#)2 - 11 dxdv 

l 
flu. 

11 - Af(X)Ill - I\f(V)Iii - Af(x)f(Y)i 
1 

4 c(C)II (11 -A+, \. Ylxll - a. lzl)(11 -A+ A-flyll - adyl), 
dzdy 

x al -, \ ++ IvOl - o"(1--l + lyl)) 

C(L, )Il - Ar, 
KK 

KfK (IZI + Z21-Til - 19elXl)(IZI + Z21YI1 - OCJYJ) 

dx dy 
x (IZI + Z2(1-TI + IYI)l - Ae(IXI + IYI)) 

C(--)Il -XI-3 

unifoffaly in A, by Len=& A. 2. I. 

sewnd wTor. We replaw the x-term; In the denominator to obtan the error 

dx dy II 
E2(2) 0) *-' C (1 - *X) 

11. 
(1 - Af (Y))(I - Af W )) 

II- 
Af (X) 1-A+ A-YIXI 

I- 

Rom a ch&W of vwiables, bmqualities (133a), (B-31)) and (B7) and Lemma A. 2.1 it follows that 

(2) 
lxldxdv 

C(Oll - Al-2 
11 -Af (0111 -Af (x)f(Y)II1 -, \f(x)lll -A+, \-tlxll 

4 C(C)ll _, \1-2 dx dy 
11 -Af (Y)II, -Xf (. T)f (0111 -Xf Wl 

4 C(e)II AI-2 
1 Ar. 

(11 -A +A-rl--ll - asixi)(11 -A + A-flyll - oelyl) 

dLv 

KK OXI + Z314 + Z21VII felYF) 
&dIr 

1XI Tlx-l+ WIZI + IvOl - A*(Jx! + lVD) ý C(C)II 7_, \I, -3, 

uUmmuly in A. 
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Third error. The expansion of the y-term gives the third error 

E3(2)(, \) = C(l _ \)-2 

&T dy. 
U, (1--\+, \Iylxl)(I-, \f(x)f(y)) 

[I-Af(y) 

I- A\ + AA, -yf 11 yy 

Then a change of variables, Inequalities, (B3a), (1331)) and (W) and a minor modification of 
Lemma A. 2.1 

(2) 1_ AI-2 
O. lyldxdy 

E3" (\)I <CI 
flu. 

11 -A+ A71xilli -A+ A-flylill -Af(Y)IIl -Af Wf (Y)l 

< 
0. dx dy 

, 
C11 _ \1-2 flu. I' -, \+, \Oylxl I I' -Af(Y)I I, -, \f(x)f(Y) I 

< C11 _, \1-2 
flu. 

11 -A+ AYlxll(ll A+ Aoylyl I- i9e lyl) 

x 
dx dy 

A+ \-t(lxl + 1YI)l - oe(lxl + lyl)) 
KK dx dy 

<fK 
f'K 

IZ1 + Z21XII(IZI + Z21YI1 - OeJYJ) 

x 
dx dy 

IZI + X20XI + JYDJ - AcOXI + JYJ) 

:c t c(e)ll 

uniformly in A- 

Fburth error. Finally replacing the term involving both x and y gives the error 

2)(, \) . C(I _> E, ( )-2 

l1 

+, \-/(Ixl + lyd 

Once apin IDequalitWe (B3a), (B31)) and (137) and a minor In0dification of Lemma A-2.1 imply 
that 

-2 
1 fl. 

11 -X+ \-flxllll -X+ \-ylyll 

x- 69COXI + lyl) 
dx dy 

Iý . 11 -, + \, Y(lxl + lym 
dxdy AV. 

+ A71xi 111 -A+ Alylyl I 11 - V(X)f (Y) I 

C(e)II AJ-2 
11 ý,. ý-ý, 

IIA+ý ylzl IF, + 

x (I. T, + lyl), + lyj) dx dy 

4 C(C)II A 'j-3 

dx dy x 
IKK Ex 

1,14+ Z21-TIIIZI + Z21VII(IZI + Z2(jXj + lyl)l A, (IXI + lyl)) 
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and therefore 

uniformly in A. 

C(C)ll _, \1-3 IE4 

A. 2 Integral calculations for Theorem 3.1.3(i) 

Let K =- ell - AI-1, zi M (1 - A)Il - XI-It Z2 ý--- Alf- 

Lemma A. 2.1. For mall E>0, comPkx A with JAI < 1, y>0 and K, zj, z2 as defined above 
the integral 

KK dx dy 
(A. 2.1) F, (, \) = 

ff 
(IZI + z24 - ocx)(IZI + Z2Y1 - otY)(IZI + Z2(X + Y)l - Af(X + Y» 

00 

is finite. 

Proof. Let a>0 be fixed and very small. Then we split the region of integration into four parts. 
The integral is then split into 

(4) F, (X) = F, () (X) + Fl(2) (A) + Fl(3) (X) + F, 

where 

Flill(A) 
an 11 dx dy 

(IX1 + Z221 - 0#X)(1Z1 + Z2V1 - OeY)(1Z1 + Z2(-T + 01 
- 

Ae(X + Y» 

dm dy 
+ 049X)(IZI + Z2V1 - 0«Y)(1Z1 + Z2(-T ++ y» 

dxdv 
fik + Z2Z1 - 0,92)(41 + Z2V1 0«V)(IZJ + Z2(-T + Y)i + Y» 

1 
Li dxdy 

' (IIZI + Z2Z1 - ocx)(IZI + Z2V1 - oty)(IZI + Z2(M + v)i - äc(X + V» 

We Uvat each one separMAly 

Fbr the first Integral we use Isequft (B5a) to get that all t4wm in the denomhWor are bounded 
above by constants and tMwl F, (* (A) <C< 00. 

%r dw second Intepralwe we loquaft 05a) fbUtWOM Involving just y, and Inequality (B5b) 
for the tmm immoh*4 s, tbes hm 

K 

2) (A) 0 dxdv 
4c 

4x dy 
C< 

f 

M2 

ff 

X(Z 
ý 

Y) 
0aa 
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The third integral is finite by symmetry and the above calculations. 

Finally for the fourth integral we use Inequality (B51)) for all terms in the denominator to get 

KK KK 0000 

F(4)(, \) <C dxdy dx dy dx dy 
-. 
TY(x + Y) xy-V 

< 
if 

(Xy)3/2 
<C< 00 13 

Lemma A. 2.2. For small c>0, R(, \) > a, IXI < 1, -y >0 and K, ZIP Z2 as defined above the 

integral 

KK 

F2 (X) = 
tý 

Czi + z21z11 - Oelxl)(lzi 
M-X 

is bounded unifolTWV in A. 

proof To simp* wuldon we write 

--0 (A. 2.2) 
Z21V11 - OtlYI)(1Z1 + Z2IX + Yll - AeIX + Yl) 

1 
(IZ1 + Z21X11 - OelXI)(IZI + Z2lYll - OelYI)(1Z1 + Z21X + Yll - ACIX + YD * 

Then we have for some fixed positive a 

F2(A) = 
if X(x, v, A) dx dy + 

if X(x, y, A) dx dy 
BX(O)XBK(O) HK(O)xBjc(O) 

lz+vl<a lz+vlýýc 
(2)(. \). F2(1) (A) + F2 

Let us first treat F2(l)(, \). 

F2(1) (A) X(x, y,, \)dxdy 
BK(O) 8. (-V) 

ff X(x - y, y,, \) dx dy 
BK(O) B. (O) 

2o ck 

<I 
IX(x-y, 

y, A)dxdy 

+fI X(x - y, y, A) dx dy. 
194>2a -0 

For the first of thme intWals we use Inequality (Br)a), which impliw that for n, small enough 
tbmjSj+ 'IxII-A&I imbomxWbelow *-6constant independent of A. -y< Also since Ix I 
jyj + jxj 4 3or we almo have that IZI + Z21X - YJ I- eIX - yj is also bounded below by a constant. 
This Implies that the firpt iut4WW is bounded abm uniformly in X 

Let us now consider tj* mm, = al. > 0. And d Inteir In this case note that Ix - yj )ý jyj - jxj >- 
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thus we have using Inequality (B51)) 

2(lzl + Z21-T - Yll - OcIX - YI) > 2CIx - yj > Ca + Cjx - yl. 

Using this, Inequality (1351)) for the y-term, and Inequality (B5a) for the x-term, we get 

(X 1f 
X(r - v, y�\) dz dy 

IVI>2« -ck 

>2 

dx 
+ Z21X - Yll - OsIX - Yj)(jZI + Z21YI1 OelYl)(IZI + Z21XII - AeIXI) 

C dxdy=Cal dxdy 
(01 + Ix - YOFY-j JyJ2 cl 

lvi>2a -0 jyj>2a -01 

uniformly in A. Note that in the last inequality we have used the fact that 

a+ Ix - Y1 >a+ lyl - 1XI >, lyl. 

F(2) Now we can consider 2 (A). Using Inequality (B, 51)) and Ix + yj >, a>0 we have 

2(lzl + z2lx + yj I- Aelx + yl) >, 2CIx + yj > Ca + Cjx + yl. 

Therefore 

F(2) X(x, y�\) dz dy .2 
Bic (0) x BK (0) 

c ff dxdy 

DK(0)XBK(O) 
(lzi + z21x11 - Oelxl)(lzi + z21y11 - 0. IYI)(ei + Ix + YI) 

Now observe that 

dx dy 
<C< 00 UZI + Z21-Tll - OeIXI)(IZI +'Z21YI1 - OelYl)(Ci + IX + YI) 

0-0 

uniformbr in A by Inequality (135a). Usb2g Inequalities (BT)a) and (B51)) and since if Jxj <a we 
have that a+ Ix + yj ;o jyj + jxj ;ý jyj, we get 

d: rdy f f 
OZI + Z21-4 A914)(41 + Z21Y11 OcIVI)(a + IX + Yj) o<111<K 

00 dxdy 
Cff dxdy 

< 
ýy f 

Ca C 
f 

IYRO' * Ix + JyJ2 _2< 0C), 
0<1vl<k -0 *<Iyi<K 

ma 
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unifDrmly in A. 

By Mametry we alw have 

dxdy 
< 00. OZI + Z21XII - 19elXl)(IZ1 + Z21YIJ - 9ejYD(Ck + IX + YI) 

oa<lvl<K 

uniformly in A by symmetry and the previous integral. 

Since I -xj = jxj and I-x - yj = Ix + yl, we have that the integral over the regions (a, K)2 

and (-K, _CI)2 must be equal. The mne hokis by symmetry for the integrals over the regions 
(-K, -a) x (a, K) and (a, K) x (-K, -a). Therefiwe 

dx dy 
(IZ1 + Z21Z11 - OclXI)(IZI + Z2lYll - OelYI)(a + IX + VI) 

2 
dx dy 

(IZI + Z2I-TII - OtiXI)(IZI + Z2lYll - OelYI)(a + IX + Yl) 

-ck X 

+2f 
1 dx dy 

-, K ck 
(IZI + Z21X11 - OelXI)(1Z1 + Z2lYll - OelYD(a + IX + YD 

= 211 (X) + 212 (X). 

Then for I, we have 

I, (x) 4c 
dxdy KK 

(1-Tilyl(cg + Ix + YI) 
< 

xy, (x +Y) 

KK 00 00 
<Cff. 

y Y<Cffxdxl YN/ xy 

ce, 4c< 00. 

Fbr the wwnd inteval we calcubae 

-0 X -a K 

120) :4Ct 
d2: dy dx dy 

lxllyl(a + Ix + YI) 
<- c 

x(-Y)(c' + Ix + yl) 

dxdy 
c 

Ayý(Cl + Ix - YI) 

dzdy 
+C 

dx dy cfI 

-TY(of +, y - X) 

ff 

xy(: r + C' - Y) 
"aav 
K K 

CI log(y/a) dy f log(y/a) dy 
V(v + cl) +c Y(y -C< 00. 

a 
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These two bwts together imply that F2(. X) <C< oo, uniformly in A. 11 

lAn=a A. 2.3. 

dxdy 
<, CK-'(C + log(K)). 

IZI+Z21-TIIIZI+Z21YI11ZI+Z21X+YlI 
I-I<K<Ivl 

Prwf. Let a>0 be a fixed constant. We can choose this to be as small as we need. 

dxdy ff 
IZI + 921XIIIZI + Z21YIIIZI 

T -Z21X+ Yll 
lzl<, K<Ivl 

dx dil ff 
IZI+22]Xlll'ZI+Z21YI11ZI+Z21-T+YlI 

lzl<K<Iyl 
12+vi<a 

+ 
dxdy If 

IZI+Z21XIIIZ1+Z21YI11ZI+Z21X+YlI 

H, + H2. 

We first conskler Hi. Then observe that 

IHII 4C 
If 

isi<K<lvl 
ls+vi<O 

dx dy 
lXt+Z2lXliiYiiZl+Z21X+Yli 

4c 
f 

lyl>K jcC- 

f dxdy 

B. (-v) 
IZI + Z21-TIIIYIIZI + Z21X + Yll 

dx dy 
<C 

lZl+Z2lZ-YlllYllZl+Z21XII 
llvl>K ceBt. (O) 

c 
ly, - TIM 

dxdy 
c 

Oyl - I. TDfy-l 

4Cf 
dx dy I 

Oyl - a)lyl lyl>Kzr=B. (O) 

4c dy r 

K (v - O)y 
a* 

r cf' 
dy 

. + 

40f 
K_. 

4ý C(K - a)-l 4 CK-1. 
V2 
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Now let us move on to H2. 

IH21 C 
dx dy If 

IZ1 + Z21XIIIYIIZI + Z21X + Yll 
lzi<K<Ivl 

lx+vl; p-2 

c 
dx dy ff 

IZI + Z21XIIIYI(tk + JY + X0 
lxl<K<Ivl 
lx+vl; 0411 

dx dy 
cl,, L>K 

., 

L<. 
1z, + z2lxlllyl(cx + iv + 

+C 
dx dV LL 

IZI + Z21XIIIYI(O + JY +71-) 
jjvj>K*Qzj<K 

H2(l) + H2(2)' 

For the first integral we haw 

dxdy 
c 

lyl(ct + lyl - 1XI) 
llol>K lxl<a 

dx dy 

lvl>K ixl<a 

cL 
lyi(a + 

C Y-2 dy 4 CK-. 
KK 

For the mcond inte" we have 

H2(") 4C dx dy ff 
lxllvl(a + lyl - 1XI) 

IVI>K gletlxl<K 
K dxdy 

C 
IK 

+ 

C Ky 
dy IK 

y2 a(a +V- Ký 

and since V>K 

coo 2 

a2 
-1 log(K). <Cj if log 

(y) 
dy < CK 

K 

TAmmma A. 2.4. 

dxLy 
4, CK (C + log(K)). I-" 

'I +ý2214114 + X*IVIIIZI + Z21-T Y11 
jyj>K INI>K 

Proof. We trot split it into two pwts 

dx dy 
l, 'gl + Z210111ZI + Z21YIIIZI + Z21X + Yll 

0 
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<1 dx dy ff 

IZI+Z21XIIIZI+Z21VIlIZI+Z21X+YlI 
lyl, lxl>K 
lx+yl<a 

+ 
dx dy 

H, + H2. 
ff 

IZI+Z21XIIIZI+Z21YIIIZI+Z21X+YlI 
lyl, jrl>K 
lx+yl)ta 

Let us first consider HI. 

H, <c 
dx dy 

Z IZ1 + Z21-TIIIZI + Z21YIIIZ I+ X21-T + Yll 
lyl>Kx EB. (-V) 

C dz dy 
+ - + IZI Z21X YJJJXI + Z21YIIIZI Z21XII 

lyl>K reB. (O) 

c 
dx dy 

1,; C 
dx dy 

l lyl y- -TI 
lyfflyl - 1XI) 

lyl>K XEB*(O) lyl>KxeB. (O) 

4c 
f f dx dy 

- MOM - a) 
lyl>K 2 4EB. (O) 

00 dx dy 
<, CK-1 = C11 -AI. V(v + a) 

Next we consider H2, 

H2 s; Cf 
dxdl# 

+KK 
dx dy 00 

K 1XIM(a + Ix lxllyl(a+lx+yl) 
'm K dxdy K oo dx dy +C 

fit f--, 

Or lxllyl(a + I-T + VI) 
+C 

fK 
IXIIYI(a + IX + YI) 

r 

Then integral over (K, 00)2 is the sme. Fbmfiy observe that 

f-Kf-K dxdy 00 dx dy 'f*' dxdy 
<, CK-1. 

-(V -00 

IK 
X Izllyl(a+ Iz + il) J XY(a +X+ Y) 

LK 
XY 

r 

Now 

dx dy 
+ Ix + YI) 

dx dy dx dy 
++ 

rCo tu dx dy 
+ 

jfm 
<" dz dy 

je 
M litý 

! lix my(a +p- x) X 
iv 

xv(a +x- v) 
log, a+V- K) dy 

+ -2 log(IL) dy 
j( 

aK V2 

4 CK-I(C + bg(K». 0 
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A. 3 Error analysis for Theorem 3.1.3(ii) 

A. 3.1 First term error analysis 

we now estunate the error ansing from replacing the factors in the integral 

Af(s)(1 -f (t)) & ds ff 

(1-, \f(t))2(l -, \f(a))(1 -, \f(t)f(8)ý 
U, 

by their Taylor expansions. In other words we would like to find an upper bound for the quantity 

1-2 
Ili Af(s)(i f W) 

JE(A)j = C11 -A 
1, 

(1 - \f (t))2(1 - \f (8))(1 - \f(t)f (8)) 

IltlEdtd. 9 
U 2 

)(1 + A(ItlE + 181F)) 
2 

To simplify calculaWns we telescope the difference into a sum of errors arising from replacing 

each hwW consecutively and we use the fact that 

-2 (IE I+ IE I+ IE I+ IE 1) JEJ Cil - Al 1234 

where the Ej are defined as b1lows 

L 

Af (s)(I -f (t)) dt ds 
L 

El Xf (t))2(l 
ut 

AASMI - Af (Of (8)) 

jltlr6dtds 
- 

11 

U. \f(a))(1 - \f (t)f (8))' 

F4 
Itim dt die 

- Af (t) f (8)) U# (I Af (t))2 (I - Af (8))(1 
titlEdt da JIU. 

(I A+t itit)2(l - \f(o))(1 - \f (t)f(S))' 
t Itir dt ds 

+t ltlc)2(j - \f (, S))(1 - \f (t)f (8)) 
I Itir, dt ds 

(I + tltl2: )2(l +4 lair )(I - \f (t)f (8)) 

E4 = 
tltlrdtds 

ý(j , 
X. + fItl )2(l + 4181m 

flu. 

z. )(I - Af (Of (8)) 

't'. dt da 
(I 

-, \ + jjtlr 
, 
)2(l -A 

A. '+ 

J181E)(I 
- O\ + ý(JtJE + 1810) 
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First error In the first error we replwe the numerator by AltIm/2 mid thus the error is 

[Af(s)(I f(t))-iltlr]dtds 
lEtl (I - Af (t)), (I-- Af (8))(1 - Af (Of (8)) 

- 
f(t)) - A2ltIrl&ds 

11 - \f (t)1211 - \f (S)IIJ - \f (t)f (S)l 

Let us consider the numerator first. It can be shown that 

ll\f(-S)(I 
- 

f(t)) 
- 

tItlEl 
l< 

OlItIE + CItlEISIE <1 C(-e)ltll; 
9 

where C(c) >0 tends to 0 as e -+ 
We change variables EI/2t P-+ t. Then by Inequalities (3.3.4) and (3.3.5) and scaling t and S by 

1/11 -AI we get 

JEI 1 C(E) 
x JEJJI -AI JtJ2 dt dis ff 

JJZI + Z21tl2l - OcItI2131 IZ, + Z2 lig12l 181211 IZ, + Z2 (ItI2 + 1.912)1 
- 

Ae(ltl2 + 1,912)1' 
UK 

where z, = (i -A)/Il -Al, x2 =X/2, and K= K(A, e) =s/11 -XI. 
From Inequality (3 

-3- 8) we get 

ItI2 

JJZI + Z21tJ21 OcItl2l 

and thus after changing to polar coordinates we have 

KK 
rs dr da 

x 
ff 

l-lzl 4- x2r2l - Atr2jj Izi + z2s2l - O,. s2l I lzi + z2(r2 + 82)l - A, (r2 + 82)l 
00 

C(e)ll C(e)II 

where F(A), as defined in (A. 4.9), is uniformly bounded by Lemma A. 4.2. 

Second error. We now replace the hwtor 1- Af (t) in the denominator. Observe that 

Af(t))2 (I + 
ýItjv)2 

2 
ItIr A+ jItIr 2 + #rltl2 
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Using this, Inequalities (3.3.4) and (3.3.5) and the usual change of variables 

JtJ2 11 +A ItIr I+ JtJ3 
JE21 C(c) E_2E dtds lf 

I'-A+A2 ItIE1211 Af (S)III - Af (t)f (S)II1 - \f (t)12 
U, 

+ A)t)2) +)t)6 C(e) 
ff 

2c 
ItI21 

Ug 
++ 2 

dt ds 
xA+ 

41tJ2 12 11, +A (JtJ2 + 1812)l 
- 

&e (ltl2 + 1812)1 
I 

Then using Inequality (3.3.8) for each summand in the numerator and the inequality 

11 A ItI21 > Cjtj2, 

which follows from using the real part as a lower bound, we have 

ItI211 -A+\ 
Itl2l + JtJ4 

2< 

X+ jjtj2 12 
2 

and therefore 

IE21 4 C(e) 
if JtJ2 

Ue 
III 

-, \+tISI2I-tjeISI2jIFJ-, \+ 

dt ds 
xII+t (ItI2 + 1812)1 - &*(Itj2 + 1812)1 

Then by lmqualiV (3.3.4), polar coordinates and scalimg t and a OY II- AI 

00 

fKfK r8 
IF 

001 IZI + Z2r2I 6cr2I I IZI + Z2831 821 

dt d8 
x liz, + z2(r2 + O)l - &, (r2 +. 92)11 

where K e/11 by Lemma A. 4.2 we have IF421 < C(Oll 

ThIrderr, or. TW next error Comm from replacing 1 -Af (8) in the denominator. It is an easY 

calculation to check that for Itf <s 

ýI - Af(s) - (I + '\ laic) 214 

Using the above, the usual dwow d Varlabko and InequalitY (3.3.8) 

I,, i4citlic dt da Ai 

KK 

xr-. ' x 
if, 

IIIý rs dr ds 
00 

IZI+ i02111XI + Z2(rg + 82)l 4j, (r2 + 82)111Z, + Z, 2821 06, S21' 
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and finaUy by a minor modification to Lemma A. 4.2, JEýj < C(e)ll - Al-I 

Fourth Error. Finally the last error arises from replacing the term 1- Af (t)f (s) in the 
denominator by its expansion. Using (3.1.8) we obtain the following bound 

A I- AMMS) A+ 
i(Itir + ISIE)l I< C(6)(ItIE + ISIE)- 

Then we have the following bound using the usual change of variables EI/2t + t, 

JE41 <, Q& 

. 
12 11 

_, X + AISIMI 

if 

12 
ut 

Itim(Itiv + ltl,,, ) & d8 
A+ I(ItIE + 181E)l II- Af (Of (8)l 

C(e) 
I 

11 A JtJ212 11 + 1.9121 

if 

+ 
ug 

x 
ltl2(ltl2 + 1812) &d8 

II_\+t (ItI2 + 1812)l 111 
-\+ý (ItI2 + IS12)l (ItI2 + 1812) 

Using the above bounds, Inequalities (3.3.4) and (3.3.5), changing to polar coordinates and 
scaling by 11 -AI we have 

JE41 

4 C(e) if 
dt da 

Ue -, \+ 4jtj2lll_, \+4jSj2l Ill-, \+ 4(jtj2 +1812)l -A e 
(JtJ2 + 1812) 

KK 

C(E)ji 
Arsdrd8 ii 

2 JJZI 
+ Z2(r2 + 82)1 -, &,, (r2 + 82) 00 

1z, + z2r2j Izi + Z28 I 

ir. C(sol - xr, 

by a minor modiEwAtion of Lemma A. 4.2. 

Thus &H the errorý we bounded above by C(e)ll -XI-I with C(s) -+0 as c -+0 and therefDre 

JEý(, X)j r 11 _ Aj-2(jEj + IE21 + IE31 + IE41) < -3. C(6)11 \1 

A. 3.2 Second term error analysis 

Errors In first Integral 

We esthnate tbýe, error arisir4 from using Taylor in the integral Y, (A). That is we would like to 
have an upperbouad iDt the qwmft 

'JEJ <f (t)f (t + a) dt ds 
(I - AMM, - Af (. 9))(1 - Af (t + 8)) us 
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dt ds 
(1 -x 

AltIE)(1 
-x+-x+ 

Alt + ql, ) 
2 

Similarly to the fin; t term we telescope the difference, 

< _, -2 JEJ 
.zI, 

\1 (JEI I+ JE21 + JE31 + JE4 1), 

where we define 

E, 
f(t)f(t + s) & ds Iff 

(1 - AMM, -, 
Xf(8))(1 

- 
AM + 8)) 

us 

dt ds 
(I - Af (t))(1 - Af (8))(1 - Af(t + 8)) 

E2 
dt ds 

(I - AMM, - Af (a))(' - Xf (t + 8)) 
ue 

dt ds 
(1 

-x+ 
41tjr)(i 

- 
\f(8))(1 

- 
Af(t + 8)) 

E3 dt ds 
(1 -\+ -\ ItIE)(1 - \f(s))(1 - \f(t + a)) 

ut 

dt ds 
(I -x+4 It1r)(1 -A+41 81, C) (I - Af (t + 8)) 

E4 dt ds iff (I-, \+ jjtjz)ýI -x + 1181m)(I -Af(t + 8)) ue dt da 

(I -x+ p1r)(1 -\+ 4181r)(i -\+ t1t + 81r) 
I. 

Fint enw. We first coudder the error from replacing the denominator f (t)f (t + a) by 1. 

IEI I rk 
If(t)f (t + s) - 11 dt ds if 

11 -Af(t)l 11 -Af(8)l 11 - Af (t + 8)1' 
ut 

Using (i. l. s) and the fact that R(t) = o(Itj2) as t -+ 0, we bound the numerator 

If (Of (t +1 8) - 11 10-12 ItIE + R(t)) (1 
- 

! It + slE+ R(t + s) 

rt C(e) -+ 0, as 640. 

Using the abovi &W a 4M, 111; kl; 11114ý 

X, 
r dt da 

1121 + 22#1*1 'Beltl2l I IZI + Z2 e18121 
JJZI + Z21t + 8121 - (), It + 8121 

11 - Al-110(c)GO) < O(S)II - \I-I, 
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where G(A) is shown to be uniformbr bounded in Lemma A. 4.1. 

Second error. We proceed by replacing the t term in the denominator by its expansion. By 

the sam calculations as above, 

IF41 4 C(6) 
Af (t), 11 

ItjEdt ds 
Af(8)I 11 - Af(t + 8)111 - 1\ + OJEJ 

U. 
2 

4 C(6) 
r1 )I 

Ill 
-\+ 

jItI2I 
- tjItI2I Ill + 4IS121 

- 
0,, 18121 

us 

dtdo 
X TI-1- \+ #It + #121 - ocit + ; P-I 

dt da 
x FIZ + Z2ItI2I - 

OcItI21 I IZI + Z218121 - ec, 18121 I IZI + _. 21t + 8121 ee 

if 

I 
It + 8121 

UK 

C. C(C)Il - %(-, 
by Lwans A. 11. 

ThIrd error. By similw csk*ulukms we have 

r JsJ7 dt ds JE314 C(6) 
++ JISI'21 Ill + JISPI - (), C18121 11 - Af (t + 

U. 

c(C)II - Al-, 

&ds 
x 

ff 

Jtj + ftItl2l IJZ, + Zý18121 - %18121 IJZ, + Z21t + 8121 - 9,, It + 8121 
UK 

4 C(t)jl 4 C(c)jl -Aj-l 

by Leaum A. 4.1. 

Fourth maos. FinaDy we tephm the t+ s-term in the denomhawr. 

IE41 C(e) It + alc dt ds 
A+ f1tilcl 11 -A+ t181.1 JI - '\ + tit + 81.111 - Af (t + S)l 

dtda C4 c(C)II - xr, 
If 

JZI + X21ti2l JZI + Z218121 JJZI + Z21t + al2l - ecit + $121 
UK 

by ml= nwdificstim to, I A. 4.1. 

Ila 
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Errom in the second int4Wal 

We now estimate the error arising from using Taylor in the integral Y2(A). In other words we 
would like to bound 

JEJ =f 
(t)f (s)l dt ds if 

(I - AMM, - Af (8))(1 - Af (Of (s)) 
U. 

1 dt ds 
A+ ItIE)(1 -A+ ISIE)(I -A+ 

4(ItIE + 181E)) 
us 

Once again we telescope the differeew by replacing each factor one by one 

JEJ 4 IBIJ + JE21 + IFJ31 + JE41i 

where we define 

ff f(t)f (sr dt ds 
ji (I - xf (o) (1 - Af (9)) (1 - Af (Of (8)) 
us 

dt ds ff 
(I - Af (0)(i - Xf (8))(1 - Af (Of (8)), 

ul 
JAI = 

dtds ff(i 
- AMMI - XASM, - Xf(t)f(s)) 

ut 
I dt do 

us 

JE-31 
dt da 11(l 

-A+ 
jItIE)(1 

- I\f(S))(I - I\f(t)f(S)) 
us 

I dt da )f(I 

-A+ 
OIE)(l 

- 1\ 
+ 51\181E)(l - 

Af(t)f(S)) 

us 

IE41 - 
dt da ff(I 

-A+ 
jItIE)(1 + 4181E)(I 

- I\f(t)f(, S)) 
ug 

dt ds ff(l 

+ jltIE)(1 + 1181r)(1 + ý(ItIM + ISIE)) 
uc 

First error. By a trivial, calculation we find that If (t)f(s)2 -iI< C(e) and therefore by 
Inequalities (3.3.4) to (3.3-8) OW changing to polar coordinates 

Al 4 C(C)II - Al-I 
KK 

x 
radrd8 ff 

Ilzi + z2r2l - lB. r2lilzi + Z2821 - 0,82111z, + z2 (r2 + s2)1 -, &, (r2 + 82)l 
00 
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Second error. I%is arim from repkwing I -Af(t) in the denominator. using (. 3.1 . 8) and the 
faa that R(t) = O(ItI2) one obtaing the boUnd 

,_ \f (t) _ (1 _\ 
ýit12) 

and therefore by Inequalities (3.3.4) to (3.3-8) 

JE21 < C(6)11 - Al -1 
ff 

JJZI + Z21tl2j - ocitl2l 

1 

JJZI + Z218121 - 0618121 
UK 

dt da 
x JJZI + 22 OW + 1812)l (jtJ2 + IS12)l 

by Lemma A. 4.2. 

Third error We replace the I- Af(s) term in the denominator. By the same calculations as 

above we obtain 

JE31 C(--)Il - -A 
-' 

dt ds x 
ff 

ISI, +, Z2142HIZI + ýýSJ21 - StIS121 112, + Z2(ltl2 + 1,912)1 -0a (JtJ2 + 1812)l 
U, 

C(--)Il - xr, 

once &gain by Inequalitieg (3.3.4) to (3.3.8) and Lemma A. 4.2. 

Pburth onvr The lot error term arises, from replacing I -Af (t)f (a) In the denominator. By 

similar calculations wW applkation of Inequalities (3.3.4) to (3.3.8) we have 

JE41 IC C(C)11 - AI-' 
I. V, + X218121 I IZI + Z2(jtj2 + 1812)1 0, 

if 

(jtj2 + 1,912)1 
UK 

x 
(ItI2 + 1812) dt CIS 

1, C, + 2; 21tJ21 JZ, + Z2(jtj2 + 1812)1 

4 C(011 - 

by a A& nwMestloft of-Lamma A. 4.2. 
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A. 4 Integral Calculations for Theorem 3.1.3(ii) 

Lemma A. 4.1. For zi = (I - A)/11 -AI, z2 =A/2, R(A) >a for some aE (0,1) 

G(A) =I 
if 

I IZI + Z21-TI21 JX12111Z, + Z2 lyl2l 0s ly12i 
UK 

x 
dx dy 

< 
I IZI + Z21. T + yJ21 - tq e 

IX + yJ21 '*ýý 

uniformly in A. 

(A. 4.1) 

Proof. Fix some small P>0. We split the region of integration in two parts. We first consider 
the integral in the region Ix + yj <# for some fixed positive 6>0, which we can choose to be 

as small as we desire. On this region we have, changing to polar coordinates, 

ff 

IIZI+Z21XI21-08 

UK 
lz+vl<O 

d. T 
IZI + Z21YI21 - OCIV121 1 IZI + Z21X + Y121 - Oe IX + Y12 

dy dx ff 

IZ, + Z21X121 - igel. TI21 I IZ, + Z21yJ21 e 
IV121 I IZ, + Z21X + yJ21 - OCIX + yJ21 

BKXBP(-Z) 

dy dx ff 
I IZ, + Z21X121 - 0,, I. TI21 I IZ, 

.+ 
Z21yJ21 - 19slyl2l JJZI + Z21y - X121 -0e ly - X121 

BKXBP 

K 

4c+c rs dt ds dr fff TI-xi + 
72131 

- Oer? l Ilzi + z2821 
:: Oes2l Ilzi, + z2f (r, s, t))l - Od (r,. s, t)l 

where 

jjj+ Z2r2j - Ocr? II IZI + Z2821 - 068211 I't, + z2f (ro s, t))l - Oef (r, s, t)l 
000 

r2 +-92 + 2ra cos(t) = (r - s)2 + 2rs(i - cos(t)). 

Now let 6<0 be a small fixed positive constant. We can choose this to be as small as we want. 
We split the Integral 

X 02w 

ra dt ds dr fff 
IIZI+Z2ý21-fer2l'IIZI+Z2S21-OCS2111-1ýl+Z2f(risit))I-Ocf(rls, t)I 

000 
K0 2ir 

ra dt ds dr ffjjZA 

+ 11Z, + Z2821 - 06821 11Z, + X2f(r, $, t))i _ 9, f(r, S, t)l 0' 0 

', 144: 0 2* 

+ rs & ds dr fff 

11ZI + z2r 2 Or2j JJXI + Z2821 - OCS21 JJZI + Z2f (ri S, t))l - Oj (r, s, t)j 000 

+ 

Fbr H2, since r, s<0+8, we can find knver bounds for all the factors of the denominator using 

121 
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Inequality (3.3.7). Fbr the term including both r and s we have 

I lzi + z2f(r,, s, t))l -0j(r, a, t)l ;ý Iz, + z2f(r, B, t))l - ej(r, q, t) (A. 4.2) 

+ (r2 +, 92 + 2rs cos(t)) (A. 4.3) 

(A. 4.4) 
(2 

(#+6)2 >C > 0, 
,> 1-4 

(i+G, ) 
(A. 4.5) 

and therebre IH21 4C< oo. 

For H, we use Inequalities (3.3.7) and (3.3.8) 

IZ1 +z2f(rtsit))l -eef(lrst) IzI +z2f(r, a, t)) I- Oef(r, s, t) (A. 4.6) 

C ((r 
_ 8)2 + 2rs(l - cos(t)) (A-4.7) 

>, C(r _ S)2. (A. 4.8) 

Thus we have 

IHII C rs da dr 8 ff 

r2(r -, 9)2 
Cffrr 

8)2' 
0+8 0 0+6 0 

wWh is finite by Fubinis Theorem and the &ct that 

sdrds 
00 

s dr ds oo a dr ds cff 
r(r - 9)2 

Cff 
(r + S)r2 

<- Cff 
r3 

< 00. 
0 0+6 080a 

We are left to show that the integral on the region I ki + ký >, is finite. 

Let 

Di ,-«, Z, y) E R2 X R2: Ixi < 0, IYI < 0, Ix + Vi > ß), 

EXW: Ixi < IYI 

ER2 X R': ß < K, ivl < ß, lx+yl > ß), 

D4 319 «2, V) E R2 X R2: ß <, lxl 9 K, ß< Iyi < K, ix + Vi >, ßl. 

Over Di all the betors of the denominator are bounded below by Inequality (3-3.7); therefore 
the inteval Is finite. Note that since Ix + yj ;ýP, we have that 

IX + V12 C+ CIZ + y12. 
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By InequaW (3.3.8) 

dydx 

JJZI + Z21XI21 - tgtlo 121 JJZI + Z2 lyl2l - Igelyl2l I IZI + Z21X + Y121 - Oc I-T + YJ 
D2 

Cff 
dy dx 

2 '2 2 0 2 2 JIZI + Z21X1 1- OtiXI 1 11Z1 + Z21Y1 1- 
e1Y1 

1 (Ct + IX + YI ) 

K 2ir 
cf f rs dt ds dr 

im m 0 , 2 (ß + r2 +, 92 + 2ra cos(t» a 
K 2w 

c j ra dt ds dr 
2 2 2 2 

e +9 ra cos(t» + 9 (a +r 

c rdsdr 4C 
'rdsdr 

9C< oo. 
f 

a 

where we have uwd Lemma A. 4-3 and the inequality 

+2+ 82)2 _ 4r282 > r, C(r2 +. 92). 

Similarly over the region A by symmetry. 
Finally over the region A we have bY Inequality (3 -3-8) and Lemma A. 4.3 and the last inequality 

dydx JID4 
JJZI + Z21X121 - OCIZ121 11, S, + 221V121 OCJV121 JJZI + Z21X + yJ21 - gel. T + 

cr 
dodr I, 

13 

lammaA. 4.2. For -AI, z2:! ýcA/2, K=e/jl -AI, and R(. \)>oE(o, l) 

fK ic ra dr da (A. 4.9) 

0 

fo 
Izi + zjr2j - 0,01 Ilzi + z2s2l - 0.8 2+ 82)l - A,. (r2 + 82)1' 

is bounded abow un#orn* in A. 

Pmof. Fix a small PwMve 0>0, and split the integral 

FQ\) - Fi (X) + F2 (X) + Fs (X) + F4 (X), 

WhM FjF2, F3, &W P4, WO tb& igtegrgjg OVer the re&US [0, #]2, [0, #1 x [0, K1, [fl, KI x [0, 
ýJkd 

-(3. -3.9) the denominator is bounded below and thus WbOW r, ' < hatisfitl9t (3,31) and 
IF, (A)l 4C< oo untbrmly in X,, 
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By Lieqwklities (3.3.7), (3.3.8) and (3.3.10) 

K 
rsdrds 00 sdrds IF2(A)l <, 

r2 (r2 + 82) l< < 00. 
fo 18fo 

r3 

and similarly for F3 by symmetry. 

By Inequalities (3 -3- S) and (3.3.10) 

KK ra dr da 00 00 dr da 
1 F4 (X) 19 

r282 (r2 + S2) 
<' C 

Iß' Z-9C< 
00 (A. 4.10) 10,10 

e0 r2S2(r + 9) 

uniformly in X. 

Lemma A. 4.3. For a>b>0 

dt 21r 
a±b cos(t) = Va-7r- 62' 

Proof We bring the integral in contour form, 

dt 
" 

ir 1x dz 
a+ b cos(t) +I 

f- 

.) lz 

where r is the circle of radius 1 around the origin. continuing we have 

I 
_dz 

dz ir 

a+I (z + 
S) 

iz i 
jr 

IX2+AX+ f 

2 dz 
ib r 
2 dz 
ib r 
2j dz 

'r z+f+z+ 
ib r( a7, --1 )( 

13 

Recall that a>b>0. Then it is trivial to see that the larger root 

+> 

and thus lies Outside the MR dime. It requires a little more work, but it is also easy to show that 

it - vv--ll < 1, 
and thus that this rp'ot Sm wkhi In the unit disc. Thus the integrand has one simple singularity 
within the unit disc splying Cauchy's residue theorem we obtain 

1 dz 2iri 1,2w 
r r qIT =. IT 'i b0 a+bj (z + is b Vý-i 
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Lemn-m A. 4.4. If for SOMe aE (0,1), we havelAl <1 and R(A) >a then 

dk, dk2 <, D(e) log, 11 -X1-1. 
Illk, 

)<,: ýlk21 11 -X+ 
lik112111 

-\+ 
Alk212111 

-\+ jýlki 121 
2+ 

k2 

Proof. We first change variables, and withZ1, Z2 as defined previously we have 

dki dk2 
11 -A+ ý'Jkl12111 -+ 

Ajk2 12111 + Alki + k2 121 
22 

dki dk2 JJjkjj<KQk2j 

IZ1 +Z21kil2lIZ, + Z2lk2 1211 Z, + Z21ki + k2 121 

For some fixed, small 6>0 we split the region of integration 

dki dk2 if 

Izi + z2lkll2llZl + Z2lk2l2llZl + z2lkl + k2121 
Ikll<KC*lk2l 

< 
11 dki dk2 

IZI + Z21kil2lIZ, + Z2jk2 1211Z, + Z21kj + k2F2-1 
jkjj<KQk2l 

lkl+k2i<b 

+ 
dki dk2 if 

IZI + Z21kil2lIZ, + Z2jk2 1211Z, + Z21ki + k2 121' 
lkii<Kf, ik2l 

jki+kfl; ý6 

For the first integral we have 

dki dk2 ff 

IZ, + Z21k, 1211Z, + Z2lk2l2llZl + z21ki + k2121 
Ikll<K4lk2l 
lkl+k2l<S 

c dki dk2 ff 

IZ, + Z21k, 1211Z, + Z2lk2l2llZl + Z21k, + k2121 
lksl>K 

A; IrcBs(-h) 

4c 
dki dk2 If 

lzi + z2lki - k2l2llzi + Z2lk2l2llZl + z2lkll2l 
lk2l; PK 
jkjj<O 

00 rs dt dr ds <, cL 
fo, f, 

IZ, + Z2(r2 + 82 - 2rs cos(t))Ilzl + Z2821 IZ1 + Z2r2j 
00 6w 

rs&drds rk c 
I. ' Jo f" 

(r2 + 82 - 2rsCOS(t))821Z, + Z2r2j 

and by Lemma A. 4.3 and Inequality (3.3.7) 

(a r)(S +, r)821Z, + Z2r2j 

, cx , cx 
cl, ds 24 D(c)JI -AI. c7c 83 

4 CK 
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Thus we have that 

dki dk2 
<, D(e). 

11 
11-, \+Älki12111-, \+11k212111-, \+ýýlkl+k2121 

lkll<C41k21 
lkl+k21<6 

Let us now consider the integral over the region I kI + k2l >, 6. Then we use the following trick: 

21ki + k2l 2 >, D+ Ik, + k212, 

for some positive constant D, since 1k, +k2j > 46. Then by Inequalities (3.3.7), (3.3.8) and (3.3.13) 

and Lenuna A. 4.3 

dki dk2 ff 

IZI + Z21k, 1211Z, + z2lk2l2llzl + z2lkl + k2121 
jksj<K4jk2j 
lkl+k2l; 06 

dki dk2 
JZI + Z21k, 12 jjk2 12(D + lki + k212) 

lkll<KlQk2l 
lkl+k2l; os 

oo Kw 
rs dt dr ds ' f. LI 

zi + z2r2lS2 (D +r 
<- 

fK 

2+ 82 + 2rs cos(t)) 
oo K 

rs dr ds c 
ficclIfo 

jzi+z2r2js2V(D+-r-3Ta2)2-4r2O 

oo K radrds 
JZ, + Z2r2lg2 

401. 
.- 

4q, 
f 

rdrds 
KK0 0 

IZ, + Z2, r2l; 2 

1 
4c $- 

12 
da 

K2, dr 
<, D(e)ll - Al log+ 11 - Al-1. 

FK 

,_ý 

fe 'ý 
IZl + Z2r2l 

Therefore 

dki dk2 ff 
11 -A + Ilk, 12111 + \lk2 12111 

lkll<c4lk2l 

4, D(c) log+ 11 - Al-1 

< D(c) + D(e) log+ 11 

Lemma A-4-6. For si, z2 as &fl? md dbovci and *(A) > 

A, dk2 
<C< 00, \+ilk, 12111 Alk2J2 Ill X+ \Ilk, + k2121 

un#o"nil in A. 

11 

126 



APPENDIX A: APPENDIX TO CHAPTER 3 

proof. We first duuige variables scaling by 11 - Al and then split the region of integration for 

some fixed, small 0>0 

11314 11 Al-IC 
dki dk2 ff 

lzi + z2lkll2llZl + z2lkll2llZl + Z21A; l + k2121 
Keftjkjj, jk2j 

Al-ic dki dk2 ff 

lzi + z2lkll2llZl + zýjkjj2jjZj + z2jkj + k212l 
K<Iktlslk2i 
lkl+k2l<# 

+ Al-ic 
dki dk2 if 

Iz., + z2lkll21lZl + z2lkl)211Z, + z2lkl + k2121 

lkl+k2l; 00 

Fbr the first integral we have 

dki dk2 
lzi + z2lkll lizi + zýk11211Z, + z2ikl + k2121 

lk2+k2l<P 

dki dk2 

Izi + z2lkll2llZl + z2lkll2llZl + Z21k, + k2121 
)CIOCIIA21 
kl, CZBA(-AC2) 

4c dki dk2 ff 

IZ, + Z21k, 1211Z, + X21IC11211Z, + z2lkl + k2121 

k, G a's 

r. c dki dk2 - <5 C, 

K 1ý 121 
Izi + Z21ki - 

W21211zi + z2lW21511zl + z2lkll2 I 
" 

by the cakulat im In the proof of Lem= A. 4.4. 

For the otboK lutegW wo. havalnequaW 1(3-. 3. 
-8), and Lenuna A. 4.3 

dkl dk2 
+ Z21 

ff, 
lil iijk'ij2jjzj4 Z21kll2llZ 

K 

c dki dk2 
Ikli2lk2l2(D + Iki + k212) 

00 00 Ir 
ý4 C, 11 1 

71 
X 1- ra dsldr do 

; ý(P + r2 + s; + 2rs cos(t)) 

f IK I-* 

rs dr is 
ý282 87)2 4r2ol 

f, c], 
dr do 

K rs Vý 7= CK-1 < D(e)ll -All to rs 

nd tlw WMM& f 

-jpW". 
13 
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