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Abstract

In this thesis, a novel hybrid approach for tracking variable numbers of network-structured deformable objects is presented. The hybrid technique developed is a combination of the Network Snakes parametric active contours technique, and the Reversible Jump Markov Chain Monte Carlo (RJMCMC)-based particle filter approach. Additionally, a novel method for (semi-)automatic initialization of the network snakes is implemented.

The proposed technique is applied to the real biological problem of tissue-level segmentation, and automatic tracking, of a network of cells in confocal images showing the roots of the model plant Arabidopsis thaliana. The Network Snakes component is used to model the structure of cells in Arabidopsis roots, which are clustered together and delineated by shared object boundaries forming a network topology. The RJMCMC tracker is allowed to track the network node points over image sequences, and these tracked nodes are then used to control and re-parameterise the topology of the network snakes at each time step. This is followed by energy minimization of the network snakes which refines the tracked nodes and cell boundaries to settle at the energy minimum. Thus the component techniques complement each other in the hybrid approach.

A novel method of evaluating such network-structured multi-target tracking is also presented in this thesis, and is used to evaluate the developed tracking framework for accuracy and robustness using several real and synthetic time-varying and depth-varying (z-stack) image sequences of growing Arabidopsis roots. These evaluation results are presented, along with a comparison between the results of the independent component techniques and the hybrid approach. The results show that the hybrid
approach performed consistently well at all levels of complexity and better than the component methods alone.

With the spread of systems approaches to biological research, demand for such methods and tools capable of extracting quantitative measurements of biological samples from individual and time-based sequences of microscope images is increasing. To this end, a software tool has been developed that implements the proposed hybrid technique which is being used at the Centre for Plant Integrative Biology to extract model parameters such as cell counts, cell boundaries and cell wall elongation rates.
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The aim of the work reported in this thesis is to develop a novel technique for tracking network-structured multiple deformable objects. Tracking multiple objects is a challenging task, especially if the target objects are clustered and connected together. The connected targets share image features between them so that any motion or deformation of one object is dependent on, and can have an impact on its neighbours. The close proximity, interdependency and the topological arrangement of the target objects require a high-level global representation that explicitly captures the connections between the target objects. A tracking framework for such complicated structures should ideally be able to cope well with the network deformations and translations which are common to the domain. This thesis explores novel ways of combining existing techniques to develop a novel hybrid approach for segmenting and tracking network-structured multiple deformable objects. To demonstrate the ability of the proposed technique, it is applied to the real biological problem of tissue level segmentation and automatic tracking of networks of cells in confocal images of live roots of the model plant *Arabidopsis thaliana*.

Another contribution of this thesis is a novel method for evaluating network-structured multi-target tracking, which is then used to evaluate the developed
tracking framework for accuracy and robustness using real and synthetic time-lapse sequences of growing Arabidopsis roots.

1.1. Motivation for research

As the population continues to increase, the large-scale and largely unpredictable variations in growing conditions brought about by climate change, and the depletion of natural fertilizers such as phosphorus [1] [2] threaten to disrupt global food production. If an adequate food supply is to be sustained, it is vital that crops be developed which can react to, and flourish in, new, and probably harsher, environments. To achieve this, understanding plant growth, and the processes that affect plant growth, is of great importance. Hence, accurate quantitative data describing the growth of plants, their organs and cells is crucial. Quantitative growth data provides the link between plant properties and behaviours and the models of growth mechanisms needed to secure future crop production.

Traditionally, observing plant growth responses involved manually recording change, for example by physically marking specimens’ size, etc. on their growth plates at set timepoints. Other approaches have marked the plants themselves to observe expansion effects; for example, marking roots with ink at fixed intervals [3] or embedding stained glass beads on the root surface [4] and observing the displacement velocities of these features.

In recent years, the adoption of digital image analysis-based approaches has allowed measurements to be made at the organ or whole-plant scale with much less manual interaction and much less obtrusively. Methods have been developed to assess properties of plant roots [5] [6] [7] [8], shoots [9] [10] [11], leaves [12] [13] [14] and seeds [15]. Typically, these tools require either digital photographs or scanned images of plant organs. The challenge is to create accurate, high-throughput systems which can gather data from large numbers of plants at frequent intervals while
keeping human interaction to a minimum and placing only minimal constraints on growing conditions [4].

The rapid development of confocal laser scanning microscopy (CLSM) has allowed biologists to examine plant growth at the cellular scale. A wide variety of fluorescent markers are available which can be used to tag features of interest, e.g. cell walls, nuclei etc., which can then be imaged to allow visualisation of the structures within a growing plant. Confocal microscopes gather data from a plane through their specimen; the resulting images can be arranged either as 3D image stacks or single or time varying sequences of 2D sections through the plant. They can then be used to resolve the geometry and/or growth of the underlying cells which make up the tissue, allowing quantification of parameters such as cell volume estimates, growth rates, and so on. Extracting such information is, however, a very labour intensive and error-prone process when done manually, even in two dimensions. As a result, there has been much recent interest in developing automated methods of extracting such information from these images [16] [17] [18]. Automated approaches both help to remove the subjectivity of manual methods, and save experimenters’ time, as much less manual interaction is required.

Existing methods and tools which aim to automatically measure plant growth at a microscopic scale include RootFlow [19], which uses optical flow techniques to measure growth rates across a magnified root image. Using such methods, the growth rates are associated with texture flow across the image rather than being tied to particular cells or other semantic regions. This local motion approach has been extended for use on CLSM images [20] [21], where noise effects and the properties of the imaging modality themselves, such as the lack of stable texture, need careful consideration to extract reliable motion information.
While measurements of growth at the plant organ and individual cell levels are invaluable, many key events in the plant life-cycle are marked by changes at the tissue level; they involve not just individual, but sets of related cells. The emergence of new lateral roots is a prime example. Here new primordia force their way from deep inside the main root, breaking through overlying tissues to form the lateral roots [11]. Even simple growth is best understood by considering multiple cells. Cells are connected, and do not ‘slide’ past each other as the plant grows; a developing plant can and should be thought of as a network of cells, shifting and expanding over time, considering not just local but global information about growth and change.

The goal of the work reported here is to identify and track the movement and deformation of networks of cells of the root of the model plant *Arabidopsis thaliana*. *Arabidopsis* attracts much attention within plant science because of its fully sequenced genome and simple cellular structure; as a member of the Brassicaceae family, biological results obtained using *Arabidopsis* are expected to transfer to crop plants. There is much interest in measuring differences in growth rates, cell volumes, and cell geometries across various mutants and wild-type plants. Knowing volume changes over time yields information about growth processes on a cellular scale, and recovering the cellular and tissue geometry allows models to be reconstructed from the data.

1.2. **Challenges involved**

Figure 1 shows a typical confocal image of an *Arabidopsis* root, with key features marked. New cells are formed, by cell division, in cells surrounding the quiescent centre and, as the plant grows downward, these cells “move” into the elongation zone. Here, during normal growth, cells expand in a direction parallel to root orientation. *Arabidopsis* plants grow quickly in the elongation zone and so cells can appear to expand and translate at high speed, with large displacements between
images. A wide range of cell deformations is also possible, depending on plant phenotype and growing conditions. Again, these deformations may be large, and are largely unpredictable. While the high resolution of CLSM images gives an impression of quality to the naked eye, the noise associated with confocal images is more complex than usually encountered. In [20], it has been shown to comprise two additive Gaussian components and an element of salt-and-pepper noise. Attenuation of the laser by plant tissue further means that image quality deteriorates as depth through the sample increases. Extracting accurate descriptions of the development of Arabidopsis cells from sequences of CLSM images is a challenging task.

Figure 1. A typical CLSM image of the root of Arabidopsis, with the cell plasma membrane marked with green fluorescent protein and key features annotated.
As can be seen in Fig. 1, plant root cells are naturally clustered together, connected and delineated by shared object boundaries, forming a network topology. Explicit representation of this network has a number of advantages: it inherently encapsulates the underlying structure of the imaged tissue, it can be used to aid tracking of related cells by using neighbouring cells to help constrain estimates of cell position and geometry, and the resultant data structure is well suited for use in plant growth modelling frameworks.

The approach adopted here is based upon the ‘Network Snakes (NS)’ technique of Butenuth [22], which models a connected set of cells as a network of active contours (known as “snakes”) linked at junction nodes or ending at termination points.

While the energy minimisation process central to snakes allows them to track slow-moving contours without modification, a number of extensions are required to adapt Butenuth’s original formulation to the problem at hand here. First, the network snake energy function must be modified to reflect the significant differences in the appearance of a node point and a segment of cell wall. Then, to enable fast-moving cells to be tracked, the deterministic network snake is combined with a stochastic, particle filter-based tracker. Specifically, a Markov Chain Monte Carlo (MCMC)-based algorithm [23] is used to track junction node points, to which the network snake can be anchored. If the junction points are close together, the nodes with high likelihoods may, however, ‘hijack’ the particles associated with the neighbouring targets resulting in coalescing of trackers. To avoid this, as proposed in [23], a Markov Random Field (MRF) based approach is used in which the particles in close proximity to neighbouring nodes are penalised by an interaction function proportional to its closeness to a neighbour target.

As cells can enter and leave the somewhat limited field of view of the CLSM as the plant grows, a Reversible Jump MCMC algorithm [24] is added to maintain a
complete description of the cell network. Finally, given the general pressure to create high-throughput techniques [25], (semi-)automatic initialisation of the snake network is highly desirable. This is achieved via a two-level watershed function, with an interactive tool allowing the user to correct any omissions or initialisation errors.

Previous work has also utilised the network structure of plant cells to provide growth estimates over time [26]. In contrast to the approach presented in this thesis which uses a combination of particle filter trackers at junctions and co-joined snakes along wall segments, in [26], Roberts et al. represented the network structure using Hermite cubics along the cell walls and the nodes positions, and captured motion information using an MCMC scheme to discover the relevant parameters of this network. The approach allowed the measurement of growth parameters, but suffered a degradation over time due to the nature of the appearance model which is a local approach based on a matching process that is incapable of handling huge network deformation and translation over time.

1.3. Overview of thesis

The remainder of this thesis is organised as follows.

Chapter 2: Literature – Segmentation and Object Tracking

A general background on various segmentation and tracking techniques along with other works related to this thesis is presented to provide the necessary fundamentals for better understanding of the techniques proposed.

Chapter 3: Hybrid approach to Tracking Network-Structured, Multiple Deformable Objects

The proposed NS-MCMC MRF-based hybrid approach for tracking network-structured, multiple deformable objects is presented in this chapter detailing the
techniques used and steps involved in the methodology. This chapter contains additional literature reviews specific to the component techniques used.

**Chapter 4: Development of NS-MCMC MRF based Tracker**

As a step-by-step progress towards achieving the objective of this thesis, several incremental tracking techniques were developed. These incremental techniques are based on individual component methods and their novel combinations. In this chapter, these different trackers are presented with discussion of their individual limitations which led to the development of the hybrid NS-MCMC MRF based tracker presented in the previous chapter.

**Chapter 5: Evaluation of Network-Structured Multi-target Tracking Framework**

A novel method of evaluating the proposed network-structured multi target tracking framework is presented in this chapter. The steps involved in the evaluation process are detailed, and supported by literature reviews specific to the performance evaluation of multi-target tracking.

**Chapter 6: Results and Discussion**

Using the evaluation methodology proposed in chapter 5, the developed NS-MCMC MRF-based tracking framework is evaluated for accuracy and robustness against several real and synthetic time-lapse sequences and 3D z-stack sequences of confocal images of growing *Arabidopsis thaliana* roots. Evaluation results are presented in this chapter along with a comparison between the results of the component techniques and the hybrid approach.
Chapter 7: Tracking Network-Structured, Deformable Objects in Varying Numbers - Entering and Leaving Cells

The proposed NS-MCMC MRF based hybrid tracker is extended here to track a variable number of deformable objects and to cope with cells entering and leaving the field of view, which is a common occurrence when the root exhibits normal growth. The detailed methodology and the related literature reviews are presented in this chapter. Finally, the developed new NS-RJMCMC MRF hybrid tracker for tracking a variable number of targets is evaluated and the evaluation results are presented in this chapter along with a comparison against the previous NS-MCMC MRF hybrid tracker for fixed number of targets to prove that the new NS-RJMCMC MRF hybrid tracker have overcome the limitations in the previous version while maintaining tracking accuracy.

Chapter 8: Conclusion and future work

This chapter concludes the thesis by summarising the proposed NS-RJMCMC MRF based hybrid technique and discussing its performance considering the goals of this thesis. Finally, unsolved problems and recommendations for future work are provided.

1.4. Contributions

There are two main contributions from this thesis as follows.

- A novel hybrid approach for tracking network-structured deformable objects in varying numbers is presented in this thesis. The hybrid technique presented is a combination of the Network Snakes (NS) technique and the Reversible Jump Markov Chain Monte Carlo (RJCMC) based particle filters technique and uses a novel method for (semi-)automatic initialization of the network snakes based on a two-level watershed function.
• A novel method for evaluating network-structured multi target tracking is presented in this thesis. This evaluation method is used to evaluate the developed tracking framework based on the hybrid approach for accuracy and robustness using real and synthetic time-lapse sequences and 3D z-stack sequences of growing Arabidopsis roots.

The methods developed here have been implemented within a software tool which is being used at the Centre for Plant Integrative Biology to extract model parameters such as cell counts, cell boundaries and cell wall elongation rates.

This thesis investigates how these contributions were achieved.
2 Literature – Segmentation and Object Tracking

In this chapter, a brief introduction to various segmentation and tracking techniques along with other works related to this thesis is provided. This provides the fundamentals required for better understanding of the techniques proposed in this thesis. The literature specific to each individual chapter is provided in the chapters themselves.

2.1. Image Segmentation

The real goal of segmentation is to divide the image into semantically meaningful regions, but this is challenging and in practise image segmentation is the process of delineating an image into multiple homogeneous regions or segments with similar characteristics such as colour and texture [27]. Segmentation is an important step in image analysis techniques such as object detection, object recognition and tracking. Many general and application-specific segmentation algorithms have been proposed, some of the more widely used segmentation techniques, particularly in bioimage analysis, are grey-level thresholding, edge detection, watershed segmentation and active contour models; literature surrounding these approaches will be presented in this section.
2.1.1.  *Grey-level thresholding*

Thresholding is a simple segmentation technique often applied to grey level images to obtain a binary image with only two regions: a background and a foreground. Pixels are assigned to regions using a single cut-off intensity value known as the threshold value. Multiple thresholds are used to segment the image into multiple regions of various levels [28].

Thresholding may be global or local [28] [29], as described below:

2.1.1.1. *Global Thresholding*

With global thresholding, a single threshold value is chosen and applied over the entire image to achieve segmentation. If the intensity distribution of the foreground and the background are quite distinct in the image, a global threshold may obtain good segmentation results. But in the real world, it is more common to encounter images where the intensity distribution of the foreground objects is highly variable over the image. In this case, a local or variable threshold would produce better segmentation results.

2.1.1.2. *Local Thresholding*

In local thresholding, the image is divided into various sections referred to as local windows, and each section is considered locally and assigned a threshold value based upon the intensity distribution of the foreground and the background in the local window only. Local thresholding is also known as adaptive thresholding [28].

Choosing an optimum threshold value is vital; the quality of the results obtained is highly dependent on the chosen threshold value. This threshold value may be manually chosen, but this is a time consuming process for applications that involve a huge dataset, for which implementing an automatic thresholding technique is a more
attractive option. There are several histogram-based automatic thresholding techniques available [30] to automatically choose a threshold value from the intensity histogram of the image. Based on the images considered in this thesis, and the fact that thresholding will be used as part of the junction detection, some of the relevant and more widely used histogram based thresholding techniques will be discussed here, namely the simple mean of the intensity histogram [30], Rosin’s unimodal thresholding [31] and Dunn & Joseph’s local histogramming technique [32].

2.1.1.3. Simple mean of the intensity histogram

The mean of the intensity histogram can be chosen as the threshold value for segmentation of the image. If \( n \) is an intensity level and \( f(n) \) is the frequency of the corresponding intensity bin, where \( n \) ranges from 0-255, mean of the intensity histogram can be expressed as

\[
\frac{\sum_{n=0}^{255} n \cdot f(n)}{\sum_{n=0}^{255} f(n)}
\]

(1)

This method is simple and computationally inexpensive and works well as a threshold for the images considered, where the foreground pixels are much brighter than the background pixels. This method works reasonably well for both unimodal and bimodal intensity distribution as shown in Figure 2 where the mean \( T \) lies at a happy medium for both the cases.
2.1.1.4. Paul Rosin’s Unimodal thresholding

Rosin describes a bi-level thresholding [31] technique which assumes that there is a dominant primary population in the image that produces one main peak located at the lower end of the histogram and a secondary population which is small enough to be ignored or sufficiently well separated from the large peak to avoid being swamped by it. Under these assumptions the histogram can be treated as unimodal, as shown in Figure 3. If necessary, the histogram can be smoothed to reduce the effect of noisy spikes. Estimating a threshold value requires the following steps.
1. Draw a straight line P-L from the peak (Point P in Figure 3) which is the highest value bin of the histogram to the high end of the histogram (Point L in Figure 3) which is the first empty bin after the last filled bin in the histogram.

2. Threshold T is then chosen such that the perpendicular distance from the frequency at T to the line P-L is the maximum.

![Diagram showing Paul Rosin Unimodal thresholding](image)

Figure 3. Paul Rosin Unimodal thresholding
T - Threshold value, L - First empty bin after the large filled bin

2.1.1.5. Dunn & Joseph’s Local Histogramming technique

In Dunn & Joseph’s local histogramming technique [32], it is assumed that the background noise is the dominant population in the image which forms the main peak compared to the foreground population. The threshold value is estimated from the half width measure calculated at half the peak’s height (h/2) of the main peak in the histogram formed by the background of the image. The half width measure (W) is calculated by taking the average of half widths (W1 and W2 in Figure 4)
calculated at either side of the peak at half its height as shown in Figure 4. Half width \( W \) can be expressed as

\[
W = \frac{W_1 + W_2}{2}
\]

(2)

It has been shown that the half width measure \( W \) is approximately equal to \( 1.2\sigma \), where \( \sigma \) is the standard deviation of the dominant peak of histogram. Dunn and Joseph propose \( 3.6\sigma \) or 3 times the half width as an ideal measure for the threshold value \( T \). If the peak formed by the background is more of a spike and not a Gaussian, the half width measure is too small a value. The main peak can be broadened a little by smoothing the histogram, thereby increasing the half width measure.

Thresholding is widely used for segmentation [27] [33] [34] [35]. It is computationally simpler than other segmentation techniques and is therefore attractive for applications in which a minimal computation time is a constraint.
Thresholding techniques are used in bio-imaging applications with much success [34] [35]. In [34], authors propose a connectivity based thresholding technique for segmentation of midsagittal brain MR images in which the thresholding segmentation is improved by defining region boundaries identified using Rubin’s Lee path connection algorithm [35] combining the prior knowledge that can be transformed into connectivity constraints. Thresholding is also used for segmentation of cells [36] in which a global thresholding technique proposed by Otsu [37] is employed.

2.1.2. Edge detection

An edge in an image is characterised by a sharp change in the local image intensity. Edge detection is the process of identifying these sharp changes in the intensity in an image. Edge detection techniques can be classified as first derivative and second derivative techniques. First derivative techniques such as Sobel [38], Roberts [39] and Canny edge detectors [40] involve determining the intensity gradient of the pixels. Local maxima in gradient are then considered to mark edges. Second derivative techniques such as the Laplacian technique [41] seek zero-crossings in the rate of change of the intensity gradient.

2.1.2.1. Sobel Operator

The Sobel operator is shown in Figure 5. This includes two 3x3 kernels, A_x and A_y that are convolved with the image along the horizontal and the vertical direction respectively to obtain the image gradient G_x along the X direction and G_y along the Y direction [38].
The gradient magnitude $G$ and the gradient direction $\theta$ can be obtained by the following equations [38].

$$G = \sqrt{G_x^2 + G_y^2}$$  \hspace{1cm} (3)

$$\theta = \arctan \left( \frac{G_y}{G_x} \right)$$  \hspace{1cm} (4)

2.1.2.2. Roberts Cross Operator

Roberts Cross operator [39] comprises of two 2x2 convolution kernels as shown in Figure 6.

$$A_x = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \hspace{1cm} A_y = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$$

Figure 6. Roberts Cross Operator

Kernels $A_x$ and $A_y$ are convolved with the image along the horizontal and the vertical direction respectively to obtain the image gradient along the two diagonals, $G_x$ and $G_y$. The gradient magnitude $G$ and the gradient direction $\theta$ can be obtained from the equations (3) and (4) respectively.
2.1.2.3. Canny edge detector

In the Canny edge detector, the edge detection is achieved by the following steps [42]:

1. Smoothing the image by applying an appropriate Gaussian filter.

2. Calculating the image gradient magnitude and direction using an edge detection operator such as Roberts Cross operator.

3. Non-maximal suppression in which, if the gradient magnitude of a pixel is greater than that of its two neighbours in the gradient direction, the pixel is the local maxima and marked as an edge. Otherwise, it is marked as a background.

4. Applying Hysteresis thresholding to remove the weak edges. Two threshold values are used, one high and one low. Initially, higher threshold is applied to the image to mark all the pixels above this threshold as edge pixels, but leaving the rest as potential edge pixels. Then the edges are traced through the image using the gradient direction obtained earlier to include the faint edges that are above the lower threshold.

The Canny edge detector is an optimal detector which is based on three criteria, namely good detection, good localisation and single response to an edge [38]. But the Canny edge detector is computationally expensive [43] due to the hysteresis thresholding stage. Also, the Canny algorithm is inaccurate in detecting the branching edges [42] near junctions that are important features for the tracking application chosen in this thesis.

The Sobel edge detection operator is less sensitive to noise compared to Roberts cross and the second derivative edge detection techniques. Roberts cross operator
produces weaker response to genuine edges unless they are sharp because of its smaller kernel compared to the Sobel operator.

Edge-based segmentation techniques involve detection of boundary edges followed by linking up of the disjoint edges to form regions [44] [45]. In [44], a segmentation technique based on ‘edge flow’ was proposed, in which region boundaries are detected by iteratively propagating the edge flow and identifying the locations where two opposite direction of flows encounter each other, indicating the presence of a boundary. The disjoint boundaries within a specified search neighbourhood are then connected to form closed contours followed by a post processing to reduce the number of regions to within a user specified value. In [45], authors use an edge-based approach for representing surfaces in 3D range data, in which the edge pixels are first detected using a second derivative edge operator and the edge pixels are then linked along the direction of the edge points to form closed contours. Edge-region-based segmentation techniques using growing edges based on a set of chosen critical points have also been proposed in [46] and used for 3D object segmentation of range images.

2.1.3. Watershed Segmentation

In watershed segmentation, the image is segmented into multiple regions called catchment basins, and these basins are delineated by watershed lines [47]. The segmentation algorithm simulates flooding of the image terrain by a single, steadily-increasing, water level. As the water reaches new basins, new regions are created as shown in Figure 7, where three regions 1, 2 and 3 are formed.

The image terrain is flooded from several minima in an image and when two or more floods start to merge, a watershed or dam is built to avoid the merging of floods. At
the end of this flooding process, many catchment basins are created, delineated by watersheds.

![Watershed algorithm - Flooding](image)

**Figure 7. Watershed algorithm - Flooding**  
(L = Water level, the image segmented into three regions 1,2 and 3 with one minima in each)

The approach has a drawback; watershed-based techniques often lead to oversegmentation [47] [48] [49] [50]. Several techniques have been proposed to overcome this problem. In [47] and [48], a marker controlled watershed approach was proposed in which many suitable markers are provided, one for each catchment basin and the image terrain is flooded starting from every marker. Finding suitable markers is, however, an expensive and complex process which needs manual intervention. In [49], region merging was proposed to correct over-segmentation. This process examines size and shape to identify over-segmented objects, a complex task if the objects are clustered closely together. In [47], the hierarchical segmentation is used to merge the over segmented regions. The need to incorporate such measures highlights the low level nature of the watershed transform. In [51], the authors propose a new technique called *watersnakes* which represents the watershed.
segmentation as an energy minimizing problem, mainly to control the smoothness of the region boundary in the segmentation result.

The watershed segmentation is used in many applications. In [52], a marker controlled watershed-based approach is used to develop an unsupervised colour image segmentation algorithm for face detection applications. Watershed segmentation is also used for segmentation of range images [53], in which an edge map is used to create input markers for morphological watershed algorithm. The watershed algorithm is another popular choice for segmentation of biomedical images [48] [49]. In [49], a hybrid approach based on watersheds and a gradient-weighted distance transform is used for segmentation of nuclei in confocal image stacks of rodent brain. Malpika et al [48] proposed an algorithm based on morphological watersheds for the segmentation of microscopic nuclei clusters in peripheral blood and bone marrow images.

2.1.4. Active contour model

An active contour model, also called a 'snake' is an energy-minimizing spline guided by internal constraint forces and influenced by image forces that pull the snake towards features such as edges [54].

![Figure 8. Snake](image.png)
For a snake represented by a closed parametric curve \( v(s) = f(x_s, y_s) \) as shown in Figure 8, the combined energy equation for the conventional snake [54] is

\[
E_{\text{snake}} = \int \left( \alpha(s) E_{\text{cont}} + \beta(s) E_{\text{curv}} + \gamma(s) E_{\text{image}} \right) ds
\]

(5)

where, \( E_{\text{cont}} \) is the continuity energy term, \( E_{\text{curv}} \) is the curvature energy term and \( E_{\text{image}} \) is the image based external energy term. \( \alpha(s), \beta(s) \) and \( \gamma(s) \) are parameters used to control the influence of the corresponding individual energy terms. The continuity and the curvature term together form the internal energy of the snake.

If \( p_1, p_2, p_3... p_N \) are the snake points on the snake, also referred to as 'snaxels' [55] [56] and \( d_{\text{avg}} \) is the average distance between the snake points, the individual energy terms can be explained as follows [57].

2.1.4.1. Continuity term

The continuity energy term is used to maintain all the snake points at equal distances while minimizing the energy of the snake.

The continuity term at a snake point \( p_i \) is

\[
E_{\text{cont}} = (d_{\text{avg}} - \| p_i - p_{i-1} \|)^2
\]

(6)

2.1.4.2. Curvature term

The curvature term is used to maintain the smoothness of the contour while minimizing the energy of the snake.
The curvature term at a snake point \( p_i \) is expressed as

\[
E_{\text{curv}} = \|p_{i-1} - 2p_i + p_{i+1}\|^2
\]

(7)

2.1.4.3. External image energy term

The external energy term is the image based energy which causes the snake to be attracted towards image features like lines and edges during the energy minimisation process. The external energy term at a snake point \( p_i \) can either be the inverted values of the direct image intensity measure expressed as

\[
E_{\text{image}} = -I(x, y)
\]

(8)

or the inverted values of the gradient-based energy at that point expressed as

\[
E_{\text{image}} = -|\Delta I(x, y)|
\]

(9)

where, \(|\Delta I(x, y)|\) is the image gradient.

The inverted value is to make the snake be attracted to contours with large intensities or image gradients.

The most commonly used external energy is the image gradient based energy [58] [59] which is obtained by using an edge detection technique which is explained in the previous section.

Allowing a snake to minimize its total energy to settle at the energy minimum makes it deform and become attracted towards the underlying image features like edges, while maintaining the continuity and the smoothness of the contour as shown in Figure 9.
The traditional active contour models have certain limitations [60] [61] [62]. They are limited to closed object boundaries and allow no topological transformations such as merging and splitting of contours. The active contour models are highly sensitive to the initialised configuration; to obtain a good convergence, the initial configuration of an active contour needs to be very close to the target image features. Several improvements to the traditional active contour models addressing these limitations have been suggested in the past [60] [61] [62] [63] [64] [65]. McInerny and Terzopoulos [60] proposed topologically adaptable snakes which can handle topological transformations such as splitting of a snake into multiple parts and merging of snakes. This is achieved by iteratively reparameterizing the deforming snake model using a superposed grid by simplicial decomposition allowing the model to flow into complex shapes and change its topology when necessary. Velasco and Marroquin [62] proposed growing snakes that can find contours with complex
topology. Growing snakes are modelled as set of connected particles and are automatically initialised. They start from places in the image with large gradient magnitude and grow following the high gradient zones forming T-junctions when they meet. These T-junctions are then refined to find the minimal energy configuration for the complete snake.

To overcome the difficulties in topological transformations of the traditional active contour model, which requires a parametric representation, the implicit representation of contours using level set methods was proposed for example in [66] [67] and has been used for segmentation of cells [68] [69]. The level set method was first proposed by Osher and Sethian [70]. The basic idea is to represent the evolving contour (in 2D) or a surface (in 3D) as a signed distance function where the zero-level is the actual contour. The contour is allowed to move in the direction of its local normals using a defined speed function. This formulation allows automatic topological changes such as splitting and merging of curves. However, this topological flexibility of the technique also makes it unsuitable for segmentation of clustered or connected cells as discussed in [58] [69] and [71].

To improve the convergence properties of the traditional parametric active contours, Neuenschwander [63] proposed ziplock snakes which greatly simplifies the initialisation process of the contours and yields excellent convergence properties. In ziplock snakes, only the distant end points of the contour need to be defined rather than a complete polygonal approximation as required by the traditional active contour model. An initial state of the snake is then derived by progressing from these end points towards the centre taking the image information into account. In [64], the authors present a new external force called gradient vector flow (GVF) for the active contour model to address the problems associated with the initialisation and poor convergence to boundary concavities in the traditional active contour model. GVF is
a vector flow field computed from extending the gradient map farther away from the edges using a computation diffusion process thereby increasing the capture range of the external force fields and make the contours converge to the boundary concavities. GVF snakes are further improved by generalized GVF formulation (GGVF) [72] which includes two spatially varying weighting functions so as to decrease the undesirable smoothing effect caused by GVF diffusion near strong gradients. Cohen [65] describes a technique which considers a contour as a balloon, in which an accompanying inflating force is added to push the contour in the absence of image features. The contour with an inflating force passes over the weak edges and stopped only by the strong edges. This prevents the contour being trapped by spurious isolated edge points and hence, the initial state of the contour need not be very close to the actual image features, yet provide better convergence.

Several improvements to the originally proposed gradient descent based optimisation technique [54] were also proposed to improve the convergence properties. Amini et al [73] have shown that the variational calculus based optimization proposed in [54] has several problems such as high sensitivity to noise and a tendency for snake points to shrink and cluster along the strongest portion of the edge because no constraints is placed on the inter-distance of the snakes. A scale space approach was proposed in [54] [74]. However, Amini et al [73] claim that a scale space approach could potentially destroy the edge information and could well be the source of new errors, and have proposed a dynamic programming method that allows addition of hard constraints to obtain the expected optimality, but using dynamic programming for optimization is computationally expensive [74]. A faster optimization algorithm called a greedy algorithm was proposed in [57] which allows the inclusion of hard constraints and runs much faster than the dynamic programming method, yet provides good convergence. This thesis uses the greedy algorithm based approach to
obtain an optimal configuration for a network of contours that are initialised using two-level watershed segmentation as explained in chapter 3.

Active contour based techniques have been used for the segmentation of images showing numbers of individual cells [58] [59]. A contour based technique has also been proposed [75] for the automatic segmentation of 3D confocal images of cellular features.

The implicit tracking ability of active contour models can be used for tracking applications [55] [58] [59] [76]. In these implementations, segmentation is achieved by allowing a suitably initialised snake to find its energy minimum on a single object. To track the object over a sequence, this energy minimised configuration is used as the initialisation for the next frame and is allowed to find its energy minimum to fit the underlying image data. Following this process over a sequence leads to a simple tracking.

Implicit tracking ability of active contour models is, however, limited to slow moving contours; if the movement of contours between frames is large enough that the initial energy-minimised configuration of the snakes at the previous time step becomes invalid, and located far from the underlying image features at the current time, the implicit tracking eventually fails. To cope with large movements, a mechanism to estimate the motion of contours and to make a posterior prediction of contours is necessary [77]. These are called tracking algorithms, of which there are many types [78]. Object tracking is explained in the next section.
2.2. Object Tracking

Tracking is the process of estimating one or more objects’ states in a given sequence of images over a period of time. Moving objects undergo a change in state which is observed initially based on which the objects’ evolving state is predicted over the sequence.

A tracking framework generally involves following two steps [78]:

1. Object detection for initialisation of the tracker – detecting the target objects in an image at time $t=0$ in the sequence

2. Tracking – Predicting and reacquiring the detected targets in subsequent frames over the sequence

2.2.1. Object Detection

Object detection is the process of detecting the presence and location of objects in an image. Object detection involves extraction of image features or regions of interest from the image, and the extracted features or regions are then compared against a predefined representation of the target object called an appearance model. Detection can be based on local or global image information. The most common local approach is to slide a window across an image at various scales and to identify the presence of an object using a classifier based on the extracted local image information [79] [80]. Local region based approaches can fail when the local information is insufficient for classification. Using the global information from an image provides additional clues such as global image texture and global shape context, which when combined with the local detection techniques improve the accuracy of the detection [81] [82].
An appearance model describes the appearance of the target object in terms of parameters like shape, colour or texture, etc. For example, a circle placed over a rectangle as in Figure 10(a), or a complex silhouette as in Figure 10(b), are example representations of the shape of a human. Using the appearance model, the target object is detected using various techniques such as template matching, in which a silhouette template such as in Figure 10(b) is fitted at several candidate locations on an image and a measure of quality of fit is determined which, when exceeding a threshold measure, can be used to indicate the presence of a human.

Each detected target at time $t=0$ is assigned a tracker which tracks the state of each target over time.
2.2.2. Tracking

Tracking is the process of estimating one or more detected objects’ trajectories over a period of time. There are three key components to any tracking framework: an appearance model that represents the target object in terms of parameters like shape, colour or texture, etc as explained above, a dynamic model or motion model that describes the dynamics of the target object and the engine that applies the appearance and motion models to perform tracking such as the Kalman filter [83] or a Particle filter [84].

A motion or a dynamic model expressed as $P(X_t | X_{t-1}, X_{t-2}, ...)$ estimates the location of an object using its prior motion. Consider the example shown in Figure 11 where an object exhibits a linear and uniform motion; an object at position P1 at time $t-2$ has moved to position P2 at time $t-1$. With this prior information built in to the motion model, given the previous state $X_{t-1}$ at time $t-1$, the location of the object for the current state $X_t$ at time $t+1$ is predicted. For a stochastic process where a state $X_t$ of a target is represented by a set of particles, the dynamic model is used to propagate the particles forward in time and the predicted location of the object is estimated by measuring the likelihood of all the particles in the state and choosing either the particle that shows a high likelihood or a weighted average of all the random positions. Any error in the motion model is then corrected from this estimation. The appearance model of the target object is used to measure the likelihood at candidate points.
The above is only an example of a simple motion model, but there are many possible motion models for various applications [85]. In [85] and [86], multiple motion models were defined with automatic switching between appropriate motion models. In [87] [88], the targets motion model is assumed to be Markovian in which the prediction for the current state is dependent only on the previous state. Choosing an appropriate motion model plays an important role in the efficiency and accuracy of the tracking application.

The engine that applies the appearance and motion models to perform tracking are the dedicated tracking algorithms which are of many types [78]. Probabilistic tracking algorithms are more commonly used to model uncertainties. These algorithms apply Bayes’ rule to evaluate the posterior probability distribution \( p(x|z) \) based on the prior estimates \( p(x) \) as

\[
p(x|z) = k p(z|x) p(x)
\]

(10)

Where, \( k \) is the normalization constant and \( p(z|x) \) is the measurement from the image data.

The Kalman filter [83] is one of the most widely used techniques for visual tracking. The Kalman filter is a predictor-corrector algorithm [89] which involves two major
steps. In the prediction stage, the previous state at $t-1$ is projected forward in time to provide an estimate of the target’s location at time $t$. This is known as *a priori* estimate because the estimation is only based on the prior information. In the correction stage, this *a priori* estimate is then refined by using the actual measurement at the current state to provide the refined *a posteriori* state estimate.

Beymer and Konolige [90] use the Kalman filter to track people in an office corridor using disparity templates from the stereo image information for detecting people from the scene. Peterfreund [91] uses a Kalman-filter based approach for active contour models called a velocity snake model [77] for tracking of nonrigid objects in combined spatio-velocity space. In [92], a shape and size-constrained active contour model is coupled with the Kalman filter based on a constant velocity assumption for tracking rolling leukocytes *in vivo*.

The Kalman filter is often successful as long as the dynamics of the system are linear with a unimodal Gaussian distribution of likelihood density. The main disadvantage in the Kalman filter approach is its inability to cope with non-linear motion and non-Gaussian multimodal distributions [84] [24]. Attempts to solve this problem led to the development of particle filter based methods such as Condensation algorithm [84] by Isard and Blake, which approximates the posterior probability distribution as a random set of particles using factored sampling.

2.2.2.1. Particle Filters: Condensation

The CONditional DENSity propagATION (Condensation) algorithm for visual tracking is a particle filter based tracking algorithm proposed by Isard and Blake [84].

The algorithm [84] iterates over the following three steps, namely selection, prediction and measurement as explained below.
If the weighted sample set at time $t-1$ is represented $\{ S_{t-1}^n, \pi_{t-1}^n \}$, where $n = 1, 2, \ldots$, $N$, $S_{t-1}^i$ is a sample $i$ and $\pi_{t-1}^i$ is its likelihood weight, the new sample set at time $t$ $\{ S_t^n, \pi_t^n \}$, $n = 1, 2, \ldots, N$ is constructed as follows:

**Selection**

Select randomly sampled, uniformly distributed set of un-weighted particles $\{ S_t^n \}$ by sampling $N$ times from the weighted sample set $\{ S_{t-1}^n, \pi_{t-1}^n \}$ at time $t-1$. For effective sampling from the weighted sample set $\{ S_{t-1}^n, \pi_{t-1}^n \}$, the cumulative distribution of all the particles’ weights is determined and the particles are selected by using binary subdivision so that samples with high likelihood weights are likely to be chosen many times.

**Prediction**

By applying the motion model, selected particles are propagated to new positions at time $t$. After predicting the new locations, the samples at new predicted positions have Gaussian noise added to spread the particles; in other words the particles are diffused by adding independent Brownian motion to all the particles.

**Measurement**

The diffused particles in the new positions are reweighted based upon the measurement of the current state density which represents the likelihood of each particle to be the object to construct the weighted sample set $\{ S_t^n, \pi_t^n \}$.

The target object’s tracked position is then estimated as the weighted average of all the particles in the sample set $\{ S_t^n, \pi_t^n \}$.

Algorithm 1. Condensation algorithm [84]
Particle filters such as Condensation algorithm are far more effective than Kalman filters as they can deal with non-Gaussian multimodal distributions and non-linear motion.

Improved versions of the Condensation algorithm were also proposed such as mixed state condensation [85], subordinated condensation [93] and competitive condensation [94].

In mixed state condensation [85], the basic condensation algorithm is modified to allow automatic switching between multiple motion models. In this approach, multiple motion models are defined so that a discrete set of state transitions are possible at one time. All possible state transitions are maintained while the motion is ambiguous, but as soon one model predicts significantly more accurately than the others, that model will dominate. The algorithm is demonstrated by tracking a bouncing ball and tracking a natural drawing action of a hand holding a pen.

Subordinated condensation [93] is an extension to the basic condensation algorithm for tracking an arbitrary number of targets in a cluttered sequence with many overlapping objects, fully or partially occluded. In this method, a single set of particles is used to represent the state density of several objects of the same type with an explicit representation of occlusion amongst particles within the sampling framework allowing particles to occlude each other. This is implemented by introducing subordination links between pairs of particles as and when they occlude, with the occluded particle becoming subordinate to the occluder (i.e., if a particle A is subordinated to a particle B then A is behind B) and these subordination links are propagated along with the set of particles to identify occlusions. The algorithm is demonstrated by tracking birds of same species against an orange sky background in which a bird is represented by a set of 2-D points forming a skeleton of the bird.
In competitive condensation [94], the basic condensation algorithm is modified to use a competition rule to separate closely positioned or partially occluded objects while tracking a group of people. If the targets are very close to each other or partially overlapping with each other, the tracker associated with a target contains a subset of samples around a neighbour target tracked by another tracker. This overlapping subset of samples is suppressed by penalizing the samples’ weights so as to reduce the effect of these samples in the state space estimate and these suppressed samples with reduced weights are less likely to be picked for the next sampling process enabling the separation of the trackers over the next frames preventing the problem of merging trackers.

Particle filters have been widely used for various tracking applications such as mobile robot localization [88] [95], space sensor surveillance [96], gestures recognition [97], people tracking [94] and in molecular cell biology [98].

Markov chain Monte Carlo (MCMC) filtering is another popular particle filter based technique used in object tracking. Particle filters often lead to the degeneracy problem [99] [100]. In [99], it has been shown that the variance of the importance weights increases over time so that after a few iterations, all but one weight will converge to zero. This is known as the degeneracy problem, which can be overcome by using a resampling scheme. The resampling scheme, however, introduces another problem [99] [100]; after resampling step, particles with high weights are selected many times which leads to a loss of particles diversity after a few iterations. This is known as sample impoverishment. MCMC algorithm can be used to solve this problem [99] [100]. Also, for interacting targets [23], the state distribution needs to be modelled as a set of joint state samples in which each joint state sample represents the state of multiple objects. For such implementations, particle filter techniques suffer from exponential complexity with the number of target objects [23].
be efficiently done using MCMC MRF based algorithm [23]. The algorithm is explained in detail in section 3.5.1.

To extend the MCMC based approach to varying state dimensions, Khan et al [24] used the Reversible Jump MCMC (RJCMC) filter to track a variable number of interacting targets. The approach was found successful when applied to real image sequences from the social insect domain. In [101], RJCMC was used for multi-person tracking that infers the number of persons in the scene, their body and head locations and head pose. The RJCMC MRF based particle filter technique is used in this thesis for effective tracking of varying numbers of network nodes.

Other alternatives to the above Bayesian tracking framework are:

1. To detect objects at every frame in a sequence using a suitable object detection technique and to obtain a correspondence between the detected objects at the current time $t$ with the previous time $t-1$ based on spatial proximity and local image features [102]. To improve the accuracy of the inter-frame objects matching, a forward-backward matching technique and motion cues may be used [102] [103]. This technique was also successfully applied for tracking of individual cells [103]. However, the method is limited to small inter-frame motion and deformation of objects where the behaviour of motion and deformation are deterministic. To model uncertainties, a stochastic model such as a particle filter based Bayesian tracking used in this thesis is more appropriate.

2. To use a temporal smoothing technique for motion detection [104]. Temporal smoothing can use past and future estimates in detecting motion at every pixel of an image in a sequence. Rather than process the incoming image sequence one frame at a time, using only the information from a short
(usually single frame) history to provide context, systems taking this approach [105] compute for each target a path that is in some sense optimal over the whole sequence. While the temporal smoothing approach can provide smooth and accurate trajectory estimates for single point targets its extension to track networks of cell walls is challenging. Fitting optimal cell wall networks to 3D (x,y,t) image data is likely to be both difficult and extremely time-consuming.
3 Hybrid Approach to Tracking Network-Structured, Multiple Deformable Objects

3.1. Overview

The proposed hybrid approach for tracking network-structured, multiple deformable objects consists of an initialised network snake data structure which is able to deform and translate over relatively large transformations by being coupled with dedicated trackers at the junction nodes. This chapter will explain in detail the steps required to achieve this. During the development of this hybrid approach, several incremental tracking techniques were developed as a stepwise refinement towards achieving an effective tracking. These different tracking techniques are presented in chapter 4, along with a summary discussion on their individual limitations, which led to the development of the NS-MCMC MRF based hybrid approach presented in this chapter and further extended to cope with varying number of targets as described in chapter 7.

In outline, the proposed NS-MCMC MRF based hybrid approach is given in Algorithm 2. The output of the algorithm is a data structure representing a network of snakes, forming contours around the segmented structures, in this case the cells. This structure can be used to calculate various parameters of the segmented objects,
such as areas and cell wall lengths between junctions, and additionally used as a foundation for further processing, such as identifying a common feature inside each cell.

1. Image acquisition

2. Initialisation of the network snakes data structure using a two-level watershed transform.

3. Segmentation (refinement of cell wall estimates) by a variant of Butenuth’s network snakes employing a modified energy function at the junction nodes

4. Tracking of the cell network

At each frame:

   4.1. Projecting network nodes forward in time using an MCMC based particle filter

   4.2. Warping the network snake from the previous frame onto the new node positions

   4.3. Refining the network description by minimising the energy of the warped network snake.

   4.4. Updating the MCMC joint state particle distribution using the refined network.

Algorithm 2. NS-MCMC MRF based hybrid technique
3.2. Image acquisition

Arabidopsis plants containing a green fluorescent protein membrane marker were grown as detailed previously [106]. Roots of 7 day old plants were imaged via CLSM using Nikon Ti Eclipse and Leica SP5 systems. 2D time lapse images of expanding roots in the elongation zone were taken using roots growing in glass-bottomed petri dishes using the Leica microscope, and on a custom-designed vertical stage using the Nikon microscope. Either a 2D sequence through one plane was captured directly, or a thin z-stack was captured and a plane through this was later chosen for processing. For some of the sequences, the frames consisted of the z-stack itself, rather than a time sequence. Sequences were stored as uncompressed TIFF or BMP images, and loaded for processing as necessary.

3.3. Initialisation of the network snake data structure

In the initialisation stage, the network snake structure must be configured to lie approximately over the network of cells. Due to the potentially large size and complex topology of the network snake structure, entirely manual initialisation is undesirable. Therefore the approach adopted here is to use a fully automatic initial pass, whose results can then be tidied up using manual interaction. Thus, initialisation is achieved as follows:

3.3.1. Segment the image using a two-level watershed based technique:

1. Noise reduction - The images are pre-processed to reduce the noise by applying an appropriate smoothing technique such as Median, Gaussian or Anisotropic smoothing to the images, depending on the image noise. Because of the presence of impulse noise, which is quite common in the images considered in this thesis, small scale median filtering (of a 3x3 neighbourhood) which is good at removing impulse noise while retaining the edges, coupled with Gaussian smoothing
(OpenCV implementation of Gaussian smoothing using a 3x3 Gaussian kernel with $\sigma = 0.5$) has been found to work well for images with high levels of noise such as the synthetic sequences considered for experimentation in section 6.3.

2. Apply a two-level watershed [107] transform

![Two-level watershed algorithm](image)

Figure 12. Two-level watershed algorithm

$L1$ – Lower watershed level and $L2$ – Upper watershed level = $L1 + T$

The original watershed algorithm simulates flooding of the image terrain by a single, steadily-increasing, water level. As the water reaches new basins, new regions are created. Many such regions can be produced, leading to over-segmentation if the surface is textured or noisy. To prevent this, a second watershed level is used, above and separated from the first water level by a user defined value $T$. New regions are still only seeded by the lower water level, but are immediately flooded to the upper level. As a result, any surface features lower than $T$ intensity values above the rising water are engulfed. Consider the intensity map of an image cross-section in Figure 12, where three basins are formed, of which, basin 3 is created by noise. As shown, lower watershed level $L1$ forms three regions resulting from three basins, but when immediately
flooded to the upper watershed level $L2$ ($L1+T$), basin 3 gets flooded and engulfed resulting in only two large regions. This reduces over-segmentation and leads to the formation of fewer, larger reported regions.

The flooding agent used in the watershed algorithm is based on a 4-way flood-fill pattern as shown in Figure 13.

![4 way Flood fill pattern](image)

Figure 13. 4 way Flood fill pattern

An example of the two-level watershed segmented output is shown in Figure 14a.

3.3.2. *Detect wall junctions (node points) in the segmented output:*

As the flood fill and pixel visiting pattern used in the watershed segmentation is a 4-way flood fill pattern, a junction can only branch through four possible directions: $x+1$, $x-1$, $y+1$ and $y-1$. By exploiting this, a junction detector is implemented which involves counting the 4-neighbours of all red pixels, and a pixel with more than two red neighbours is a junction (watersheds in the previous stage are marked in red). Junctions manually added after processing are inserted directly into the resultant data structure – see below for more information on user refinement of the initial automatically produced data structure.
3.3.3. Define network topology:

Snakes are initialised by walking along the boundaries between each pair of detected junctions, and placing snake points at regular intervals. Visited pixels are flagged so that they will only be included once. This process results in a network of snakes connected together at nodes as illustrated in Figure 15. This combination of node points and snakes forms our initial network configuration at time $t=0$.

The two-level watershed algorithm suppresses the common undesirable effect of over-segmentation, but if $T$, the difference between two watershed levels is set to avoid over-segmentation, some of the actual cells are likely to be missed (Figure 14a). These missed cell walls are manually connected with straight lines placing snake points at regular intervals. A junction picking tool allows the user to pick the missed junctions, which are then connected together with straight lines to form approximate boundaries (Figure 14b).

![Figure 14. Initialisation of the Network Snakes](image)

(a) Two-level Watershed Segmented output; note the image is under-rather than over-segmented
(b) Manually completed initial segmentation.
The tool also allows spurious junctions, created by extreme noise or the CLSM sampling from too thick a slice, to be removed.

At this stage, we have an initialised network that approximates the underlying topological structure. This network is then refined by minimising the energy of the network snakes as explained in the next section.

3.4. Segmentation using Network Snakes

3.4.1. Network Snakes

The network snakes methodology was first proposed and used for segmentation of satellite imagery and microscopic cell imagery [22], though no time-based processing was attempted. Network snakes aim to expand the applicability of the original snakes method by connecting several independent open ended snakes together to form a global network. This allows neighbouring snakes to influence each other through their common nodes. The network snakes methodology is an appropriate technique for situations in which objects are delineated by shared object boundaries, and where deformation in the structure of the boundaries happens on a global scale rather than being entirely local as is the case in the images of cell growth.

We will now take a more formal look at the network snakes architecture. Figure 15 demonstrates the constituent elements, namely terminating nodes (white with a black spot), snake boundary elements (black) and junction node points (white).
Figure 15. Schematic showing the network snakes representation of a connected set of Arabidopsis cells, as seen in CLSM imagery.

Each contour comprises a number of internal linked points (connectivity 2), with contours linked at junction nodes (connectivity $\geq 3$) and forming termination points (connectivity 1) where they cross the image boundary.

The ends of the open ended snakes are therefore generally referred to as nodes, of which there are two types. Nodes can be:

1. on the image boundary, $\rho(v)=1$

2. a junction joining 3 or more snakes, $\rho(v)\geq 3$

   where $\rho(v)$ denotes the degree of nodes

The internal energy term of the traditional active contour needs to be altered for two special conditions to reflect the different types of nodes involved in network snakes. First, the end points on the image boundary ($\rho(v)=1$) are restricted to move only along the boundary and include only the external energy term and a modified curvature term as shown in equation (11). The continuity term cannot be used at boundary end points due to the lack of data outside the image. If $n$ is a node point on the image boundary, then the modified curvature energy [22] at $n$ is:

$$\beta(v_n - v_{n-1}) - \beta(v_{n-1} - v_{n-2})$$

(11)
Second, for junctions joining three or more snakes, the continuity term cannot be used as no control can be maintained over continuity at a junction point. Only a modified version of the curvature term can be used to maintain the shape of each contour separately. Assuming \( v_a, v_b \) and \( v_c \) represent three contours joined together at a common nodal point \( n \), the total internal energy at the common nodal point \( n \) can be expressed [22] as

\[
\beta(v_{a_n} - v_{a_{n-1}}) - \beta(v_{a_{n-1}} - v_{a_{n-2}}) + \\
\beta(v_{b_n} - v_{b_{n-1}}) - \beta(v_{b_{n-1}} - v_{b_{n-2}}) + \\
\beta(v_{c_n} - v_{c_{n-1}}) - \beta(v_{c_{n-1}} - v_{c_{n-2}})
\]

(12)

In Buteuth’s formulation, the external energy term is in all cases the image gradient, which is calculated using a gradient based edge detector such as the Sobel operator [38]. In this work, given the nature of the confocal images explicitly marking edges (ie. cell walls), a simple direct measure of image intensity has been found to work well; to support other applications, however, the user interface allows a choice between both options. However, a modification of the external energy for the special case of junction nodes has proved necessary, and is proposed in the next section.

### 3.4.2. A new appearance-based energy for junction nodes

Basing external energy at each snake point on some measure of image gradient or intensity level is generally a sensible approach, and allows comparison of network- and traditional- snake architectures. The edge detection methods used to estimate gradient, however, assume the presence of a step edge in intensity; this is valid along the majority of a snake but, crucially, not at the junction nodes (which is why the Canny operator fails at similar locations). Figure 16 shows close up views of various junctions that do not produce a large response from a standard edge detector. The
output of the Sobel and similar edge detection operators is therefore unpredictable at junctions, where their central assumption of linear patches of opposing contrast is violated. Also, there is no specific increase in the intensity levels at junctions over that at the walls; so even a direct intensity measure may not produce a sharp response. An alternative way to represent a junction point is to use a ridge detection technique [108] to detect the medial axis of the cell boundaries that form the junction point. Due to the high foreground noise and lack of clear boundary information at the junctions, the detected ridges will be fragmented. Thus, the energy minimisation process may not place the nodes correctly if a gradient based energy, a ridge based energy or a direct intensity measure is used, and this in turn may affect the positions of the connected snakes. In general, care must be taken that the energy functions used at nodes and snake elements are appropriate; it should not be assumed that they will be identical.

Figure 16. Close up of junctions and corresponding output from Sobel edge detector (Bottom row), illustrating why a step edge detector will not produce a large response at the junction centre. Note the lack of areas of opposing contrast at the centres of the junctions. Indeed, there is not even a peak in intensity, so even a direct intensity measure will not produce a specific response for a junction.

To overcome this problem in the current application, an appearance-based external energy is used at junctions. For this, an appearance model has been developed specifically to determine the appropriate energy weights for junction node points.
Figure 17. Appearance model used to determine likelihood factor for candidate point to be on a junction node.
(a) Candidate point off the junction, $W=2^3=8$
(b) Candidate point on the junction, $W=5^3=125$

Defining an appearance model for a node is a challenging task, especially if the nodes are very close to each other. An approach based on examining concentric circles to see how many edges they intercept is proposed as follows. Consider Figure 17, which shows a node formed at the junction of three red lines. Let the point under examination be $P$ and the radius of the image region taken into account when assessing $P$ be $R_{\text{Max}}$. To obtain a weighting factor $L$ reflecting the likelihood that $P$ is a junction,

1. Initialise the weighting factor $L = 0$ and $R = R_{\text{Max}}$

2. Along the circumference of the circle with radius $R$ and centre $P$, if a steep increase in intensity level (above a threshold value calculated using a local thresholding technique described later in this section) is encountered, it is counted as an intersection with the cell wall. Count the number of lines or cell walls intersecting the circumference of the circle. If the count is more than two, increment the weighting factor $L$ by 1.

3. Decrease $R$ by 1 and go to Step 2 if $R >= R_{\text{Min}}$. 

4. To increase the difference between the low and high weighting factors, the resultant weight $W$ is chosen as a proportional function of the weighting factor $L$ such as a negative log function or a cubed value. In this thesis, resultant weight $W$ is chosen as a cubed value $L^3$.

Consider the example shown in Figure 17a, in which the candidate point is at a distance from the node point. This will receive a low weight compared to the example in Figure 17b, where the candidate point coincides with the junction.

Choosing appropriate values for $R_{Max}$ and $R_{Min}$ is important to prevent enclosing neighbouring nodes in the search, or missing the desired node. Choosing a large value of $R_{Max}$ might include boundaries of its neighbour node and falsely increase the likelihood value whereas choosing a small value provides insufficient information for the appearance model and it may miss the junction entirely. Prior information from the network structure is used to initialise the $R_{Max}$ as shown in Figure 18.

![Figure 18. Choosing $R_{Max}$ from the Network. ($R_{Max}$ is chosen as half the distance between the node and its nearest neighbour node)](image)

For a given node $R_{Max}$ is chosen as half the distance between that node and its nearest neighbour node in the network. $R_{Min}$ is set as the average thickness of the cell walls, which normally varies between 3 to 5 pixels in the datasets considered.
Therefore, the modified energy term at the junction nodes joining three or more snakes, taking into account, external energy becomes:

\[
\beta(v_{a_n} - v_{a_{n-1}}) - \beta(v_{a_{n-1}} - v_{a_{n-2}}) + \\
\beta(v_{b_n} - v_{b_{n-1}}) - \beta(v_{b_{n-1}} - v_{b_{n-2}}) + \\
\beta(v_{c_n} - v_{c_{n-1}}) - \beta(v_{c_{n-1}} - v_{c_{n-2}}) + \gamma W
\]

(13)

where, \( W \) is the new appearance-based energy obtained from the described junction appearance model.

After initialising the network snakes and defining the network topology, the final segmentation output is achieved by allowing the network snakes to minimize their energy until the contours reach an energy minimum, which is a trade-off between attraction to cell boundary features, the network topology and the physical constraints embedded in the snake model. The energy terms for snake points, node points joining three or more cell walls and node points on the image boundary are given in equations (5), (13) and (11) respectively.

3.4.2.1. Choosing a threshold value for the local image region

In the implementation of the junction detector appearance model presented above, a threshold is applied to segment the local window around a junction to extract the foreground cell walls in the local window which are processed further to determine a likelihood for a candidate junction point. For this purpose, a suitable and effective automatic thresholding technique needs to be chosen to automatically determine a suitable threshold value. Based on the images considered in this thesis, some of the widely used histogram based thresholding techniques will be considered here, namely Rosin’s unimodal thresholding [31] technique, Dunn & Joseph’s local histogramming [32] technique and the simple mean of the intensity histogram [30].
In what follows, the results of using these techniques in the junction detector model applied to the real image sections of confocal images of *Arabidopsis thaliana* root are presented and discussed, leading to a conclusion justifying the chosen thresholding technique.

Figure 19 shows some image sections around junction points obtained from the confocal images of Arabidopsis roots and the corresponding intensity histograms of the green channel of the sections. The following histogram characteristics are observed, and influence the method used to choose a threshold value.

1. Bright pixels in the image belong to the foreground and the dark pixels belong to the background

2. The histogram of less-noisy regions appears to be more of a unimodal distribution (See Figure 19, H1 and H2)

3. The highest bin which is the main peak of the histogram is always formed by the background pixels

4. The intensity distribution ranges from 0-255 with few foreground pixels towards the bright end of the histogram

5. The histogram of noisier regions in the image produces more of a bimodal distribution (See Figure 19, H3 and H4(a) ) which is clearly visible in the smoothed version (See Figure 19, S4(b) and H4(b)) of the image section in Figure 19, S4(a).
Figure 19. Sample Image sections and its histograms.
Sections S1 and S2 are less noisy compared to sections S3 and S4 (a). S4 (b) is the smoothed version of the S4 (a) and H4 (b) is the intensity histogram of the section S4 (b) (Numbered points are the points where the junction detector is evaluated; the corresponding likelihood weights are tabulated in Table 3)
The representative image sections S1-S4 in Figure 19 were carefully chosen to consider noisy to less noisy regions and the candidate points include junctions and non junction points. For all the image sections S1-S4 in Figure 19, the junction detector model is applied for the junction points and non-junction points using the three different thresholding techniques mentioned above, and the likelihood weights obtained are tabulated in Table 1. In all cases, candidate point 1 is the junction point which is expected to show a high likelihood weight and candidate points 2 and 3 are randomly chosen non-junction points that are expected to show a lower likelihood weight.

<table>
<thead>
<tr>
<th>Image Section</th>
<th>Paul Rosin</th>
<th>Dunn &amp; Joseph</th>
<th>Mean of Intensity Histogram</th>
</tr>
</thead>
<tbody>
<tr>
<td>#</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>S1</td>
<td>1000</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>S2</td>
<td>2197</td>
<td>729</td>
<td>0</td>
</tr>
<tr>
<td>S3</td>
<td>64</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>S4</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 1. Likelihood weights from the junction detector using different thresholding techniques for candidate points 1, 2 & 3 marked on the image sections in Figure 19. Error highlighted. In all cases, candidate point 1 is the junction point which is expected to show a high likelihood weight. Note that using Rosin’s and Dunn & Joseph’s methods produced a lower likelihood weight for junction points for noisy image sections S3 and S4, but using the ‘mean of intensity histogram’ method produced a high likelihood weight as desired.
Results show that for the noisy image sections S3 and S4, where the junction detector model applied at candidate junction point \( j \) is expected to show a high likelihood weight, in fact using Rosin’s and Dunn & Joseph’s thresholding techniques, the model returned a very low likelihood weight. In all cases, using the 'mean of the intensity histogram' method to set a threshold, the junction detector model performed consistently well and produced expected likelihood weights for junction and non-junction points.

The reason for the failure of the Rosin’s and Dunn & Joseph’s techniques for the images considered in this thesis is as follows. Using three different techniques, threshold values are calculated for the image sections in Figure 19 and are tabulated in Table 3. Dunn & Joseph’s local histogramming method consistently returned a low threshold value for all the sections, which performed well for some of the image sections but failed on others. The peak formed by the background is very steep and is more of a spike rather than a Gaussian and hence, the half-width of the peak is too low a measure resulting in a low threshold value. This is not a good measure for thresholding the images considered here because a segmentation with a very low threshold value will include a lot of background noise.

<table>
<thead>
<tr>
<th>Image Section</th>
<th>Paul Rosin</th>
<th>Dunn &amp; Joseph</th>
<th>Mean of Intensity Histogram</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>33</td>
<td>16</td>
<td>17</td>
</tr>
<tr>
<td>S2</td>
<td>30</td>
<td>20</td>
<td>22</td>
</tr>
<tr>
<td>S3</td>
<td>50</td>
<td>20</td>
<td>32</td>
</tr>
<tr>
<td>S4</td>
<td>75</td>
<td>20</td>
<td>28</td>
</tr>
</tbody>
</table>

Table 2. Threshold values obtained using different thresholding techniques for image sections in Figure 19
On the other hand, the threshold value obtained from Rosin’s Unimodal thresholding method is always greater than that produced by Dunn & Joseph’s local histogramming method and the mean of the intensity histogram. Choosing a high threshold value for segmentation is more likely to lose many foreground pixels. In Rosin’s method, a few bright foreground pixels located towards the bright end of the histogram pull ‘the first empty bin after the last filled bin’ (point L in Figure 3) towards the bright end resulting in a very high threshold value. Using too high a threshold is not good for thresholding the images considered as this will omit many foreground pixels in the segmentation results.

As observed in Figure 19, the noisier regions in an image show a bimodal distribution while the less-noisy regions show a unimodal distribution. The mean of the intensity histogram is expected to work reasonably well on both unimodal and bimodal distributions. The results show that using the mean of the intensity histogram method, the junction detector model performed consistently well and produced the expected likelihood weights for all the candidate points in the four image sections considered, compared to Rosin’s method and Dunn & Joseph’s method.

Also, using the simple mean method for the appearance model has provided true likelihood weights at all the junction and non-junction points in the images considered in this thesis as shown in an empirical result with 50 candidate points picked at random positions from an image including junction and non-junction points provided in Figure 20.
Figure 20. An image marked with candidate points $p$ (numbered) and the corresponding likelihood weights $W$
Based on these results, the simple mean of the intensity histogram method has been chosen to automatically find a threshold for the junction detector appearance model presented earlier in this section which has proved successful as seen from the results presented in chapter 6.

3.5. Tracking cell networks

As important as identifying the cell boundary is demarcation of the cell as an entity, and maintenance of this information over time. Once an energy-minimised representation of the cell network has been created, it can be used to track movement and deformation with the help of particle filter tracking, as described below.

3.5.1. Tracking network nodes using an MCMC-MRF particle filter.

A Markov chain Monte Carlo - Markov Random Field (MCMC-MRF)-based tracking approach for interacting targets [23] is used for tracking the network junction nodes at each frame. In an MCMC-based technique, a traditional particle filter’s importance re-sampling step is replaced by MCMC sampling.

3.5.1.1. MCMC-based particle filter

The MCMC-based particle filter algorithm iterates over the following steps [23]:

1. At time $t-1$, the targets’ state is represented by a set of $N$ un-weighted samples $X_{t-1}$. Each sample is a joint state sample which represents the complete state of all $n$ targets.

2. Initialize the MCMC sampler by selecting a random joint state sample which is the reference sample $X_t'$ from the set of $N$ un-weighted samples $X_{t-1}$ at time $t-1$, apply a motion model to all the targets and calculate the likelihood $P$ for $n$
targets at the new positions after applying the motion model.

3. Perform Metropolis Hastings iterations to obtain $M$ joint state samples.
   Discard the first $B$ samples for burn-in and obtain the remaining $N$ samples $X_t$ which represent the targets’ state at time $t$.
   
   a. From a set of $N$ un-weighted samples $X_{t-1}$ at time $t-1$, randomly select a joint state sample $X_{t-1}^i$
   
   b. Randomly choose a target $i$ from $n$ targets and apply the motion model
   
   c. Apply Gaussian noise to the selected target $i$’s location
   
   d. Calculate the likelihood probability $P'$ for the target at the new position and calculate the acceptance ratio $A$. As shown in [23], by considering one target at a time, most of the factors in the acceptance ratio cancel and the simplified acceptance ratio term $A$ is

\[
A = \frac{P_i'}{P_i}
\]

(14)

where,

$P_i'$ is the likelihood probability for the proposed state of the target $i$

$P_i$ is the likelihood probability for the current state of the target $i$

e. if $A \geq 1$, update the $i^{th}$ target’s position of the initialized reference sample $X_i'$ with this new position with probability $P'$. Otherwise, also update the target’s position with probability $A$.

f. Ignore first $B$ samples for burn in, and thereafter, add a copy of $X_i'$ to the current set $X_i$.
4. At the end of the Metropolis Hastings iteration, a sample set $X_t$ with $N$ joint state samples are returned which represent the targets estimated state at time $t$. The node locations are then estimated by taking a weighted average of all the particles in the tracker’s state. This location is visualised in all figures.

Algorithm 3. MCMC-based particle filter algorithm

For the acceptance ratio in equation (14), the likelihood probability is obtained by evaluating the measurement as a Gaussian density function [109]:

$$P(Z_t | X_t) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x-\mu)^2}{2\sigma^2}}$$

(15)

The Metropolis Hastings algorithm [110] is used in this thesis to simulate random walking. Several MCMC sampling algorithms have been proposed in the past which are described and compared by Tierney [111]. The Metropolis Hastings algorithm is widely used in computer vision, and in particular has been successfully used on similar tracking applications [23] [112].

The Metropolis Hastings algorithm is demonstrated in Figure 21. The particles p1 and p2 are allowed to make random steps to eventually reach the positions p1’ and p2’ respectively (particle p1 makes steps 1, 2, 3, 4 and 5 to reach p1’ and particle p2 make steps 1, 2, 3 and 4 to reach p2’). After making a random step, the quality of fit or the likelihood of the particle in this new position is measured and the acceptance ratio is calculated from equation (14) which is used to decide whether to accept or reject a step.
In Figure 21, the random steps which are marked in red are rejected steps and those marked in yellow are accepted steps. If the particle gets closer to a junction node because of a random step, the likelihood of the particle will probably be higher for this new position than for the previous position making the acceptance ratio $A > 1$ resulting in the step being accepted and on the other hand, if the likelihood gets poorer, the step is accepted with a probability $A$ to prevent the particle getting caught at a local maxima. Though each random walk is aimed at improving the likelihood of the particle to eventually settle the particle at a best possible location at the end of the iteration, particles at low likelihood locations are also accepted with a finite probability during the iteration to maintain the spread of the particles.

Normalised value (between 0 and 1) of the likelihood weight obtained using the appearance model presented in the previous section is used as the quality of fit of the candidate particles to a junction node.
3.5.1.2. MRF based approach for interacting targets

While the tracker is used to help maintain the network over time, there are some problems, which are associated with tracking in general. Coalescence is a common problem in multi-target tracking. When two targets tracked by distinct trackers are in close proximity, both trackers tend to become associated with the target with the highest observation probability. In the current context, if the target nodes are close together, the nodes with high likelihoods may ‘hijack’ the particles associated with neighbouring targets. Over a short number of time steps, this tends to cause the tracker to migrate over to the higher quality target. To avoid this, as proposed in [23], particles in close proximity to neighbouring nodes are penalised. This reflects the physical fact that two junctions cannot occur in the same place at the same time in the datasets considered in this thesis, as shown in the distribution of distances from junctions to their nearest neighbours in Figure 22. Only neighbours within a 25 pixel radius are shown in the distribution. Ground truth data of 60 images is used to plot the distribution which shows that over 98% of the 1210 junctions considered are at least 5 pixels away from their neighbours.

Figure 22. Distribution of distances from junctions to their nearest neighbours.
To achieve this, a Markov Random Field (MRF) is constructed at each time step, forming a graph of targets that are in close proximity as shown in Figure 23, where interacting nodes are connected with a red line. Then, the likelihood of particles is penalised by an interaction function proportional to its closeness to a neighbour target [23]. The interaction function for target $m$ with neighbour node $n$ at time $t$, $\psi(X_{mt}, X_{nt})$ is an exponential Gibbs function:

$$\psi(X_{mt}, X_{nt}) = \exp(-f(X_{mt}, X_{nt}))$$

(16)

where $f(X_{mt}, X_{nt})$ is a penalty function between the interacting targets which is inversely proportional to the distance between the interacting targets ($d_{mn}$).

![Figure 23. Markov Random Field](image)

Interacting nodes are connected with red line. The likelihood of the interacting nodes is penalised proportional to its closeness to the neighbour node.

The defined interaction function which considers just the distance $d_{mn}$ is not sufficient and has a limitation. If a spurious neighbour node $n$ is detected (False Positive) because of a tracking error (which is more likely to occur at weak junctions that show a reduced likelihood value) and enters the Markov Random Field, it may...
be classified as an interacting node. This will penalise the likelihood for any correct (True Positive) nodes in close proximity, which is undesirable. To reduce this effect caused by a False Positive node entering the MRF, the interaction function is altered to include the likelihood of the neighbour node such that the interaction function is directly proportional to the neighbour node’s likelihood. This exploits the fact that False Positive nodes tend to show a low likelihood value and thus, by including the neighbour’s likelihood in the interaction function, evaluate to a low interaction penalty. By doing this, the False Positive node with a low likelihood value in the MRF will be heavily penalised by the strong likelihood neighbours giving it a chance to move out of the MRF and acquire its lost position. The modified interaction function for target \( m \) with neighbour node \( n \) at time \( t \), \( \psi(X_{mt}, X_{nt}) \) is:

\[
\psi(X_{mt}, X_{nt}) = p_n \times \exp(-f(X_{mt}, X_{nt})) 
\]

(17)

where \( p_n \) is the likelihood for node \( n \)

MCMC-MRF tracker tracking of a set of nodes on a sequence is shown in Figure 24, where the weak junctions (circled in yellow) are not accurately tracked, but are as close as possible to the actual junctions. These are, however, refined during the energy minimisation of the network snakes as explained later in the chapter (section 3.5.4).
3.5.2. Warping the Network

After the network node positions are predicted by the MCMC-MRF based tracker, the previous network snakes topology is then warped to fit the new node positions predicted by the MCMC-MRF tracker.

Consider a snake $s(t_0)$ at time $t_0$ with nodes $n_1$ and $n_2$ which is to be warped to new nodes positions $n_1'$ and $n_2'$ at time $t_1$ as shown in Figure 25. The snake points are warped twice, once for each end node of the snake. Starting from node $n_1$, all the
snake points are warped until the other node of the snake, n2, is reached, such that the nearest snake point to the node of consideration n1 gets the maximum displacement from the displacement vector $\vec{n_1}$ and the farthest snake point to the node n1 gets the least displacement. Similarly, snake points are warped again considering the node n2.

Warping of network snakes is explained in Figure 25. The snake $s(t_0)$ at time $t_0$ is displaced to new position at time $t_1$ after applying the warping process. The new positions for nodes n1 and n2 at time $t_1$ are known from the MCMC node tracker. Snake points per snake are warped twice considering one node at a time to fit the snake for the new positions of the nodes. In Figure 25, the displacement caused by each node is distinguished by drawing lines with different colour (pink for displacement caused by node n1 and blue for displacement caused by node n2).
After following the warping process for all the snakes in the network, the whole network is restructured to fit the new network nodes positions obtained from the MCMC node tracker.

The result is effectively a linear interpolation of displacements for the internal snake points, based on distance from the two end junction nodes.

### 3.5.3. Energy minimization of the Network snakes.

After the network topology is warped to fit on to the new image, the warped network snakes are then allowed to find their own energy minimum. The method used is that described in section 3.4. The energy terms for internal snake points, node points joining three or more cell walls and node points on the image boundary are as in equations (5), (13) and (11) respectively.

### 3.5.4. Refinement of the MCMC joint state particle distribution

When the network snakes structure has reached its energy minimum, the network nodes may have shifted. The new node positions are the outcome of a global model-matching process, rather than local tracking, and may therefore be expected to improve on the MCMC algorithm’s initial independent estimates. The tracker’s dynamic model for each target node is updated with the new resultant velocity, and the joint state particles are shifted to allow the new node estimates to be propagated into the next time step - the MCMC tracker is re-initialised with the translated particle distribution and dynamic model.

The NS-MCMC MRF-based hybrid tracker tracking a network of cells on a sequence is shown in Figure 26, where the MCMC tracked nodes at weak junctions are refined and improved (circled in pink at time $t=4$) compared to the pure MCMC-MRF
tracker output on the same sequence shown in Figure 24 where weak junctions (circled in yellow at time $t=4$) were not tracked accurately.

Figure 26. NS-MCMC MRF based hybrid tracker – Output
(Note the output at $t=4$, MCMC tracked nodes at weak junctions (circled in pink) were refined. Compare with Figure 24)
4 Development of NS-MCMC MRF based Tracker

During the development of the NS-MCMC MRF based hybrid approach presented in the previous chapter, several incremental tracking techniques were developed as a stepwise refinement towards achieving an effective tracking. These different trackers are presented in this chapter, along with a summary discussion on their individual limitations, which led to the development of the NS-MCMC MRF based hybrid tracker described in the previous chapter. This is further extended to cope with varying number of targets as described in chapter 7.

Only a summary discussion on these incremental techniques is presented in this chapter. A more detailed and structured evaluation of the individual component techniques and the resultant hybrid NS-MCMC MRF based approach is presented in the evaluation results chapter, chapter 6.

4.1. Step 1: Development of a pure NS Tracker

Butenuth’s Network Snakes technique is used to model the root structure of Arabidopsis, in which the cells are clustered together and delineated by shared cell boundaries forming a network topology. The topological arrangement of the cells made Network Snakes (NS) a very suitable representation. As with any active contour based technique, the implicit tracking ability of Network Snakes can be used
to create a pure NS tracker capable of tracking networks of cells over time. Figure 27 is an example output of the NS Tracker.

The pure NS Tracker algorithm is as follows

```
1. Initialise the network snakes data structure using a two-level watershed transform as explained in section 3.3.
2. Allow the network snakes to minimise their energy until the contours reach an energy minimum, so that, the initial configuration of the network is attracted to the features like cell boundaries and nodes to fit the actual image data at time t.
   The energy equations are described in (5), (11) and (12)
3. Proceed to the next image in the sequence. The energy minimised network in the previous step is used as the initial configuration for the next image in the sequence, time t+1.
4. Go to 2
```

Algorithm 4. NS tracker
4.1.1. Limitations of pure NS Tracker

The tracker performed well in tracking the cell boundaries as seen in the outputs of the NS tracker on an artificially warped sequence created to simulate extreme bending of root cells and given in Figure 27. However, the tracker did not perform well in tracking network nodes as highlighted (circled in yellow) in Figure 27, in which the nodes tend to lie on a cell wall with high image gradient rather than settling on a junction point. Image gradient or intensity based external energy is generally a sensible approach, however, as mentioned in earlier chapters, edge detection methods used to estimate the image gradient assume the presence of a step edge in intensity; this is valid along the majority of a snake but, crucially, not at the junction nodes. So, the output of the Sobel and similar edge detection operators or a direct intensity measure is therefore unpredictable at junctions and may not place the nodes correctly as explained in the section 3.4.2. To overcome this problem, an appearance-based external energy is used at junctions. Implementing the modified version of the Network Snakes using an appearance-based external energy is used at junctions led to the next version of the NS Tracker.

Figure 27. NS Tracker – Output on an artificially warped sequence to simulate extreme bending of root cells (Errors circled in yellow)
4.2. **Step 2: Development of NS Tracker with appearance based energy at nodes**

By using the appearance based energy at nodes as explained in section 3.4.2, the quality of the NS Tracker in tracking the network nodes has improved as seen in the example tracking output in Figure 28. Here in which the nodes are much more accurately tracked over the sequence (compare with the outputs on the same sequence by the previous version of the tracker shown in Figure 27). The node points are clearly more tightly coupled to the underlying cell wall intersections and, as a result, the sections of snake adjacent to the nodes are a better fit to those walls.

![Figure 28. NS Tracker with an appearance based energy at nodes – Output](image-url)
4.2.1. Limitations of the NS Tracker with appearance based energy at nodes

The tracker performed well in tracking the cell boundaries and the network nodes as long as there was only a small movement of cells between frames as in the example shown in Figure 28; however, the tracker has not performed well for the example shown in Figure 29 which is a time based sequence, where the cells exhibit a large movement between frames. For pure active contour based techniques to work properly, the initial configuration of contours needs to be very close to the actual features [60] [62]. Due to the large movement of cells which causes a significant shift in the whole network, the initial energy-minimised configuration of the network snakes at the previous time step becomes invalid, being located far from the underlying image features and making the implicit tracking eventually fail. Given fast-growing plants like Arabidopsis imaged at high magnification, or when images can only be acquired at quite low frame-rates, as is often the case in CLSM, this situation is common.
To cope with this large movement of cells, a dedicated particle filter based tracker was employed to track the network nodes within the network snakes topology. Network nodes are treated as anchored points on the network and these particle filter-tracked nodes are used to control and modify the network snakes topology for each time step.

4.3. **Step 3: Development of a NS tracker using MCMC for tracking nodes**

An initial version of the hybrid approach, referred to as the NS-MCMC Tracker was developed using a Markov chain Monte Carlo (MCMC)-based technique for tracking the nodes and using Network Snakes (NS) for tracking only the cell walls anchored at the predicted nodes of the MCMC tracker. Note that this initial version did not include the MRF motion model proposed by Khan et al [23].

The MCMC-based particle filter tracker is employed to track the network nodes which are then used to control and modify the network snakes topology at each time step. At each frame, the network snakes are warped to fit the new locations of the network nodes predicted by MCMC tracker. The warped network is then allowed to find its energy minimum; the initial configuration of the network is attracted to the cell boundary features to fit the underlying image data. Nodes are anchored at the predicted positions of the MCMC tracker and only the snake points are allowed to move during this energy minimisation process. Figure 30 shows an example output of this NS-MCMC Tracker.
NS-MCMC Tracker algorithm proceeds as follows

1. Initialise the network snakes data structure using a two-level watershed transform as explained in section 3.3.
2. Allow the network snakes to minimise their energy until the contours reach an energy minimum so that the initial configuration of the network gets attracted to the features like cell boundaries to fit the actual image data at time t. The energy equations are as in (5), (11) and (13).
3. Proceed to the next image in the sequence, time t+1.
4. MCMC tracker is allowed to predict the nodes positions in the new image. The MCMC algorithm is explained in section 3.5.1.
5. Network snake is warped to fit the new locations of the network nodes predicted by the MCMC Tracker. Network warping is explained in detail in section 3.5.2.
6. Minimise the energy of the active contours within the network snake, but not the network nodes; node tracking is purely the responsibility of the MCMC algorithm.
7. Go to 3

Algorithm 5. NS - MCMC tracker
4.3.1. Limitations of NS-MCMC Tracker

The hybrid tracker is able to control the network topology between frames and track large movements as clearly seen in Figure 30 (compare with outputs in Figure 29). The hybrid tracker performed well in tracking cell walls, but some of the predictions of the nodes are not exactly on the actual nodes as shown (circled in yellow) in Figure 30. This is because if the cell boundaries forming the node are unclear or obscured, the measurement model shows a lower likelihood for all the candidate
points for a given node resulting in an inaccurate prediction. The mean configuration in the MCMC node tracker, however, always keeps the prediction as close as possible to the actual node. For weaker junctions, as shown in Figure 31, the candidate particles tend to cluster around a point that shows some likelihood for a node and the mean configuration is more likely to lie within this cluster of particles making it as close as possible to the actual node. This small error has to be corrected before proceeding to the next frame to avoid the accumulation of the error over the next frames. This can be achieved by allowing the energy minimisation of the network snakes to refine the node positions by making the cell boundaries and also the nodes settle at the energy minimum. This led to the next version of the NS-MCMC tracker with improved tracking at nodes.

![Figure 31. Mean Configuration for MCMC tracker at weak nodes](image)

4.4. **Step 4: Development of NS-MCMC Tracker with improved tracking at nodes**

Here, the MCMC based particle filter tracker is employed to track the network nodes which are then used to control and modify the network snakes topology by warping the network snakes to fit the new locations of the network nodes as predicted by MCMC tracker. The network snake is then allowed to find its energy minimum and becomes attracted to the cell boundaries. During snake energy minimisation, the network nodes are also allowed to move unlike the previous approach in which the network nodes are fixed.
network nodes are anchored during energy minimisation. This refines the MCMC-predicted node positions to fit the underlying actual image data. This corrects any small errors in the MCMC tracker predictions using the global fit of the network snake, and aims to avoid the accumulation of tracking errors over the following frames. The energy function used at the junction nodes is as in equation (13). In this version of the proposed tracker, both the MCMC and the NS technique complement each other. This is in contrast to the previous version of the hybrid tracker, where the MCMC output takes control over the NS. Figure 32 is an example output of NS-MCMC tracker with improved tracking at nodes.

Algorithm for NS-MCMC Tracker with improved tracking at nodes is as follows.

1. Initialise the network snakes data structure using a two-level watershed transform as explained in section 3.3.

2. Allow the network snakes to minimise their energy until the contours reach an energy minimum so that the initial configuration of the network will get attracted to the features like cell boundaries and nodes to fit the actual image data at time t=0. The energy equations are as in (5), (11) and (13).

3. Iterate over the following steps
   - Proceed to the next image in the sequence.
   - MCMC tracker is allowed to predict the nodes positions in the new image. MCMC algorithm is explained in section 3.5.1.
   - Network snake is warped to fit the new locations of the network nodes predicted by the MCMC Tracker. Network warping is explained in detail in section 3.5.2.
- Allow the network snakes to minimise their energy until the contours reach an energy minimum so that the initial configuration of the network gets attracted to the features like cell boundaries and nodes to fit the actual image data at current frame. This will also refine the positions of the MCMC predicted nodes to fit the underlying actual image data.

- Update the dynamic model and the particle set of the MCMC nodes tracker with the new refined positions of the nodes resulting from the energy minimisation of the network snakes.

Algorithm 6. NS-MCMC tracker with improved tracking at nodes

Figure 32. NS-MCMC Tracker with improved tracking at nodes – Output (Merging of two nodes in close proximity, circled in yellow)
4.4.1. Limitations of the NS-MCMC Tracker with improved tracking at nodes

In this version of the hybrid tracker, the component techniques of MCMC and NS complement each other due to which the accuracy of node tracking is improved from the previous version as clearly seen from the example output shown in Figure 32 (compare with outputs in Figure 30). However, if the nodes are in close proximity, there is a chance that a node with high likelihood will hijack the particles of its neighbour node with low likelihood. Both the trackers will then be tracking the same node, causing two network nodes to merge as shown in Figure 32 (circled in yellow). The real-life merging of nodes can never actually occur in the datasets considered in this thesis and hence, needs to be prevented algorithmically. An attempt to solve this problem using an MRF based approach described in section 3.5.1.2 led to the next version of the hybrid tracker using a MCMC based MRF (Markov Random Field) particle filter [23] for interacting nodes.

4.5. Development of NS-MCMC MRF based tracker with interacting nodes

To overcome the problem of merging nodes, a MCMC based MRF (Markov Random Field) particle filter [23] is used to track the network nodes that are now modelled as potentially interacting targets as described in section 3.5.1.2. A Markov Random Field is constructed at each time step, forming a graph of targets that are in close proximity, and the likelihood of particles is penalized by an interaction function proportional to its closeness to another neighbour node. This helps to prevent the tracker from being hijacked by a neighbour node with higher likelihood by keeping the candidate particles away from its neighbour node due to the penalty function. A detailed description of the final NS-MCMC MRF based tracker with interacting nodes is presented in chapter 3.
Some of the outputs of the NS-MCMC MRF based tracker with interacting nodes are provided in Figure 33 (compare with the outputs on the same sequence by the previous version of the tracker in Figure 32) and Figure 34, in which the network of cells are accurately tracked over the time-based sequences.

This version of the hybrid tracker implements the solutions for the problems faced in the approaches discussed so far, such as (i) failure to track large movements, (ii) tracking inaccuracies at network nodes and (iii) merging of targets that are in close proximity. The NS-MCMC MRF based tracker is a robust and accurate solution for the considered real problem of tissue level segmentation and automatic tracking of networks of cells in confocal images. More detailed and structured evaluation of this resulting hybrid technique is presented in chapter 6.
Figure 33. NS-MCMC MRF Based Tracker outputs on a time based sequence showing large movements causing a network shift.

Figure 34. NS-MCMC MRF Based Tracker outputs on an artificially warped sequence to simulate extreme bending of root cells.
5 Evaluation of Network-Structured Multi-target Tracking Framework

5.1. Overview

To assess and quantify the effectiveness of a tracking technique which is to be applied to real problems, evaluation of the technique becomes absolutely necessary. Evaluation is also useful in comparing different algorithms and techniques. Evaluation of an object tracking technique involves assessing the accuracy and robustness of the tracking algorithm. This chapter will present the evaluation techniques to be used in this thesis.

The evaluation process generally involves comparing the tracker results against some form of ground truth data based on a set of metrics. Choosing appropriate metrics is an important step in achieving an effective performance evaluation. In recent years, more and more research effort has been drawn into performance evaluation of multi-object tracking and the definition of standard metrics for performance evaluation of multi object tracking [113] [114] [115] [116] [117].

PETS (Performance Evaluation of Tracking and Surveillance) workshops are conducted in an effort to provide and analyze standard metrics for performance evaluation of tracking systems [113]. In [113], the authors proposed various object
based metrics and frame based metrics which are then used to evaluate two different trackers and the results are represented using box plots. Correspondence mapping is obtained by drawing a bounding box over the ground truth objects and the system tracked objects and a correspondence is established if the bounding boxes coincide or overlap to a certain degree, which is more suitable for large and independent target objects. In [114], the authors proposed metrics based on True Positive, False Positive and False Negative measures and demonstrated their significance by comparing two different motion tracking algorithms. Metrics and frameworks for performance evaluation of applications such as traffic monitoring and surveillance have also been proposed [115] [117]. In [116], a set of measures and protocols are defined for multi object tracking to measure the accuracy of objects placements and the persistent tracking of an object over time.

Most of the previously defined metrics are based on True Positive, True Negative, False Positive and False Negative measures [113] [114] [115] [116] [117]. Metrics defined for the evaluation of the individual and hybrid tracking techniques in this thesis will also be based on these measures. A brief overview of these measures follows, for completeness.

5.1.1. True Positive

A ‘True Positive’ or ‘True match’ occurs when a test which is expected to provide a Positive result does so; that is, when both the tracker results and the ground truth data agree on the presence of an object [113] [118].

5.1.2. True Negative

A ‘True Negative’ or ‘True non-match’ occurs when a test is expected to provide a Negative result and does so; that is, when both the tracker and the ground truth data agree on the absence of an object [113] [118].
5.1.3. False Positive

A ‘False Positive’ or ‘False acceptance’ occurs when a test is expected to provide a Negative result, but provides a Positive result; that is, when the tracker suggests the presence of an object, but it is not actually present in the ground truth data [113] [118].

5.1.4. False Negative

A ‘False Negative’ or ‘False rejection’ occurs when a test is expected to provide a Positive result, but provides a Negative result; that is, when the ground truth agrees on the presence of an object but the tracker does not [113] [118].

5.2. Performance evaluation of component and hybrid tracking techniques

The different types of incremental tracking techniques presented in chapters 3 and 4 will be compared and tested using time-lapse sequences of confocal images of *Arabidopsis thaliana* roots imaged at the Centre for Plant Integrative Biology (CPIB), University of Nottingham. The tracker results are evaluated against semi-automatically generated ground truth data using a set of metrics which will be described in this section.

The evaluation process comprises the following steps.

5.2.1. Ground truth generation

5.2.2. Correspondence mapping between ground truth and tracker results

5.2.3. Computation of evaluation metrics

5.2.4. Presentation of results
5.2.1. Ground truth generation

Normally, ground truth data for object tracking evaluation is generated by manually picking the target objects in a video sequence. Various automatic generation processes have, however, also been used in the past as an alternative to manual ground truth generation. Pseudo synthetic video has been used to generate ground truth data by varying the complexity in the scenes such as adding occlusions [119]. The Open Development for Video Surveillance (ODViS) system, a tool for ground truth construction has also been introduced [120]. ODViS system provides an Application Programming Interface that allows linking the surveillance modules into the framework and a graphical user interface to perform the evaluation using an interactive tool for ground truth definition, visualising the performance of a surveillance module and to compare different modules based on the built-in error metrics.

Fully manual generation of ground truth data is a challenging task, especially for the type of multi-target tracking with which this research is concerned. Manual ground truth generation for such complicated scenes with correspondingly complicated resulting networks is very labour intensive, subjective, and highly prone to fatigue-related errors. Therefore, semi-automatic ground truth generation is employed in the performance evaluation framework in which the semi-automatic initialisation process, which is ordinarily used for initialising the tracker at the first frame as explained in Section 3.3, is used to generate the ground truth data for each frame. The initialisation process is applied to all the frames and the resultant initialised network snake data structure at each frame is followed by a manual correction of any missed or over segmented cells; this forms the ground truth for that frame.
5.2.2. **Correspondence mapping between ground truth and tracker results**

The aim of the evaluation is to measure the correspondence between the ground truth network and that generated by the tracking system.

For performance evaluation of multi-object tracking, a correspondence mapping between the ground truth data and the multi object tracker results must be established. There are several ways of establishing the correspondence mapping. For example, in [113], correspondence mapping is obtained by drawing a bounding box over the ground truth objects and the system tracked objects and a correspondence is established if the bounding boxes coincide or overlap to a certain degree. However, this approach is more suitable for large and independent target objects, and not suitable for the type of multi-target tracking considered in this thesis where the target objects are connected components forming a network arrangement.

The network data structure under study here is complicated, with many cells connected together via shared boundaries; measuring this correspondence in a meaningful manner is not trivial, and a novel approach is described below.

Simply measuring the displacement errors for nodes does not capture the erroneous deformation in the snake placement, and conversely measuring the quality of the snake alone seems not to place sufficient emphasis on junction location accuracy. On top of this, the concept of the network as a whole fitting the data well needs to be captured. Decomposing the network into multiple snakes and aiming to establish correspondences between the individual snakes of the ground truth data and those making up the tracking output is a feasible solution. This correspondence is established in two stages, first using the node pairs which delimit a snake and then the internal points of which the snake is comprised. Thus, both the junction location and the snake fit quality are measured. Junction nodes and their corresponding snake
are considered together, allowing the higher-level concept of the network, formed out of the snakes and junction nodes, to be incorporated into the evaluation as well.

5.2.2.1. Establishing correspondences between node pairs

The two open ends of a snake are the nodes, and together form a ‘node pair’, which is the construct we shall consider first. Correspondences between these node pairs in the ground truth data and the tracker output at each frame are obtained as follows:

1. Each node pair in the ground truth data is mapped to the nearest node pair in the tracker results. If the Euclidean distance separating each matched pair of nodes is less than a fixed threshold (10 pixels in the experiments reported here; average distance error is measured later), a True Positive for node pairs (TP\(_{np}\)) is recorded. A visual check is performed to ensure that the matching process has identified the truly corresponding node pair; an error here would be likely to disrupt the network, and so be easy to identify visually.

2. Node pairs in the ground truth data which do not find a corresponding match with the node pairs in the tracker results are marked as False Negatives (FN\(_{np}\)) at this stage for that frame.

3. Node pairs in the tracker results which fail to find a match with the node pairs in the ground truth data are marked as False Positives for node pairs (FP\(_{np}\)) at this stage for that frame.

Figure 35 below demonstrates a correspondence mapping output for node pairs between the ground truth data and the tracker results, for one frame.
In Figure 35, there are 16 nodes (G1, G2 ... G16) present in the ground truth data and 14 nodes (R1, R2 ... R14) present in the tracker results: the node-pair or cell boundary G7-G8 is missing in the tracker result (which, in practice, may have been caused by this cell wall appearing in the frame after the network had been initialised, later in the time series). In this example, the match G7,G4 -> R11,R4 is allowed as R11 (on the image boundary) and G7 are sufficiently close such as to be considered correctly placed. This ultimately results in 4 False Negatives and 1 False Positive because of mismatches caused by the nodes connected to the missing nodes in the tracker results.
5.2.2.2. Establishing correspondences between cell boundaries

We next examine the correctly matched node pairs from the previous section to establish correspondences between the proposed cell boundaries of the system results and the actual image data to determine how well the snakes fit onto the actual underlying cell boundary. A cell boundary consists of a set of snake points between two junction nodes. In this stage, these snake points are considered in detail, which is complimentary to the previous stage where only the end nodes were considered.

It is not desirable to directly compare individual ground truth snake points directly with tracked snake points, as the individual points themselves are close together, and yet may be offset by a few pixels from the ground truth, while still producing a good segmentation. Also, due to the elongation and deformation of cells, the snakes change their shape after being initialized at time t=0 and hence, the number of snake points in a tracked snake may be different from that of the ground truth which is from the reinitialised network at each frame. In such circumstances, it is not clear how to choose a meaningful distance measure between the two uneven sets of points to accurately capture the quality of the final snake resting position. Moreover, a distance measure has already been used to obtain the correspondence mapping between junction node pairs in the previous stage which has already provided the nearest matched snakes. It is important at this stage to consider how well the snakes fit onto the actual underlying cell boundary. Therefore, when matching the snake points between the system results and the image data, rather than using the snake point’s location, the image energy of the individual points is considered, exploiting the fact that the real cell boundaries have high intensity values compared to the inside of the cell. Having approximated the snakes’ location using the previous node-pair correspondence, the snake’s quality of fit onto the underlying image boundary is checked here.
If any snake point falls off the actual cell boundary in the real image, the image intensity falls off suddenly, and if it falls below a threshold (indicating a sufficient drop in snake quality), a failure is marked in the system track leaving an unmatched snake in the ground truth data and the system track, thereby decrementing the True Positives ($TP_{np}$) and incrementing the False Negative count ($FN_{np}$) and the False Positive count ($FP_{np}$). To calculate a threshold, a local thresholding approach which has proved successful at both weak and strong boundaries as explained in section 3.4.2.1 is used. Using the image energy as a quality measure in this way allows a quantitative evaluation of a snake’s fit to the raw image data, given we know the gross position of the snake is correct from the junction node measures in the previous section.

After following this process for all the snakes in the network that gained a correspondence in the previous node pair stage, the resulting True Positives, False Negatives and False Positives are taken as consolidated measures $TP$, $FN$ and $FP$ respectively as shown in equations (18), (19) and (20). If the total number of mismatches of cell boundaries between the ground truth data and the system track results due to snake points falling off the boundary is denoted by $F_s$, and those suffixed with $np$ are the measures calculated in the previous stage of matching node pairs, then the consolidated measures are:

$$TP = TP_{np} - F_s$$  
(18)

$$FN = FN_{np} + F_s$$  
(19)

$$FP = FP_{np} + F_s$$  
(20)
5.2.3. **Computation of Metrics**

Further metrics can be computed from the raw TP, FN and FP scores. Metrics are chosen to assess both the sensitivity of the tracker and the associated tracker errors.

For the images considered, True Negatives (the targets which are no longer present) can occur only when the cells leave the image. Though, the tracker allows the cells leaving the field of view to remain connected to the network (as will be explained in section 7.1), they are not considered during evaluation; only the targets within the image bounds are considered for evaluation. So, the tracker does not identify True Negative population, and hence the tracker’s specificity cannot be measured.

The set of metrics used in this thesis to evaluate the performance of the tracker are adopted from [113] and are described below.

5.2.3.1. **Tracker Detection Rate (TRDR)**

The Tracker Detection Rate (TRDR) gives the ratio of identified Positives to actual Positives, also referred to as the *sensitivity* of the tracker. In our case, this represents the proportion of snakes which have their end nodes correctly located and have their snakes following the cell boundary.

The tracker detection rate is expressed as

\[
TRDR = \frac{TP}{TG}
\]

where,

TP – True Positive

TG – Total number of ground truth objects
5.2.3.2. False Alarm Rate (FAR)

The False Alarm Rate (FAR) measures the Type I error in the tracker, the proportion of false alarms compared to all Positive detections.

The FAR is expressed as

$$\text{FAR} = \frac{\text{FP}}{\text{FP+TP}} \quad (22)$$

where,

TP – True Positive

FP – False Positive

5.2.3.3. Object Tracking Error (OTE)

The Object Tracking Error (OTE) is the average distance error in the tracker’s estimates of the node-pairs positions. OTE measures the average discrepancy in the location of matched targets (True Positives) in the tracker results to that of ground truth data. Therefore, it must be considered alongside the TRDR, as the OTE is only calculated for successfully tracked targets; it becomes devoid of meaning when the tracker is completely off the target, or no tracker-target association exists.

Object tracking error is expressed as

$$\text{OTE} = \sum_{i=1}^{n} \sqrt{(x_i^g - x_i^r)^2 + (y_i^g - y_i^r)^2} \sqrt{(x_i^g - x_i^r)^2 + (y_i^g - y_i^r)^2} \div \text{TP*2} \quad (23)$$

where,

TP – True Positives
n – Total number of matched node pairs, in other words True Positives

\[ x_{i}^{g1} \] – x-coordinate of the first node in ith node-pair of the ground truth

\[ x_{i}^{r1} \] – x-coordinate of the first node in ith node-pair of the system track

\[ y_{i}^{g1} \] – y-coordinate of the first node in ith node-pair of the ground truth

\[ y_{i}^{r1} \] – y-coordinate of the first node in ith node-pair of the system track

\[ x_{i}^{g2} \] – x-coordinate of the second node in ith node-pair of the ground truth

\[ x_{i}^{r2} \] – x-coordinate of the second node in ith node-pair of the system track

\[ y_{i}^{g2} \] – y-coordinate of the second node in ith node-pair of the ground truth

\[ y_{i}^{r2} \] – y-coordinate of the second node in ith node-pair of the system track

5.2.4. Representation of results

Comparing the trackers based on raw metrics such as Tracker Detection Rate, Object Tracking Error, True Positives and False Positives etc. is not very intuitive. Graphical representation of results makes it easier to compare the performance of different trackers. Several ways to represent the results graphically have been used in past research, such as ROC (Receiver Operating Characteristic) curve [117] [118], DET (Detection Error Trade-off) curve [118] and Box plots [113]. The box plot, also known as a box-and-whisker diagram, is used in this thesis for the visual representation of results.
5.2.4.1. Box Plot

This is an intuitive way to visually examine and compare results from different trackers or techniques.

![Box Plot Diagram]

Figure 36. Box Plot

The plot can be drawn for any metric and summarizes 5 significant values obtained from the result set as follows:

1. Minimum value of the result set (min)
2. Maximum value of the result set (max)
3. Median value of the result set (median)
4. Lower quartile (q1) which is the 25th percentile value of the result set
5. Upper quartile (q3) which is the 75th percentile value of the result set
An example box plot shown in Figure 36 is drawn for the metric ‘Tracker Detection Rate’ for three different object tracking techniques A, B and C applied to the same video sequence. In the example plot, tracker A with higher detection rate, low q1-q3 spread and high median value outperformed the other two trackers.

To summarise, the following three metrics will be used to evaluate the developed tracking framework.

1. Tracker Detection Rate (TRDR)

2. False Alarm Rate (FAR)

3. Object Tracking Error (OTE)

A good tracker should show a high TRDR, a low FAR and a low OTE.
A NS-MCMC MRF-based hybrid tracker for tracking network-structured, multiple deformable objects has been developed, and the performance of the tracker will now be evaluated on time lapse sequences and 3D z-stack sequences of confocal images of growing *Arabidopsis thaliana* roots, using both real and artificially modified datasets with varying degrees of complexity.

Example frames from the results of running the NS-MCMC MRF-based hybrid tracker on real-life image sequences are shown in Figure 37 and the corresponding evaluation metrics obtained from the tracker are presented in Table 3.

An example frame-wise computation of the metrics TRDR, FAR and OTE for the sequence in Figure 37(a) is presented in Table 4 where, the True Positives (TP), False Positives (FP), False Negatives (FN), Total Tracker tracks (TT) and Total Ground truth tracks (TG) are the numbers of cell wall snakes. Here, varying TT values over the sequence does not mean that the tracker tracks a variable number of targets. In the NS-MCMC MRF based tracking framework, the number of target objects is fixed throughout the sequence and therefore scenarios involving a change in target number, such as might be caused by cells moving into or out of the frame, cannot be meaningfully tracked or any results of such tracking evaluated. To help
handle this, a bounding box is used which prevents analysis of new data entering the image, focusing only on the cells that exist in the image at time \( t=0 \). Also, trackers leaving the image are no longer considered in the ground truth mapping analysis; they remain connected to the network though, and the results presented included any errors within the bounding box generated by problems caused by this situation, if any. So, at every frame only the targets inside this bounding box are considered for the evaluation and hence the variable number of TT values over the sequence. Expressions for computing these performance metrics are provided in section 5.2.3.

The test datasets were carefully chosen to include sequences of varying complexity, showing large deformation of cells in time based (e.g. Figure 37 (a), (c)) and 3D z-stack (e.g. in Figure 37 (d)) sequences, exhibiting different types of motion behaviours, namely elongation (e.g. in Figure 37 (a), only epidermal elongating cells were chosen for tracking, specifically to highlight the elongation of cells), translation (e.g. Figure 37 (b), (c)) and bending (e.g. Figure 37 (e)).

As shown in the evaluation results in Table 3 and the tracker outputs in Figure 37, the NS-MCMC based hybrid tracker performed consistently well on all the time based and 3D z-stack sequences of CLSM images showing deformation of cells and exhibiting different types of motion modalities. In Figure 37 (a), the network is shown to track elongating epidermal cells over 35 time points. Figure 37 (b-c) demonstrate the ability of the approach to track high magnification images, and hence larger apparent movements between timesteps. The challenge of imaging complete cell wall boundaries without the fading clutter caused by cell walls being just out of the imaging plane is also apparent in these images. The ability of the network snakes to track a bending transformation as well as a translation is evident in Figure 37 (e).
Figure 37. Tracking network of cells showing deformation of cells exhibiting different types of motion behaviour; namely linear, bending and elongating motion. (a) An elongating root, imaged through approximately the centre of the specimen; (b, c) higher magnification images showing cells elongating/translating across the image plane, imaged through the upper portion of the specimen; (d) images from a 3D z-stack, imaging planes inside the root; (e) an image plane through cells exhibiting a bending behaviour.
### Real Image Sequence

<table>
<thead>
<tr>
<th>Time based sequence 1 – Tracking cells in the elongation zone, Figure 37 (a)</th>
<th>TRDR</th>
<th>FAR</th>
<th>OTE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.94</td>
<td>0.06</td>
<td>2.34</td>
</tr>
<tr>
<td>Time based sequence 2 Figure 37 (b)</td>
<td>0.86</td>
<td>0.15</td>
<td>2.66</td>
</tr>
<tr>
<td>Time based sequence 3 Figure 37 (c)</td>
<td>0.85</td>
<td>0.26</td>
<td>2.32</td>
</tr>
<tr>
<td>Time based sequence 4</td>
<td>0.85</td>
<td>0.18</td>
<td>4.37</td>
</tr>
<tr>
<td>3D Stack sequence 1 Figure 37 (d)</td>
<td>0.88</td>
<td>0.07</td>
<td>2.81</td>
</tr>
<tr>
<td>3D Stack sequence 2</td>
<td>0.87</td>
<td>0.11</td>
<td>2.96</td>
</tr>
<tr>
<td>Time based sequence 5 – bending motion, Figure 37 (e)</td>
<td>0.89</td>
<td>0.09</td>
<td>2.33</td>
</tr>
</tbody>
</table>

Table 3. Evaluation results on real life image sequences
(Detailed calculation for an example sequence is presented in Table 4)

<table>
<thead>
<tr>
<th>FRAME #</th>
<th>TP</th>
<th>FP</th>
<th>FN</th>
<th>TG</th>
<th>TT</th>
<th>TRDR</th>
<th>FAR</th>
<th>OTE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>28</td>
<td>0</td>
<td>0</td>
<td>28</td>
<td>28</td>
<td>1.00</td>
<td>0.00</td>
<td>2.06</td>
</tr>
<tr>
<td>2</td>
<td>28</td>
<td>0</td>
<td>0</td>
<td>28</td>
<td>28</td>
<td>1.00</td>
<td>0.00</td>
<td>2.50</td>
</tr>
<tr>
<td>3</td>
<td>28</td>
<td>0</td>
<td>0</td>
<td>28</td>
<td>28</td>
<td>1.00</td>
<td>0.00</td>
<td>2.15</td>
</tr>
<tr>
<td>4</td>
<td>28</td>
<td>0</td>
<td>0</td>
<td>28</td>
<td>28</td>
<td>1.00</td>
<td>0.00</td>
<td>2.27</td>
</tr>
<tr>
<td>5</td>
<td>28</td>
<td>0</td>
<td>0</td>
<td>28</td>
<td>28</td>
<td>1.00</td>
<td>0.00</td>
<td>2.25</td>
</tr>
<tr>
<td>6</td>
<td>25</td>
<td>3</td>
<td>3</td>
<td>28</td>
<td>28</td>
<td>0.89</td>
<td>0.10</td>
<td>1.97</td>
</tr>
<tr>
<td>7</td>
<td>28</td>
<td>0</td>
<td>0</td>
<td>28</td>
<td>28</td>
<td>1.00</td>
<td>0.00</td>
<td>2.63</td>
</tr>
<tr>
<td>8</td>
<td>28</td>
<td>0</td>
<td>0</td>
<td>28</td>
<td>28</td>
<td>1.00</td>
<td>0.00</td>
<td>2.06</td>
</tr>
<tr>
<td>9</td>
<td>27</td>
<td>1</td>
<td>1</td>
<td>28</td>
<td>28</td>
<td>0.96</td>
<td>0.03</td>
<td>2.07</td>
</tr>
<tr>
<td>10</td>
<td>27</td>
<td>1</td>
<td>1</td>
<td>28</td>
<td>28</td>
<td>0.96</td>
<td>0.03</td>
<td>2.07</td>
</tr>
<tr>
<td>11</td>
<td>28</td>
<td>0</td>
<td>0</td>
<td>28</td>
<td>28</td>
<td>1.00</td>
<td>0.00</td>
<td>2.31</td>
</tr>
<tr>
<td>12</td>
<td>25</td>
<td>1</td>
<td>1</td>
<td>26</td>
<td>26</td>
<td>0.96</td>
<td>0.04</td>
<td>2.17</td>
</tr>
<tr>
<td>13</td>
<td>25</td>
<td>1</td>
<td>1</td>
<td>26</td>
<td>26</td>
<td>0.96</td>
<td>0.04</td>
<td>2.22</td>
</tr>
<tr>
<td>14</td>
<td>25</td>
<td>1</td>
<td>0</td>
<td>25</td>
<td>26</td>
<td>1.00</td>
<td>0.04</td>
<td>2.98</td>
</tr>
<tr>
<td>15</td>
<td>24</td>
<td>1</td>
<td>1</td>
<td>25</td>
<td>25</td>
<td>0.96</td>
<td>0.04</td>
<td>2.77</td>
</tr>
<tr>
<td>16</td>
<td>24</td>
<td>1</td>
<td>1</td>
<td>25</td>
<td>25</td>
<td>0.96</td>
<td>0.04</td>
<td>2.76</td>
</tr>
<tr>
<td>17</td>
<td>24</td>
<td>1</td>
<td>1</td>
<td>25</td>
<td>25</td>
<td>0.96</td>
<td>0.04</td>
<td>2.44</td>
</tr>
<tr>
<td>18</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>25</td>
<td>1.00</td>
<td>0.00</td>
<td>2.89</td>
</tr>
<tr>
<td>19</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>25</td>
<td>1.00</td>
<td>0.00</td>
<td>2.68</td>
</tr>
<tr>
<td>20</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>25</td>
<td>1.00</td>
<td>0.00</td>
<td>2.37</td>
</tr>
<tr>
<td>21</td>
<td>22</td>
<td>3</td>
<td>3</td>
<td>25</td>
<td>25</td>
<td>0.88</td>
<td>0.12</td>
<td>2.46</td>
</tr>
<tr>
<td>22</td>
<td>24</td>
<td>1</td>
<td>2</td>
<td>26</td>
<td>25</td>
<td>0.92</td>
<td>0.04</td>
<td>2.43</td>
</tr>
<tr>
<td>23</td>
<td>22</td>
<td>3</td>
<td>3</td>
<td>25</td>
<td>25</td>
<td>0.88</td>
<td>0.12</td>
<td>1.99</td>
</tr>
<tr>
<td>24</td>
<td>22</td>
<td>3</td>
<td>3</td>
<td>25</td>
<td>25</td>
<td>0.88</td>
<td>0.12</td>
<td>1.84</td>
</tr>
<tr>
<td>25</td>
<td>22</td>
<td>3</td>
<td>3</td>
<td>25</td>
<td>25</td>
<td>0.88</td>
<td>0.12</td>
<td>2.33</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td>26</td>
<td>22</td>
<td>3</td>
<td>3</td>
<td>25</td>
<td>25</td>
<td>0.88</td>
<td>0.12</td>
<td>2.06</td>
</tr>
<tr>
<td>27</td>
<td>22</td>
<td>3</td>
<td>3</td>
<td>25</td>
<td>25</td>
<td>0.88</td>
<td>0.12</td>
<td>1.91</td>
</tr>
<tr>
<td>28</td>
<td>22</td>
<td>3</td>
<td>3</td>
<td>25</td>
<td>25</td>
<td>0.88</td>
<td>0.12</td>
<td>1.99</td>
</tr>
<tr>
<td>29</td>
<td>22</td>
<td>3</td>
<td>3</td>
<td>25</td>
<td>25</td>
<td>0.88</td>
<td>0.12</td>
<td>2.72</td>
</tr>
<tr>
<td>30</td>
<td>22</td>
<td>3</td>
<td>3</td>
<td>25</td>
<td>25</td>
<td>0.88</td>
<td>0.12</td>
<td>2.27</td>
</tr>
<tr>
<td>31</td>
<td>22</td>
<td>3</td>
<td>3</td>
<td>25</td>
<td>25</td>
<td>0.88</td>
<td>0.12</td>
<td>2.34</td>
</tr>
<tr>
<td>32</td>
<td>22</td>
<td>3</td>
<td>3</td>
<td>25</td>
<td>25</td>
<td>0.88</td>
<td>0.12</td>
<td>2.43</td>
</tr>
<tr>
<td>33</td>
<td>22</td>
<td>3</td>
<td>3</td>
<td>25</td>
<td>25</td>
<td>0.88</td>
<td>0.12</td>
<td>2.42</td>
</tr>
<tr>
<td>34</td>
<td>22</td>
<td>3</td>
<td>3</td>
<td>25</td>
<td>25</td>
<td>0.88</td>
<td>0.12</td>
<td>2.67</td>
</tr>
</tbody>
</table>

**Average** | **0.94** | **0.06** | **2.34**

Table 4. Computation of average TRDR, FAR and OTE for the sequence in Figure 37 (a)

These real image sequences were captured via CLSM; the following synthetic image sequences are generated from the real image sequences by adding varying degrees of complexity and deformity in the following manner:

1. Varying the amount of movement between frames

2. Varying the motion behaviour of cells

3. Adding image noise to the data

The purpose of these synthetic sequences is to test the algorithms beyond the situations seen in the real data sets currently captured at CPIB. Given different biological goals and/or imaging protocols, it is likely that when the techniques and associated software are released to the biological community the proposed method will be applied to a wider range of image sequences than those immediately available.

**6.1. Varying the movement of cells between frames**

In this case, test sequences are generated by temporally subsampling a real life growth sequence, thereby increasing the apparent movement of cells between frames. Here, they are modified in the following ways:
1. Generating a sequence only considering every second frame from the real image sequence

2. Generating a sequence only considering every third frame from the real image sequence

3. Generating a sequence only considering every fifth frame from the real image sequence

Thus, the sequences become shorter, but the time steps between frames are effectively lengthened, producing the illusion of the root growing much faster than it does in the corresponding real sequence. The evaluation metrics obtained from the original real sequence and the subsampled sequences are tabulated in Table 5. This shows a consistently high TRDR and low FAR and OTE. This clearly shows that the tracker consistently performs well, even over the sequences showing large movement of cells between frames. Interestingly, the TRDR for the sequence using every third frame is slightly better than the sequence using every other frame. This is likely to be because the sequence is shortened due to dropping frames; factors such as uniformity in the velocity profile over the generated sequence and the arrangement of the network topology such as closeness of the network nodes in the considered frames might have influenced the results. But, clearly once a movement threshold is exceeded in the final sequence, as expected tracking gets markedly worse. Table 5 demonstrates that the algorithm should be capable of tracking sequences captured within the bounds of practical biological experiments and that the algorithm performed well using at least one third of the sampling frequency of the original sequence.
<table>
<thead>
<tr>
<th>Test Data</th>
<th>TRDR</th>
<th>FAR</th>
<th>OTE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Sequence shown in Figure 37 (a), using every frame</td>
<td>0.94</td>
<td>0.06</td>
<td>2.34</td>
</tr>
<tr>
<td>Sequence generated with every other frame</td>
<td>0.91</td>
<td>0.09</td>
<td>3.24</td>
</tr>
<tr>
<td>Sequence generated with every third frame</td>
<td>0.94</td>
<td>0.06</td>
<td>3.05</td>
</tr>
<tr>
<td>Sequence generated with every fifth frame</td>
<td>0.72</td>
<td>0.28</td>
<td>3.45</td>
</tr>
</tbody>
</table>

Table 5. Evaluation results on a modified real sequence varying the movement of cells

6.2. Varying the motion behaviour of cells

In this case, the cells in a real image sequence are artificially warped to simulate extreme bending of root cells rather than a translation, and consequently a severe deformation of the network topology, which is similar to those seen in plants whose cell wall development has been disrupted. This disruption can occur due to genetic mutation or changes in hormone concentration and location. It may arise when the cells clog on the surface of the growth medium obstructing the normal growth of the root and causing the root to bend. In contrast to the real bending sequence shown in Figure 37 (e), the motion caused due to this disruption is more complex as the bending occurs only at a particular region of the growing root. As no real sequences showing these effects at high resolution are currently available within CPIB, extreme bending of cells has been simulated using a non-linear warping tool in Adobe Photoshop. The results obtained from such artificially warped sequence are shown in Figure 38 and the numerical results presented in Table 6. The results show that the network structure is able to cope with such complex motion and deformation.
6.3. Adding pixel Noise

CLSM images of Arabidopsis contain impulsive pixel noise which is non-Gaussian in nature as demonstrated in [20] using a Q-Q plot drawn against the theoretical quantiles and the sample quantiles. Three noise components were identified; approximately Gaussian sensor noise, approximately Gaussian biological noise and large outliers. To test the proposed methodology in both realistic and extreme noise conditions, various levels of artificial noise were added to the sequence in Figure 37 (a). A noise distribution Q-Q plot for added synthetic noise level 2 is shown in Figure 39 (i). Noise was added using a realistic distribution [20], comprising two sets of zero-mean Gaussian noise, generally representing detector noise (all pixels, smaller $\sigma$) and biological noise (proportion of pixels, larger $\sigma$). Additionally, infrequent extreme outliers were added.

<table>
<thead>
<tr>
<th>Test Data</th>
<th>TRDR</th>
<th>FAR</th>
<th>OTE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artificially warped sequence</td>
<td>0.81</td>
<td>0.29</td>
<td>2.17</td>
</tr>
</tbody>
</table>

Table 6. Evaluation results on a real sequence varying the motion behaviour of cells
Outputs of the tracker on image sequence with varying levels of synthetic pixel noise are shown in Figure 39 and the corresponding evaluation metrics obtained from the tracker are presented in Table 7. The tracker performed well at all realistic noise levels, and performed capably even under severe noise beyond realistic levels.
Figure 39. Tracking of root cells in the elongation zone with synthetic pixel noise added. All images at time t=30. (a-d) Input images with increasing levels of noise added; (e-h) Corresponding tracker results (i) Example QQ plot of noise distribution for added synthetic noise level 2 showing approximately Gaussian detector noise (smaller $\sigma$ - central linear plot between marked vertical lines) and approximately Gaussian biological noise (larger $\sigma$) with infrequent outliers.
<table>
<thead>
<tr>
<th></th>
<th>NS-MCMC MRF</th>
<th>MCMC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TRDR</td>
<td>FAR</td>
</tr>
<tr>
<td>Real Sequence With Noise Level 1</td>
<td>0.91</td>
<td>0.09</td>
</tr>
<tr>
<td>Real Sequence With Noise Level 2</td>
<td>0.87</td>
<td>0.12</td>
</tr>
<tr>
<td>Real Sequence With Noise Level 3</td>
<td>0.86</td>
<td>0.14</td>
</tr>
<tr>
<td>Real Sequence With Noise Level 4</td>
<td>0.66</td>
<td>0.34</td>
</tr>
</tbody>
</table>

Table 7. Evaluation results on a real sequence with increasing noise levels

6.4. Comparison of the proposed NS-MCMC MRF based hybrid tracker with independent NS and MCMC trackers

To highlight the performance of the hybrid tracker proposed here, the NS-MCMC MRF based hybrid tracker framework is compared with its component concepts: the network snake’s implicit tracking ability alone (section 4.1), and an MCMC tracker tracking junctions (section 3.5.1) independently. All the trackers were run on the image sequence shown in Figure 37 (a) and on the generated sequences with increased movement of cells between frames as explained in section 6.2. The results are tabulated in Table 8 and a graphical comparison of results for a real image sequence (Figure 37 (a)) is presented as box plots in Figure 40. These box plots are drawn for the metrics TRDR, FAR and OTE for all the 3 different tracker variants. The figure clearly shows that NS-MCMC MRF based hybrid tracker with high TRDR values and low FAR and OTE values has performed consistently well, and better than the other two independent trackers. The TRDR box plot shows that the hybrid tracker’s TRDR is higher than the other two trackers and is consistent throughout the sequence. The MCMC tracker performed better than the network snakes’ implicit tracking alone, whose TRDR is very low compared to the other
trackers. In fact, using network snakes alone resulted in immediate failure on the dataset (for an example failure of the Network Snakes tracker to cope with network shift caused by large movements, see Figure 29) which is why the NS tracker has not been considered for the comparison of the metric OTE in Figure 40(c).

The plot for NS-MCMC hybrid tracker shows a very low OTE values compared to the independent MCMC tracker showing that the hybrid tracker is more accurate than the independent MCMC tracker.
Figure 40. Box plot comparison of trackers
The independent network snakes tracker resulted in a complete failure on the dataset as the network snakes technique itself is not capable of tracking the large movements present in this dataset. As the NS tracker resulted in a complete failure on the datasets, the evaluation metrics obtained from the NS tracker are not tabulated in Table 8, which shows the metrics obtained from the NS-MCMC MRF and MCMC trackers.

The trackers were also run on the real image sequence shown in Figure 37 (e) where the cells deform and exhibit a bending and translation motion, as a bend forms in the growing root. The comparison of evaluation metrics of the combined NS-MCMC MRF based hybrid tracker and the independent MCMC tracker for this sequence is presented in Table 9. This shows that the hybrid tracker again performed slightly better than the independent MCMC tracker. Moreover, the NS-MCMC MRF hybrid tracker tracks the whole network of cells whereas MCMC tracking alone only tracked the network nodes. So, the complete deformation of the cells is tracked by the NS-MCMC MRF hybrid tracker and provides all the information about the network topology such as boundary points of cells and nodes, unlike the MCMC tracker which only provides the locations of the network junction nodes. This is a

<table>
<thead>
<tr>
<th></th>
<th>NS-MCMC MRF</th>
<th>MCMC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TRDR</td>
<td>FAR</td>
</tr>
<tr>
<td>Real Sequence</td>
<td>0.94</td>
<td>0.06</td>
</tr>
<tr>
<td>Every 2nd frame</td>
<td>0.91</td>
<td>0.09</td>
</tr>
<tr>
<td>Every 3rd frame</td>
<td>0.94</td>
<td>0.06</td>
</tr>
<tr>
<td>Every 5th frame</td>
<td>0.72</td>
<td>0.28</td>
</tr>
</tbody>
</table>

Table 8. Evaluation results Comparison of NS-MCMC MRF and MCMC alone tracker

The trackers were also run on the real image sequence shown in Figure 37 (e) where the cells deform and exhibit a bending and translation motion, as a bend forms in the growing root. The comparison of evaluation metrics of the combined NS-MCMC MRF based hybrid tracker and the independent MCMC tracker for this sequence is presented in Table 9. This shows that the hybrid tracker again performed slightly better than the independent MCMC tracker. Moreover, the NS-MCMC MRF hybrid tracker tracks the whole network of cells whereas MCMC tracking alone only tracked the network nodes. So, the complete deformation of the cells is tracked by the NS-MCMC MRF hybrid tracker and provides all the information about the network topology such as boundary points of cells and nodes, unlike the MCMC tracker which only provides the locations of the network junction nodes. This is a
major advantage of the proposed hybrid tracker, which has the robust tracking of the MCMC filter, and the fine topological resolution of the snakes.

<table>
<thead>
<tr>
<th>NS-MCMC MRF</th>
<th>MCMC</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRDR</td>
<td>FAR</td>
</tr>
<tr>
<td>Bending sequence - Figure 37 (e)</td>
<td>0.89</td>
</tr>
</tbody>
</table>

Table 9. Evaluation results for bending sequence- Comparison of NS-MCMC MRF and MCMC alone tracker

6.5. Limitation of NS-MCMC MRF based hybrid tracker

In the image sequences considered in this thesis, when cells exhibit normal growth, new cells enter at one end of the visible root segment while others leave through the image boundary at the other end of the segment. This results in topological changes and a varying the number of target cells in view. This can be clearly seen in the real image sequences presented in Figure 37 (a), (b), (c) and (e). The NS-MCMC MRF based hybrid tracker which is designed to track a fixed number of targets over time, performed consistently well on all the time based and 3D z-stack sequences of CLSM images showing deformation of cells and exhibiting different types of motion modalities; namely linear, elongation and bending motions and with varying levels of realistic and severe, unrealistic noise. It is not, however, capable of handling topological changes between frames caused by cells entering and leaving the image. In what follows, a solution to this problem of tracking variable number of targets is presented; in our case, tracking a variable number of cells which causes such a change in the network topology.
7 Tracking Network-Structured, Deformable Objects in Varying Numbers - Entering and Leaving Cells

In confocal images of live *Arabidopsis thaliana*, when roots exhibit normal growth, new cells enter at one side of the image while other cells leave through the opposing image boundary at the other end of the segment as seen in the example shown in Figure 41. Here, only the region inside the bounding box remains the same until the last frame of this four frame sequence and the region outside this bounding box either leaves the image boundary or has entered the image boundary after time \( t=0 \).

In this example, the cells leave the image from the right side of the image boundary and enter through the left side of the image boundary, as the root is growing left to right. This is a common property of the images taken within CPIB of growing roots.

As new cells enter and some existing cells leave, the number of nodes and cell boundary snakes within the field of view is variable. This demands re-parameterization of the network topology, and the tracking framework needs to be adapted to cater for a varying number of targets to handle such topological changes.
The MCMC based filter used for tracking nodes (section 3.5.1) is limited to a fixed dimensional state space which is only suitable for tracking a fixed number of targets. Previous research addressing the issue of tracking a variable number of targets suggests a number of potential solutions to this problem. In [121], the particle filter implementation is extended according to finite set statistics (FISST) and applied to tracking a random sets of vehicles in different types of terrain such as road, field and forest. A particle filter implementation of a Probability Hypothesis Density (PHD) filter has been used in tracking random sets of targets [122] [123]. Although these techniques form potential solutions to this problem, a more convenient attempt to
solve the problem is to extend the MCMC sampling to variable dimensional state spaces by using the Reversible Jump MCMC (RJCMCMC) technique [24]. Khan et al [24] used the RJCMCMC filter to track a variable number of interacting targets. The method was found to be successful when applied to real image sequences from the social insect domain. In [101], the RJCMCMC technique has been used for multi-person tracking that infers the number of persons in the scene, their body and head locations and head pose.

The problem of cells leaving the image boundary is handled first, followed by cells entering the image boundary.

7.1. **Cells leaving the field of view**

In confocal images of growing Arabidopsis roots, the cells have been modelled as connected components delineated by shared boundaries forming a network topology. In what has been considered so far, this topology has not been allowed to change. If cells that leave the image are removed, their previously-connected neighbour cells will consequently lose one or more boundaries and associated nodes. For example, consider Figure 42 in which the white line marks the original image boundary and the cell walls to the right of this image boundary have left the image; consider removing the cell walls 1 and 2 that are outside the image boundary. Note the cell wall 2 has not completely left the image and some part of the cell wall is inside the image boundary and is connected to the node N1. If the cell wall 2 is removed, the node N1 loses one of its connected cell walls and becomes just a point connecting two cell walls 3 and 4, which is theoretically no longer considered a node, as a node should either be connected to the image boundary or a junction connecting three or more cell walls. If N1 is no longer a node point, the cell walls 3 and 4 are now connected by a non-node point N1 which violates the theory of network snakes and therefore disturbs the topology.
Removing any information from the network might destroy the topology which could cause the network structure to collapse. To resolve this, the cells that leave the image boundary are allowed to remain connected to the network to preserve the topology.

This is achieved in the following steps.

At each frame,

1. The image boundary is extended by a value which is the average velocity of all the nodes in the network along the direction of motion of cells. For example, if the direction of motion is positive and aligned with the $X$ axis, then the right side image boundary is extended. For the image sequences considered in this thesis, the direction of motion is either along the horizontal, $X$ axis (with a negligible motion along the $Y$ axis) or the vertical,
$Y$ axis (with a negligible motion along the $X$ axis). A root showing gravitropism can display a sudden turn in the direction of motion which can be identified from the change in the direction of the average velocity vector of all the network nodes and this approach can be modified to extend the boundaries along both the $X$ axis and $Y$ axis simultaneously as needed; but images showing gravitropic root growth are not considered in this thesis.

2. The MCMC tracker predicts the locations of all the nodes of the cells including the cells that left the field of view. Though, there is no underlying image information for the network nodes that have left the image, the MCMC tracker uses the velocity vector of their last state inside the image boundary to make a prediction on the location of the nodes.

3. The predicted locations of tracked nodes are used to warp the previous network snakes using linear interpolation to fit the new locations of the network nodes. During the warping process, the network is made to remain connected to the stretched image boundary, but the shape of the cells that left the actual image boundary is preserved. During energy minimization of the network snakes, the curvature and continuity energy of the network snakes control the smoothness of the cell walls.

The prediction of the location of the cells that left the image boundary is of course a "best guess" with no underlying image information outside the image boundary, but allowing cells that have left the image to remain connected to the network and preserves the network topology.

An example output shown in Figure 43, depicts the tracking of cells leaving the image, in which the white line marks the actual image boundary.
7.2. **Cells entering the image boundary**

As cells leaving the image remain connected to the network, the topology is preserved using the approach described above. Cells entering the field of view will, however, also affect the network topology, increasing the size of the network. Newly visible cells should be included into the tracker data structure and the network topology as and when they appear. This is achieved in two steps, the detection and the subsequent tracking of the new cells.

A node detector has been implemented to detect newly-entered nodes and these new nodes are included into the node tracker using a Reversible Jump MCMC framework (RJMCMC) [24], which can cope with the change in dimensionality caused by varying numbers of targets.
While new nodes are detected, it is desirable to redefine the network snakes topology before adding them into the nodes tracker so that only nodes that form new *connectable cell boundary snakes* that fit into the current topology are added into the node tracker. For a snake to be a *connectable cell boundary* and to be able to fit into the current topology, both the ends of the snake should be connected to the existing network snakes. In what follows, detection of new nodes by forming *connectable cell boundary snakes* and tracking the newly detected nodes are explained in detail.

### 7.2.1. Detection of newly entered cells

To understand this implementation, a network snake should be assumed to be a network with an endless boundary; the part of the network that is currently visible is only the region inside the image boundary. So, the new cells that are yet to enter the image boundary are also connected to the network but have not yet appeared inside the image boundary. This is similar to the leaving cells that remain connected to the network but have left the image boundary. So, any entering cell must be connected to at least one of the cells in the existing network that are connected to the image boundary as shown in Figure 44.

It takes a few time steps for a cell to fully enter the image. At an intermediate time point, the cell walls and nodes of the partially visible cells are detected and added to the network. This involves the following steps

- Detection of newly entered nodes
- Forming connectable cell boundary snakes
Figure 44. New cell boundary snakes detection
(a) Nodes Detection (b) Forming connectable snakes (portion of the image left to the white line marker is the newly appeared candidate region and the new set of detected nodes in this region are numbered as 1, 2 and 3, of which node-pair 2-3 forms a connectable snake)

7.2.1.1. Detection of newly entered nodes

A node detector is implemented using the junction detector model explained in section 3.4.2. Depending upon the direction of motion of the cells and the average velocity vector, a region of the image where new data can appear, known as the candidate region is identified. For example, if the cells exhibit a linear motion towards the right (positive along the X direction) and the average velocity of all the nodes is 15 pixels per time step along the X direction, then the leftmost 15 pixel-wide region in the image is chosen as the candidate region.

As noted earlier, any new cell which has entered the image boundary must be connected to the existing network snakes; the cell walls of these new cells form new nodes at the connecting points. The detector searches for these new nodes in the candidate region along the snakes in the network that are connected to the image boundary. The junction detector model (section 3.4.2) is applied for all the snake
points along the network snakes in the candidate region. Any snake point which shows a very high likelihood (above an empirically-determined threshold) of being a node is marked as a node candidate, but if this candidate is in very close proximity (below a fixed distance) to another candidate, the best of the two is chosen. This process is applied to all the snakes in the candidate region.

The image in Figure 44 shows the detection of newly entered nodes in which the newly appearing region is the portion of the image to the left of the white line marker and the new set of detected nodes in this region are numbered 1, 2 and 3.

7.2.1.2. Forming connectable cell boundary snakes

The detected nodes are then filtered for node-pairs that form connectable snakes. Any node that can be added to the tracker should have a matching node such that the pair when connected forms a valid snake over the underlying cell boundary, as follows.

Firstly, different combinations of node-pairs are formed from the detected nodes. Only node-pairs satisfying the following two conditions are considered to form connectable snakes.

1. Nodes in a pair should not belong to the same existing snake.

2. A node should only be paired with another node that belongs to the nearest snake connected to the image boundary.

For each node-pair, the shortest route in the network by which the nodes in the node-pair can be connected is marked. If the shortest route meets a boundary snake which does not belong to any of the nodes in the pair, the node-pair is rejected. For example in Figure 44, the node-pair 2-3 forms a connectable pair whereas node-pairs 1-2 and 1-3 cannot form a connectable pair.
Once valid connectable node-pairs are formed, they are used to form snakes. Snakes are formed from different combinations of valid node-pairs by creating snake points along a straight line between the nodes in the pair. The average image energy for a snake is calculated by taking the average of the image energies at all the snake points in the snake. The average image energy of the snake should be above a threshold image energy for the snake to be considered connectable. The threshold chosen is a local threshold which is a histogram mean over a local window as explained in section 3.4.2.1.

The set of non-repeated nodes $k_d$ obtained from the node-pairs forming the connectable snakes are then added to the node tracker.

7.2.2. Tracking detected nodes

The existing MCMC tracking framework (section 3.5.1) used to track a fixed number of nodes is modified to handle variable number of targets. This is achieved by implementing the RJMCMC [24] framework which can cope with the variable aspect to the number of targets. The RJMCMC implementation is similar to that in [24], but this thesis describes the algorithm and the proposal acceptance ratios in more detail. To handle the problem at hand, three proposal types were chosen namely the add proposal, the delete proposal and the update proposal.

Refer to section 3.5.1 for the MCMC based particle filter algorithm, where the targets state space is represented as a set of $N$ un-weighted samples $X_i$. A state space in RJMCMC is represented as $(k_i, X_i)$ which contains an additional variable $k_i$: a set of identifiers of targets that are currently in view. In other words, each joint state sample ‘$i$’ contains the identifier $k_i$, a set of the targets represented by that sample.
The RJMCMC-based particle filter algorithm iterates over the following steps [24]:

1. At time \( t-1 \), the targets’ state is represented by a set of \( N \) un-weighted samples \( \{ k^r_{t-1}, X^r_{t-1} \}_{r=1}^N \). Each sample ‘i’ is a joint state sample representing \( k^i_{t-1} \) set of targets.

2. Initialize the MCMC sampler by selecting a random joint state sample \( (k^i_t, X^i_t) \) from the set of \( N \) un-weighted samples \( \{ k^r_{t-1}, X^r_{t-1} \}_{r=1}^N \) at time \( t-1 \), apply the motion model to all the targets in the set \( k^i \) and calculate the likelihood \( P \) for the targets at the new positions obtained after applying the motion model.

3. Perform \( (B+MN) \) iterations to obtain \( N \) joint state samples. Discard the first \( B \) samples for burn-in and obtain the remaining \( N \) samples \( \{ k^r_{t-1}, X^r_{t-1} \}_{r=1}^N \) which represent the targets’ state at time \( t \).

Propose a new state \( (k'^i_t, X'^i_t) \) after making a random proposal and calculate the acceptance ratio for the proposal as below.

a. **Add**

Randomly choose a target \( i \) with a uniform probability \( p = (1/|k_d \setminus k_i|) \) and propose to add it to the current state, where \( \{ k_d \setminus k_i \} \) is the set of targets that are detected but not yet added to the current state. Compute the acceptance for the proposal using

\[
A_a = \frac{P(Z_t | X^i'_t)}{P(Z_t | X^i_t)} \times \frac{p_d}{p_a} \times \frac{q_d}{q_a}
\]

(24)
where, the first term $\frac{P(Z_t \mid X'_t)}{P(Z_t \mid X_t)}$ is the likelihood ratio, which is the ratio of the likelihood of the proposed state to the likelihood of the current state. For the add proposal, the target which it is proposed to add to the current state would not have existed in the state prior to adding and hence, the prior distribution for the target to be added is unknown. For an unknown distribution, as a best guess the density is assumed to be uniform. i.e., any value of the image measurement between 0-1 is equally likely. Hence, by using the probability density function for the uniform distribution, the likelihood of the current state prior to adding the target $P(Z_t \mid X_t)$ in the absence of a possible image measurement is given as

$$P(Z_t \mid X_t) = \frac{1}{C}$$

(25)

where, $C$ is the length of the interval of the uniform distribution ranging from $a$ to $b$, in this case it is 0 to 1 and hence $C = b-a = 1-0 = 1$ and the acceptance ratio for add proposal becomes

$$A_a = P(Z_t \mid X'_t) \times \frac{P_a}{P_a} \times \frac{q_d}{q_a}$$

(26)

where,

$q_a = \frac{1}{|k_d \setminus k_t|}$ is the probability of selecting target $i$ to add to the current state

$q_d = \frac{1}{|k'_t \cap k_d|}$ is the probability of selecting target $i$ to delete from the proposed state
\( p_d \) is the probability of occurrence of the Delete proposal type

\( p_a \) is the probability of occurrence of the Add proposal type

\( P(Z_t \mid X'_t) \) is the likelihood of the proposed state which is explained later in this section

\[
A_d = P(Z_t \mid X'_t) \times \frac{p_d}{p_a} \times \frac{|k_d \setminus k_t|}{|k'_t \cap k_d|}
\]

(27)

b. Delete

Randomly choose a target \( i \) with a uniform probability \( p = \frac{1}{|k_t \cap k_d|} \) and propose to delete it from the current state, where \( \{k_t \cap k_d\} \) is the set of detected targets that were already added to the current state. Compute the acceptance for the proposal as

\[
A_d = \frac{P(Z_t \mid X'_t)}{P(Z_t \mid X_t)} \times \frac{p_a}{p_d} \times \frac{q_a}{q_d}
\]

(28)

where, the first term \( \frac{P(Z_t \mid X'_t)}{P(Z_t \mid X_t)} \) is the likelihood ratio, which is the ratio of the likelihood of the proposed state to the likelihood of the current state. For the delete proposal, the target which is proposed to delete from the current state will not exist in the proposed state and hence, the proposed distribution for the deleted target is unknown. Again, for an unknown distribution, the density is assumed to be uniform, i.e., any value of the image measurement between 0-1 is equally likely. Hence, by using the probability density
function for the uniform distribution, the likelihood of the proposed state

\[ P(Z_t \mid X'_t) \]

is given as

\[ P(Z_t \mid X'_t) = \frac{1}{C} \]

(29)

where, \( C \) is the length of the interval of the uniform distribution ranging from \( a \) to \( b \), in this case it is 0 to 1 and hence \( C = b-a = 1-0 = 1 \) and the acceptance ratio for add proposal becomes

\[ A_d = \frac{1}{P(Z_t \mid X_t)} \times \frac{p_a}{p_d} \times \frac{q_a}{q_d} \]

(30)

where,

\[ q_d = 1/|k_1 \cap k_d| \] is the probability of selecting target \( i \) to delete from the current state

\[ q_a = 1/|k_d \setminus k_1'| \] is the probability of selecting target \( i \) to add to the proposed state

\( p_d \) is the probability of occurrence of the Delete proposal type

\( p_a \) is the probability of occurrence of the Add proposal type

\( P(Z_t \mid X_t) \) is the likelihood of the current state which is explained later in this section

\[ A_d = \frac{1}{P(Z_t \mid X_t)} \times \frac{p_a}{p_d} \times \frac{|k_1 \cap k_d|}{|k_d \setminus k_1'|} \]

(31)
c. Update

This proposal keeps the dimensionality unchanged and is same as the basic MCMC sampling. Calculate the acceptance ratio as

$$A_u = \frac{P(Z_t \mid X'_t)}{P(Z_t \mid X_t)}$$

(32)

which is the ratio between the likelihood of the proposed state and the likelihood of the current state.

In the acceptance ratios, the likelihood term $P(Z_t \mid X_t)$ is the probability we would have observed the measurement $Z_t$, given the state $X_t$. This is obtained by evaluating the likelihood probability using a Gaussian function as defined [109] below.

$$P(Z_t \mid X_t) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(z_t - \mu)^2}{2\sigma^2}}$$

(33)

If the acceptance ratio for a proposal $m$, $A_m \geq 1$, accept the proposed state. Otherwise, also accept the proposed state with probability $A_m$.

Ignore the first $B$ samples for burn in, and thereafter, add a copy of $X_t'$ to the current set $\{X_t\}$.

The resulting sample set $\{k^r_t, X^r_t\}_{r=1}^N$ forms the approximation for the current state at time $t$. 
For all the proposal types defined in the RJMCMC algorithm above, the Jacobian determinant term [24] [101] [124] in the acceptance ratio is ignored as the Jacobian term is reduced to unity for the chosen proposal types [24] [101].

7.2.3. Implementation of Reversible Jump MCMC

Each move in RJMCMC should have a corresponding reverse move defined. For example, a birth move should have a corresponding death move. In this implementation, for the add proposal which increases the state space dimensionality by 1, the reverse move is the delete proposal that decreases the dimensionality by 1. The reverse move for the update proposal which keeps the dimensionality unchanged is the update proposal itself.

Proposal types are carefully chosen such that the transition from current state \( \{X_t\} \) to the proposed state \( \{X'_t\} \) for any move type satisfies the three conditions below [101].

1. The transition should be a bijection function that forms a one-to-one correspondence between states.

2. Its derivative should be invertible with a nonzero Jacobian determinant. For the chosen move types, the Jacobian determinant reduces to unity [24] [101].

3. It has a corresponding reverse move that can be applied to recover the original state and satisfies the above two conditions.

Consider the example shown in Figure 45 (a), where nodes 1,2,3 and 4 are newly detected nodes of which only node-pairs 2-3 and 3-4 are connectable pairs.
Nodes \{A,B,C,D,E,F,G,H,I\} with dimension 9 are present in the current state \(X_t\) and the set of detected targets \(K_d\) is \{2,3,4\} with dimension 3 and likelihood values of \{1.2, 1.0, 1.3\} respectively. Detected node 1 is excluded because it cannot form a valid pair with any other detected node. RJMCMC should be implemented in the tracker aiming to include the node-pairs 2-3 and 3-4 into the tracker as shown in Figure 45 (b). To this, several options exist.

There are three possible ways of implementing RJMCMC within the NS-MCMC tracker:

1. Treating node-pairs as paired target objects

2. Treating *individual* nodes as target objects

3. Treating individual nodes as target objects with an intelligent object detector controlling the construction of the tracker state.
In what follows, all three possible ways are discussed in detail leading to a conclusion justifying the chosen approach.

7.2.3.1. *Treating node-pairs as target objects for the RJMCMC tracker*

In this approach, node-pairs that form cell boundaries are treated as target objects so that nodes are added to the tracker in pairs. This approach has several complexities to deal with.

Consider the example in Figure 45, from which the set of detected targets \( \{K_d\} \) would have a set of node-pairs \( \{2-3, 3-4\} \) and the current state \( \{X_t\} \) contains the set of nodes \( \{A,B,C,D,E,F,G,H,I\} \). Consider the below scenario.

1. In an add proposal, node-pair 2-3 is randomly chosen and added to the current state so that the proposed state \( \{X'_t\} \) becomes \( \{A,B,C,D,E,F,G,H,I,2,3\} \) increasing the dimensionality by *two*. Assuming the proposal is accepted, the current state \( \{X_t\} \) becomes \( \{A,B,C,D,E,F,G,H,I,2,3\} \) with dimension 11.

2. In another add proposal, node-pair 3-4 is chosen and proposed to add it to the current state. But node 3 is already present in the current state after the step 1 above and hence to avoid the repetition of targets, only node 4 can now be added. So, the proposed state \( \{X'_t\} \) becomes \( \{A,B,C,D,E,F,G,H,I,2,3,4\} \) increasing the dimensionality by *one*.

In this scenario, the first add proposal increases the state space dimensionality by *two* whereas the second add proposal increases the dimensionality by *one* which means that the dimensionality changes in the add proposal steps are not consistent. For this add proposal that defines a transition from current state \( \{X_t\} \) to the proposed state \( \{X'_t\} \) with inconsistent dimensionality changes, defining a corresponding reverse proposal satisfying the three conditions given above is a complex task.
7.2.3.2. Treating individual nodes as target objects

In this approach, individual nodes are treated as target objects. So, for the example in Figure 45, the set of detected targets \( \{K_d\} \) would have a set of individual nodes \( \{2,3,4\} \) with likelihood values of \( \{1.2, 1.0, 1.3\} \) respectively and the current state \( \{X_t\} \) contains the set of nodes \( \{A,B,C,D,E,F,G,H,I\} \). The inconsistent dimensionality of move types in the previous approach of considering node-pairs as target objects is solved in this approach. The add proposal always increases the dimensionality by one and the corresponding reverse proposal, the delete proposal decreases the dimensionality by one and the moves also satisfy the three conditions stated earlier in the section.

Consider the following example steps in RJMCMC sampling where \( k_t \) is the current state and \( k'_t \) is the proposed state. Let us choose the probability of selecting the add proposal \( p_a \) is the probability of selecting delete proposal \( p_d \), so that the ratio

\[
\frac{p_a}{p_d} = \frac{p_d}{p_a} = 1
\]

**Move 1. Add proposal: Propose to add node 2 to the state**

\( k_t = \{A,B,C,D,E,F,G,H,I\} \quad k'_t = \{A,B,C,D,E,F,G,H,I,2\} \)

\( k'_t \cap k_d = \{2\} \quad k_d \backslash k_t = \{3,4\} \)

From Eq. (27), acceptance ratio is

\[
A_a = P(Z_t \mid X'_t) \times \frac{p_d}{p_a} \times \frac{|k_d \backslash k_t|}{|k'_t \cap k_d|}
\]

\[= 1.2 \times 1 \times \frac{2}{1} = 2.4 > 1\]
Proposal accepted.

**Move 2. Delete proposal: Propose to delete node 2 from the state**

\[ k_t = \{A,B,C,D,E,F,G,H,I,2\} \quad k_t' = \{A,B,C,D,E,F,G,H,I\} \]

\[ k_t \cap k_d = \{2\} \quad k_d \setminus k_t' = \{2,3,4\} \]

From Eq. (31), acceptance ratio is

\[
A_d = \frac{1}{P(Z_t | X_t')} \times \frac{p_d}{p_a} \times \frac{|k_t \cap k_d|}{|k_d |k_t'|} \\
= \frac{1}{1.2} \times 1 \times \frac{1}{3} = 0.278 < 1
\]

Proposal (most likely) rejected.

**Move 3. Add proposal: Propose to add node 3 to the state**

\[ k_t = \{A,B,C,D,E,F,G,H,I,2\} \quad k_t' = \{A,B,C,D,E,F,G,H,I,2,3\} \]

\[ k_t' \cap k_d = \{2,3\} \quad k_d \setminus k_t = \{4\} \]

From Eq. (27), acceptance ratio is

\[
A_a = P(Z_t | X_t') \times \frac{p_d}{p_a} \times \frac{|k_d |k_t|}{|k_t' \cap k_d|} \\
= 1.0 \times 1 \times \frac{1}{2} = 0.5 < 1
\]

Proposal accepted with a random probability \(p=0.5\).
Move 4. Delete proposal: Propose to delete node 3 from the state

\[ k_t = \{A, B, C, D, E, F, G, H, I, 2, 3\} \quad k'_t = \{A, B, C, D, E, F, G, H, I, 2\} \]

\[ k_t \cap k_d = \{2, 3\} \quad k_d \setminus k'_t = \{3\} \]

From Eq. (31), acceptance ratio is

\[ A_d = \frac{1}{P(Z_t | X'_t )} \times \frac{p_a \times |k_t \cap k_d|}{p_d \times |k_d \setminus k'_t|} \]

\[ = \frac{1}{1.0} \times 1 \times \frac{2}{2} = 1 \]

Proposal accepted.

Move 5. Add proposal: Propose to add node 4 to the state

\[ k_t = \{A, B, C, D, E, F, G, H, I, 2\} \quad k'_t = \{A, B, C, D, E, F, G, H, I, 2, 4\} \]

\[ k'_t \cap k_d = \{2, 4\} \quad k_d \setminus k_t = \{3\} \]

From Eq. (27), acceptance ratio is

\[ A_a = P(Z_t | X'_t ) \times \frac{p_d \times |k_d |}{p_a \times |k'_t \cap k_d|} \]

\[ = 1.3 \times 1 \times \frac{1}{2} = 0.65 < 1 \]

Proposal accepted with a random probability \( p=0.65 \).
From the above steps in RJMCMC sampling, the following key points should be noted.

1. Acceptance of add proposals decreases with the increase in number of targets added to the current state, so that it is more likely to reject the add proposals after adding a few targets to the state. This is because the acceptance of the add proposal is directly proportional to $|k_d \setminus k_i|$, the number of detected targets that were not yet added to the current state and is inversely proportional to $|k_i \cap k_d|$, the number of detected targets that were already added to the current state.

2. Acceptance of delete proposals increases with the increase in number of targets added to the current state so that it is more likely to accept the delete proposals after adding a few targets to the state. This is because the acceptance of the delete proposal is directly proportional to $|k_i \cap k_d|$, the number of detected targets that were already added to the current state and is inversely proportional to $|k_d \setminus k'_i|$, the number of detected targets that were not yet added to the current state.

From the above points, it is clear that the acceptance ratios for the reversible moves in RJMCMC sampling are designed in such a way that the dimensionality of the state space at time $t$ is always less than the sum of the dimensionality of the state space at time $t-1$ and the number of detected targets at time $t$. i.e., all the detected targets $\{K_d\}$ cannot be added to the tracker at one time. This approach is useful for detectors that contain several False Positives where this approach only adds the true targets with high likelihood values leaving behind the targets with low likelihood values which are more likely to be False Positives. This partial inclusion of detected targets is fine for tracking frameworks that track distinct targets such as [24] [101], but for the
application considered in this thesis which involves a network of connected cells, this is problematic, as explained below.

Consider the state $\{X_t\}$ after Move 5 above which represents the set of targets $k_t = \{A,B,C,D,E,F,G,H,I,2,4\}$ with detected nodes 2 and 4 added into the current state. Assume, this happens to be the modal configuration for the resulting $N$ joint state samples of varying dimensions so that nodes 2 and 4 are added to the tracker at time $t$. But from Figure 45, nodes 2 and 4 do not form a connectable snake in the network and without node 3, the nodes 2 and 4 are not considered as network nodes. Nodes 2 and 4 are treated as network nodes only when node 3 is present so that node-pairs 2-3 and 3-4 form valid network snakes. Moreover, at the detection stage as explained in section 7.2.1, the network topology should have redefined to include the newly detected connectable snakes. The exclusion of node 3 in the tracker’s data structure orphans the newly included connectable snakes 2-3 and 3-4 and destroys the redefined topology which is undesirable. To avoid this undesirable effect, the tracker should include all the valid detected nodes as explained in the next approach to achieve the configuration in Figure 45 (b).

7.2.3.3. Treating individual nodes as target objects for RJMCMC tracker with an intelligent object detector controlling the construction of the tracker state

In this tracking framework, the detector that detects the newly entered cells is intelligent enough to do all the necessary filtering and provides a set of detected nodes that show a strong likelihood for their existence and importantly can fit into the network topology following the set of rules explained in section 7.2.1. An actual image measurement is used to obtain the likelihood for the nodes detection, but the detected nodes that have passed the filtering process and form connectable snakes are believed to have the highest possible likelihood values in the likelihood distribution.
In other words, the detector is considered very reliable. So, these nodes are added to the tracker with the highest possible likelihood. With a high likelihood value, all the detected nodes are more likely to get included into tracker’s state as shown below.

Assuming the measurement of the state density is distributed normally, the highest possible likelihood or the peak of the distribution is determined as follows. The PDF for the normal distribution is given as [109]

\[
P(Z_t \mid X_t) = \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{(x-\mu)^2}{2\sigma^2}}
\]

(34)

The highest possible likelihood occurs at the mean value i.e., \( x = \mu \) which is the peak of the Gaussian curve. From an empirical study on the likelihood measurements from the images considered in this thesis, the standard deviation \( \sigma \) is found to be 0.2. The highest possible likelihood is determined from Eq. (34) as below.

\[
P(Z_t \mid X_t)_{Max} = \frac{1}{\sqrt{2\pi (0.2)^2}} e^{-\frac{(x-\mu)^2}{2(0.2)^2}}, \text{ as } x = \mu
\]

\[= \frac{1}{\sqrt{2\pi (0.2)^2}} e^{0} = 1.995
\]

Now consider the RJMCMC sampling below with the same moves as in the previous approach (section 7.2.3.2) where \( k_t = \{A,B,C,D,E,F,G,H,I\} \) is the current state, \( k'_t \) is the proposed state and the set of detected targets \( k_d = \{2,3,4\} \). All the detected nodes now have the highest possible likelihood value 1.995.
Move 1. Add proposal: Propose to add node 2 to the state

\[ k_1 = \{A,B,C,D,E,F,G,H,I\} \quad k'_1 = \{A,B,C,D,E,F,G,H,I,2\} \]

\[ k'_1 \cap k_d = \{2\} \quad k_d \setminus k_1 = \{3,4\} \]

From Eq. (27), acceptance ratio is

\[
A_a = P(Z_1 | X'_1) \times \frac{p_d}{p_a} \times \frac{|k_d|/|k|}{|k'_1 \cap k_d|} \\
= 1.995 \times 1 \times \frac{2}{1} = 3.99 > 1
\]

Proposal accepted.

Move 2. Delete proposal: Propose to delete node 2 from the state

\[ k_1 = \{A,B,C,D,E,F,G,H,I\} \quad k'_1 = \{A,B,C,D,E,F,G,H,I\} \]

\[ k_1 \cap k_d = \{2\} \quad k_d \setminus k'_1 = \{2,3,4\} \]

From Eq. (31), acceptance ratio is

\[
A_d = \frac{1}{P(Z_1 | X'_1)} \times \frac{p_a}{p_d} \times \frac{|k_1 \cap k_d|}{|k_d \setminus k'_1|} \\
= \frac{1}{1.995} \times 1 \times \frac{1}{3} = 0.167 < 1
\]

Proposal (most likely) rejected.

Move 3. Add proposal: Propose to add node 3 to the state

\[ k_1 = \{A,B,C,D,E,F,G,H,I,2\} \quad k'_1 = \{A,B,C,D,E,F,G,H,I,2,3\} \]
\[ k'_t \cap k_d = \{2, 3\} \quad k_d \setminus k_t = \{4\} \]

From Eq. (27), acceptance ratio is

\[
A_a = P(Z_i \mid X'_i) \times \frac{P_d}{P_a} \times \frac{|k_d \cap k_t|}{|k'_t \cap k_d|}
\]

\[= 1.995 \times 1 \times \frac{1}{2} = 0.9975 \approx 1 \]

Proposal accepted with a random probability \(p=0.9975\).

**Move 4.** Delete proposal: Propose to delete node 3 from the state

\[ k_t = \{A, B, C, D, E, F, G, H, I, 2, 3\} \quad k'_t = \{A, B, C, D, E, F, G, H, I, 2\} \]

\[ k_t \cap k_d = \{2, 3\} \quad k_d \setminus k_t = \{3, 4\} \]

From Eq. (31), acceptance ratio is

\[
A_d = \frac{1}{P(Z_i \mid X'_i)} \times \frac{P_a}{P_d} \times \frac{|k_t \cap k_d|}{|k_d \setminus k'_t|}
\]

\[= \frac{1}{1.995} \times 1 \times \frac{2}{2} = 0.5 < 1 \]

Proposal rejected\(^1\).

**Move 5.** Add proposal: Propose to add node 4 to the state

\[ k_t = \{A, B, C, D, E, F, G, H, I, 2, 3\} \quad k'_t = \{A, B, C, D, E, F, G, H, I, 2, 3, 4\} \]

\[ k'_t \cap k_d = \{2, 3, 4\} \quad k_d \setminus k_t = \{4\} \]

---

\(^1\) This delete proposal is equally likely to be accepted with a random probability. If it is accepted, the subsequent add proposal will have a high acceptance ratio.
From Eq. (27), acceptance ratio is

\[ A_a = P(Z_t \mid X'_t) \times \frac{p_d}{p_a} \times \frac{|k_a \cap k_t|}{|k'_t \cap k_d|} \]

\[ = 1.995 \times 1 \times \frac{1}{3} = 0.67 < 1 \]

Proposal (mostly likely) accepted with a random probability \(p=0.67\).

The state \(\{X_t\}\) achieved after Move 5 above with set of targets \(k_t = \{A,B,C,D,E,F,G,H,I,2,3,4\}\) successfully includes all the detected targets \(\{2,3,4\}\) unlike the previous approach where node 3 was missed destroying the network topology. Thus, by increasing trust in our intelligent object detector and using the highest possible likelihood for the detected nodes and thereby increasing the chance of acceptance of add proposals during the construction of Markov chain, the desired network configuration shown in Figure 45 is achieved.

Some examples of tracking variable number of targets using this approach are shown in Figure 46 and Figure 47.

### 7.2.4. Estimating the location of targets from the samples of varying dimensions

Taking a mean over all the samples has been a good solution to estimate the location of targets for the tracker. This is, however, a feasible solution only if tracking involves a fixed number of targets, in which the sample set representing the state space contains samples with the same dimensionality. To handle variable numbers of targets, RJMCMC sampling is used which constructs a Markov chain returning a set of samples with varying dimensionality. Here, each joint state sample represents a set of targets which may be different in cardinality from other samples; For example, in
a sample set \( \{S\} \), a joint state sample \( S_i \) might represent targets \( A, B \) and \( C \) with dimension 3 and another joint state sample \( S_j \) might represent targets \( A, C, D \) and \( E \) with dimension 4 and others may be of different dimensions for which a mean cannot be computed. To estimate the best location of targets from this state space distribution of varying dimensionality, find a mode configuration across the set of identifiers (not just the dimension i.e., a sample representing targets \( A \) and \( B \) with dimension 2 is not the same as another sample with the same dimension but representing a different set of targets \( A \) and \( C \) over all the samples. This mode configuration is the set of identifiers that has occurred the most number of times in the sample set. Then, take a mean of location of targets on all the samples that represent the mode configuration to predict the location of the targets. The predicted set of targets in the current time step is the set of identifiers in the mode configuration.

### 7.2.5. Results and Discussion

The approach presented has been implemented within a software tool using Visual C++.NET. Using the tool, the processing rate for a sequence of 240 x 1024 pixel images on an Intel(R) core2 duo 1.5GHz processor is approximately 7-8 Frames per minute which is fast enough for practical application given that processing speed is not a critical issue in this area.

Based on the evaluation techniques explained in chapter 5, the developed NS-RJMCMC MRF-based hybrid tracker for tracking a variable number of targets will now be evaluated on time lapse sequences of confocal images of growing Arabidopsis roots. Example frames from the results of running the NS-RJMCMC MRF-based hybrid tracker on real-life image sequences are shown in Figure 46 and Figure 47 and the corresponding evaluation metrics obtained from the tracker are presented in Table 10.
(a)
Figure 46 (a) shows the detection and tracking of cells entering the image in the elongation zone of the root. At time $t=12$, two new cell walls are detected (circled in white), are added to the tracker and tracked (circled in yellow) from time $t=13$. At time $t=21$, a third cell wall is detected (circled in white), is added to the tracker and tracked (circled in yellow) from $t=22$. Note at time $t=30$, three new cell walls are being tracked.

As shown in the close up view of the local image region Figure 46 (b), out of the two new cell walls detected at time $t=12$ cell wall 2 is a False Positive. The node-pair forming the cell wall 2 is qualified as a candidate for a connectable snake satisfying all the rules defined in section 7.2.1.2. This cell wall is expected to have been disqualified during thresholding based on the average image energy of the formed snake, but because of the green pixels around the snake the average image energy of the snake falls above the determined threshold (in this case, the average image energy is 95 and the threshold value is 75) and hence is qualified as a valid connectable snake. This occurs only rarely when the new nodes appear within very
close proximity and when the underlying local image region contains a high foreground noise thereby increasing the average energy of the new cell boundary snake.

Figure 47 shows an example output of tracking that includes entering and leaving cells over a higher magnification sequence. Note the tracking of leaving cells to the right of the actual image boundary (white line) which remain connected to the extended image boundary. At time $t=3$, a new cell wall is detected (circled in white) and is added to the tracker which starts tracking (circled in yellow) the new cell wall from $t=4$.

Figure 47. Tracking of entering and leaving cells over a time based sequence. Note the continued tracking of leaving cells to the right of the white line image boundary, necessary to maintain the network, and the detection (circled in white) and tracking (circled in yellow) of a newly-entered cell wall.
As can be seen in Table 10, NS-RJMCMC MRF-based hybrid tracker performed well with a very high tracker detection rate and a low false alarm rate on the tested real image sequences. As the advantages and the limitations of the previous version of the tracker have already been discussed in chapter 6, the new NS-RJMCMC MRF based tracker for tracking variable number of targets is compared against the NS-MCMC MRF based tracker to prove that the limitations have been overcome while maintaining the accuracy of the tracker. The previous version of the tracker, the NS-MCMC MRF-based tracker is limited to fixed number of targets. But, the new NS-RJMCMC tracker can track a variable number of cells and cope well with entering and leaving cells as shown in Figure 46 and Figure 47.

Both the NS-MCMC tracker and the NS-RJMCMC tracker are run on the first 25 frames of the sequence shown in Figure 47 and the comparison of the results is presented as box plots drawn against the performance metrics TRDR, FAR and OTE in Figure 48. The box plots for TRDR and OTE clearly show that there is no practical difference between the performance of the NS-RJMCMC tracker and the NS-MCMC tracker, though the FAR box plot with a low q1-q3 spread for the NS-RJMCMC tracker shows a small improvement compared to the NS-MCMC tracker.

All the metrics obtained at each frame for both NS-MCMC and NS-RJMCMC trackers on the sequence in Figure 47 is tabulated in Table 11 and Table 12.
respectively. The comparison shows no major difference in the values of average TRDR, FAR and OTE between the trackers, but the NS-RJMCNM C tracker shows a large number of True Positive tracks compared to the NS-MCMC tracker. This is because, during the evaluation of the previous version of the tracker, the NS-MCMC MRF based tracker is limited to a fixed number of targets. In Chapter 6, a bounding box solution was suggested to prevent the analysis of new data entering the image, focusing only on the cells that exist in the image at time $t=0$. This is no longer required as the new NS-RJMCNM C tracker can cope with entering and leaving cells and the tracker can now track all the cell walls inside the image boundary; hence the large number of True Positive tracks.

![Box plot of TRDR](image)
Figure 48. Box plot comparison of NS-MCMC and NS-RJCMC trackers
<table>
<thead>
<tr>
<th>FRAME #</th>
<th>TP</th>
<th>FP</th>
<th>FN</th>
<th>TG</th>
<th>TT</th>
<th>TRDR</th>
<th>FAR</th>
<th>OTE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>28</td>
<td>0</td>
<td>0</td>
<td>28</td>
<td>28</td>
<td>1.00</td>
<td>0.00</td>
<td>2.06</td>
</tr>
<tr>
<td>2</td>
<td>28</td>
<td>0</td>
<td>0</td>
<td>28</td>
<td>28</td>
<td>1.00</td>
<td>0.00</td>
<td>2.51</td>
</tr>
<tr>
<td>3</td>
<td>28</td>
<td>0</td>
<td>0</td>
<td>28</td>
<td>28</td>
<td>1.00</td>
<td>0.00</td>
<td>2.15</td>
</tr>
<tr>
<td>4</td>
<td>28</td>
<td>0</td>
<td>0</td>
<td>28</td>
<td>28</td>
<td>1.00</td>
<td>0.00</td>
<td>2.27</td>
</tr>
<tr>
<td>5</td>
<td>28</td>
<td>0</td>
<td>0</td>
<td>28</td>
<td>28</td>
<td>1.00</td>
<td>0.00</td>
<td>2.25</td>
</tr>
<tr>
<td>6</td>
<td>25</td>
<td>3</td>
<td>3</td>
<td>28</td>
<td>28</td>
<td>0.89</td>
<td>0.11</td>
<td>1.98</td>
</tr>
<tr>
<td>7</td>
<td>28</td>
<td>0</td>
<td>0</td>
<td>28</td>
<td>28</td>
<td>1.00</td>
<td>0.00</td>
<td>2.63</td>
</tr>
<tr>
<td>8</td>
<td>28</td>
<td>0</td>
<td>0</td>
<td>28</td>
<td>28</td>
<td>1.00</td>
<td>0.00</td>
<td>2.06</td>
</tr>
<tr>
<td>9</td>
<td>27</td>
<td>1</td>
<td>1</td>
<td>28</td>
<td>28</td>
<td>0.96</td>
<td>0.03</td>
<td>2.07</td>
</tr>
<tr>
<td>10</td>
<td>27</td>
<td>1</td>
<td>1</td>
<td>28</td>
<td>28</td>
<td>0.96</td>
<td>0.03</td>
<td>2.08</td>
</tr>
<tr>
<td>11</td>
<td>28</td>
<td>0</td>
<td>0</td>
<td>28</td>
<td>28</td>
<td>1.00</td>
<td>0.00</td>
<td>2.31</td>
</tr>
<tr>
<td>12</td>
<td>25</td>
<td>1</td>
<td>1</td>
<td>26</td>
<td>26</td>
<td>0.96</td>
<td>0.04</td>
<td>2.17</td>
</tr>
<tr>
<td>13</td>
<td>25</td>
<td>1</td>
<td>1</td>
<td>26</td>
<td>26</td>
<td>0.96</td>
<td>0.04</td>
<td>2.22</td>
</tr>
<tr>
<td>14</td>
<td>25</td>
<td>1</td>
<td>0</td>
<td>25</td>
<td>26</td>
<td>1.00</td>
<td>0.04</td>
<td>2.99</td>
</tr>
<tr>
<td>15</td>
<td>24</td>
<td>1</td>
<td>1</td>
<td>25</td>
<td>25</td>
<td>0.96</td>
<td>0.04</td>
<td>2.77</td>
</tr>
<tr>
<td>16</td>
<td>24</td>
<td>1</td>
<td>1</td>
<td>25</td>
<td>25</td>
<td>0.96</td>
<td>0.04</td>
<td>2.76</td>
</tr>
<tr>
<td>17</td>
<td>24</td>
<td>1</td>
<td>1</td>
<td>25</td>
<td>25</td>
<td>0.96</td>
<td>0.04</td>
<td>2.44</td>
</tr>
<tr>
<td>18</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>25</td>
<td>1.00</td>
<td>0.00</td>
<td>2.89</td>
</tr>
<tr>
<td>19</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>25</td>
<td>1.00</td>
<td>0.00</td>
<td>2.68</td>
</tr>
<tr>
<td>20</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>25</td>
<td>1.00</td>
<td>0.00</td>
<td>2.37</td>
</tr>
<tr>
<td>21</td>
<td>22</td>
<td>3</td>
<td>3</td>
<td>25</td>
<td>25</td>
<td>0.88</td>
<td>0.12</td>
<td>2.46</td>
</tr>
<tr>
<td>22</td>
<td>24</td>
<td>1</td>
<td>2</td>
<td>26</td>
<td>25</td>
<td>0.92</td>
<td>0.04</td>
<td>2.43</td>
</tr>
<tr>
<td>23</td>
<td>22</td>
<td>3</td>
<td>3</td>
<td>25</td>
<td>25</td>
<td>0.88</td>
<td>0.12</td>
<td>1.99</td>
</tr>
<tr>
<td>24</td>
<td>22</td>
<td>3</td>
<td>3</td>
<td>25</td>
<td>25</td>
<td>0.88</td>
<td>0.12</td>
<td>1.84</td>
</tr>
<tr>
<td>25</td>
<td>22</td>
<td>3</td>
<td>3</td>
<td>25</td>
<td>25</td>
<td>0.88</td>
<td>0.12</td>
<td>2.33</td>
</tr>
</tbody>
</table>

Average: 25

<table>
<thead>
<tr>
<th>TP</th>
<th>FP</th>
<th>FN</th>
<th>TG</th>
<th>TT</th>
<th>TRDR</th>
<th>FAR</th>
<th>OTE</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>0</td>
<td>0</td>
<td>32</td>
<td>32</td>
<td>1.00</td>
<td>0.00</td>
<td>1.94</td>
</tr>
<tr>
<td>32</td>
<td>0</td>
<td>1</td>
<td>33</td>
<td>32</td>
<td>0.97</td>
<td>0.00</td>
<td>2.41</td>
</tr>
<tr>
<td>32</td>
<td>0</td>
<td>0</td>
<td>32</td>
<td>32</td>
<td>1.00</td>
<td>0.00</td>
<td>1.95</td>
</tr>
<tr>
<td>32</td>
<td>0</td>
<td>2</td>
<td>34</td>
<td>32</td>
<td>0.94</td>
<td>0.00</td>
<td>2.12</td>
</tr>
<tr>
<td>30</td>
<td>2</td>
<td>5</td>
<td>35</td>
<td>32</td>
<td>0.86</td>
<td>0.06</td>
<td>1.99</td>
</tr>
<tr>
<td>34</td>
<td>3</td>
<td>1</td>
<td>35</td>
<td>37</td>
<td>0.97</td>
<td>0.08</td>
<td>2.03</td>
</tr>
<tr>
<td>34</td>
<td>3</td>
<td>1</td>
<td>35</td>
<td>37</td>
<td>0.97</td>
<td>0.08</td>
<td>2.00</td>
</tr>
<tr>
<td>34</td>
<td>3</td>
<td>2</td>
<td>36</td>
<td>37</td>
<td>0.94</td>
<td>0.08</td>
<td>2.25</td>
</tr>
</tbody>
</table>

Table 11. NS-MCMC Computation of average TRDR, FAR and OTE for the sequence in Figure 46
As discussed above, the NS-RJMCMC tracker is able to transform the network topology to cope with cells that are entering and leaving. However, tracking topological changes caused by motion in depth, especially when the growing root twists, is another complex task that remains unsolved and is clearly a direction for future research. Over z-stacks, due to blurring and ghosting effects, the cell boundaries from adjacent layers form significant clutter in the datasets. The appearance of these additional features is hard to predict, and many are both very faint and visible for only short time periods.
8 Conclusion and future work

8.1. Conclusion

This chapter concludes the thesis by summarising the proposed hybrid technique and discussing its performance against the goals of this thesis. Finally, unsolved problems and recommendations for future work are provided.

The main aim of this thesis is to develop a novel technique for tracking network-structured multiple deformable objects. The novel technique proposed uses a combination of the Network Snakes technique and Reversible Jump Markov Chain Monte Carlo (RJMCMC) based particle filters technique and uses a novel method based on a two level watershed algorithm for automatic initialization of the network snakes. The proposed technique is applied to a real problem of tissue level segmentation and automatic tracking of networks of cells in confocal images of the roots of the model plant *Arabidopsis thaliana*. The global structure of the connected cells can be exploited to our advantage by the high level techniques adopted here to improve upon the results obtained from lower level, local techniques such as watersheds and individual active contours.

A variant of the recently developed network snakes [22] approach to segment cells has been developed and a variant of watershed algorithm [107] has been used to
initialize the network. This approach alone is insufficient to maintain segmentation through a time series of a growing plant, in which the network can translate, elongate and warp. If such growth is sufficiently slow and/or the temporal resolution of the images is sufficiently high, then the implicit tracking ability of the snakes can be exploited to maintain cell identity over time. In many cases, however, growth between frames is sufficiently large to make this impossible; the network snakes cannot reacquire the correct boundary set when reinitialized in the same configuration on the next image. It is often not possible to increase the frequency of the image capture too much because regularly illuminating the root with the laser can have detrimental effects on growth, as well as degrading the fluorescent protein performance. The problem of maintaining the network structure over time is therefore addressed by incorporating a multi-target particle filter-based MCMC MRF tracker [23] into the network snakes framework. This tracks the locations of network junction nodes between frames, allowing the snake to be translated appropriately and warped onto the new image before its energy function is once again minimized. Being coupled with a dedicated and robust tracker, this hybrid approach can track relatively large jumps and deformations in the network, as shown in the results.

When the root exhibits normal growth, new cells enter and some existing cells leave the field of view and hence, the number of nodes and cell boundary snakes representing the network is variable. To cope with entering and leaving cells, the NS-MCMC MRF based hybrid tracker is extended to track a variable number of deformable objects by incorporating a Reversible Jump MCMC algorithm.

Another contribution of this thesis is a novel method for evaluating network-structured multi target tracking. This method is then used to evaluate the developed tracking framework for accuracy and robustness using real and synthetic time-lapse and 3D z-stack sequences of CLSM images of growing Arabidopsis roots with
varying degree of complexity and has been shown to be a capable method of tracking under both biologically feasibly and synthetic situations.

The algorithm performed well on all the time based and 3D z-stack sequences of CLSM images showing deformation of cells and exhibiting different types of motion modalities; namely linear, elongation and bending motions. The improvement over independent MCMC based tracking, and particularly the implicit tracking ability of snakes, is noted. The results show that the hybrid tracker performed consistently better than NS alone and MCMC alone tracker in all the tested sequences. The approach also proved to be successful at all realistic noise levels, and performed capably even under severe, unrealistic noise. As shown in the results, NS-RJMCMC tracker can track variable number of cells and cope well with entering and leaving cells.

Based on the proposed hybrid technique, a software tool has been developed to assist the extraction of growth related metrics from confocal images of growing Arabidopsis roots. This tool is being used by biologists and mathematical modellers at the Centre for Plant Integrative Biology to extract model parameters such as cell counts, cell boundaries and cell wall elongation rates from 2D images. The technique can be extended to measure parameters such as cell volumes when applied to 3D sequences taken through the z-stack.

The proposed technique could potentially be used for a wide range of motion tracking applications ranging from biological cells to articulated objects where the objects or the connection between the objects can be represented as a network. For instance, the technique can be used for tracking of bone marrow cells, peripheral blood cells and articulated vehicles such as trucks.
8.2. Future work

An advantage of the network-based approach is that the form of the output data structure mirrors the geometry of the underlying real life data. The output of the methodology is a network structure, which implicitly stores information about the geometry and arrangement of cells, as well as their movement. The resulting network snakes structure could be used to guide further processing. For example, knowing the location and boundary information about a cell, we could concentrate the search for particular features, such as marked nuclei or other sub cellular structures, to these areas. Alternatively, knowledge of the expected structure of the imaged root could be used to classify network components, recognising specific cell types.

Although several contributions were made in this thesis and the goals of this thesis have been achieved, some issues still remain unsolved and are recommendations for the future work as follows.

This thesis has concentrated on tracking cells in the elongation zone of the Arabidopsis root. New cells are formed by cell division surrounding the quiescent centre in the meristem as the plant grows. The change in dimensionality and topology of the network of cells caused due to cell division is a clear topic for future research. Having incorporated the Reversible Jump MCMC algorithm which can effectively deal with varying state dimensions, a detector that can detect dividing cells is what is required to drive the RJMCMC tracker with suitable proposals. Knowing the location and boundary information about cells that are being tracked by the NS-RJMCMC MRF tracker, each of these cells around the quiescent centre can then be examined at each frame for dividing cells that would have caused a sharp change in the characteristics such as the average image intensity of a cell. While useful cues to cell division may exist, it seems likely that the RJMCMC step will have a significant role to play in managing false positive node detections.
The capability of the proposed hybrid approach on 3D sequences taken through the z-stack has been shown in the evaluation section of the thesis. But there is a limitation in the approach to be dealt with. Some sequences taken through the z-stack show a complete change in the topological arrangement of cells which occurs when the growing root twists. One such example is shown in Figure 49, where the topological arrangement of cells at time $t=8$ is completely different from time step $t=6$.

Figure 49. Drastic topological changes in a 3D sequence taken through a z-stack of CLSM images

This change in the network topology is too drastic and rapid for the tracker to automatically change its topology. This could also occur rarely in time based sequences if the twisting of the root is large enough to cause a shift in the chosen 2D plane to form the time based sequence. In such situations, the network topology needs reinitialising. Occurrences of this situation during tracking can be identified when the performance of the tracker suddenly gets worse indicating a need in the reinitialisation of the network topology. However, if the topology is reinitialised, the tracker is set to track a new network of cells. In other words, the tracker loses its previous state which is undesirable. Future work should be directed towards this complicated problem.
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