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Abstract 

Mental health has long been a neglected problem in global healthcare. The social and 

economic impacts of conditions affecting the mind are still underestimated. However, in recent 

years it is becoming more apparent that mental disorders are a growing global concern that is not 

to be trivialised. Considering the rising burden of psychiatric illnesses, there is a necessity of 

developing novel services and researching effective means of providing interventions to 

sufferers. Such novel services could include technology-based solutions already used in other 

healthcare applications but are yet to make their way into standard psychiatric practice.  

This thesis presents a study on how pervasive technology can be utilised to devise an “early 

warning” system for patients with bipolar disorder. The system, containing wearable and 

environmental sensors, would collect behavioural data and use it to inform the user about subtle 

changes that might indicate an upcoming episode. To test the feasibility of the concept a 

prototype system was devised, which was followed by trials including four healthy volunteers as 

well as a bipolar patient. The system included a number of sensory inputs including: 

accelerometer, light sensors, microphones, GPS tracking and motion detectors.  

The experiences from the trials led to a conclusion that a large number of sensors may result 

in incompliance from the users. Therefore, a separate investigation was launched into developing 

a methodology for detecting behavioural patterns in inputs possible to collect from a mobile 

phone alone. The premise being that a phone is an everyday use appliance and is likely to be 

carried and accepted by the patient. The trial revealed that monitoring GPS tracks and Bluetooth 

encounters has the potential of gaining an insight into a person’s social and behavioural patterns, 

which usually are strongly influenced by the course of bipolar disorder.  

Lessons learned during these proceedings amounted to a clearer concept of how a future 

personalised ambient monitoring system could improve the outcome of treatment of bipolar 

disorder as well as other psychiatric conditions. 
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1 Background 

Mental health has long been a neglected problem in global healthcare. The social and 

economic impacts of conditions affecting the mind are still underestimated, much as the 

problems of those who suffer from such illnesses were overlooked and their burden 

trivialised. However, in recent years it is becoming more apparent that mental disorders are a 

growing concern not only in the “developed world” but globally as well. Considering the 

rising burden of such conditions, researchers, in their reports, point to the necessity of 

developing novel services and researching non-costly and effective means of providing 

interventions to sufferers [1]. Such novel services could include technology-based solutions 

already used in healthcare as well as other non-medical human-centered applications.  

The main scope of this chapter is to introduce the increasing burden of mental disorders 

and present examples of current state-of the-art approaches that aim to tackle the plethora of 

mental conditions, each with its own specificity and issues which constitute the background 

to the work described in the thesis. 

1.1 Growing problem of mental disorders 

When considered in terms of mortality, mental disorders are not to be found among the 

main priorities of public health [2,3]. This is largely due to the fact that the vast majority of 

neuropsychiatric conditions (even if untreated) do not directly lead to the death of the 

patient. Nevertheless in extreme circumstances these illnesses can increase the risk of 

mortality (e.g. by suicide) [3]. However, using more complex measures of quality of life 

significantly changes the perspective. An example of such a measure is Disability Adjusted 

Life Years (DALY) that is widely used in reports and global health analysis [4]. DALY is 

the sum of the number of years of life lost due to premature death and years of life lived with 
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disability. Reports, utilising DALYs to calculate the burden of diseases, rank mental 

conditions almost as high as respiratory and cardiovascular conditions and higher than all 

types of cancer and HIV (Figure 1-1) [2,5].  

Infections
17,2%

Respiratory
10,7%

Cardiac
10,5%

Mental Disorders
9,7%

Substance use
1,8%

Suicide
1,6%

Malignancy
5,8%

HIV
5,1%

Other
37,6%

 

Figure 1-1 Global DALYs by cause [5] 

Moreover, it is projected that by 2030 mental disorders will constitute 15% of the global 

disease burden with unipolar depression becoming the second highest occurring condition as 

shown in Table 1-1 [3].  
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Table 1-1 Top causes of burden in 2002 and projected in 2030 (source: Mathers and Loncar [6]) 

 

1.1.1 Mental disorders in the European Union 

As a rule, whether is it due to underdiagnosis or other factors, mental disorders are a 

more significant problem in high income countries – a group which includes all members of 

the EU [4,6]. According to numerous studies analysed by Wittchen and Jacobi it is estimated 

that about 27% of the current adult population of the EU is, or has been affected by at least 

one disorder from the mental spectrum during the last 12 months (Table 1-2) [1].  



 12

 

Table 1-2 Estimated prevalence of mental conditions in the EU [1] 

Diagnosis Estimated 12 month prevalence 
(millions) Percentage of population 

Alcohol dependence 7.2  2.4 

Illicit substance dependence  2.0  0.7 

Psychotic disorders  3.7 1.2 

Major depression  18.4  6.1 

Bipolar disorder  2.4  0.8 

Panic disorder  5.3  1.8 

Agoraphobia  4.0  1.3 

Social phobia  6.7  2.2 

Anxiety disorder 5.9 2 

Specific phobias  18.5  6.1 

Obsessive-compulsive disorder 2.7 0.9 

Somatoform disorders  18.9  6.3 

Eating disorders 1.2 0.4 

Any mental disorder 82.7 27.4 

Comorbidity  

 Number of diagnoses: 
  

 One  56.5 18.7 

 Two 15.0 5 

 Three or more 11.2 3.7 

 

Out of this number only 26% of cases receive any consultation with healthcare services 

[1]. Furthermore, only about a third of those consultations were with mental health 

specialists with the remainder made in either primary care or other non-specialist health 
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services. In general, the consultation rate is higher in patients with mood disorders or cases 

with two or more disorders (comorbidity). This is shown in Table 1-3 along with the type of 

intervention resulting from the consultations. Almost a quarter of those do not result in any 

treatment whatsoever which may indicate a need for intermediate means of dealing with the 

problem. Therefore, it is even more significant for European healthcare systems to provide 

care for patients affected by psychiatric conditions by facilitating new approaches to their 

treatment and management. 

Table 1-3 Type of treatment received by the users of health services [1] 

 Any consultation  
Proportion of treatment type after any consultation  

Only drug  Only psych.  Drug and psych.  None  

Any disorder 25.7 % 34.0 % 18.3 % 26.5 % 21.2 % 

Any mood disorder  36.5 % 37.9 % 13.8 % 33.1 % 15.1 % 

Any anxiety disorder  26.1 % 30.8 % 19.6 % 26.5 % 23.2 % 

Any alcohol disorder  8.3 % 19.5 % 34.0 % 31.7 % 14.9 % 

Only one disorder 19.6 % 34.3 % 19.4 % 17.2 % 29.1 % 

More than one 
disorder 

40.0 % 33.5 % 17.0 % 37.3% 12.1 % 

 

1.1.2 Current psychiatric practice and new approaches 

Currently, clinical psychiatry (and psychology) relies greatly on the retrospective self-

reporting of patients’ symptoms. Such methods of data collection, whether it is an end-of-

day paper diary, simple interview or a structured questionnaire, have one common feature in 

that the information must be recalled from the patient’s memory [7]. This may lead to 

misjudgement of the patient’s state as studies show that gathering information 

retrospectively is subject to multiple systematic distortions and biases [8]. For example, it is 
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known that “positive” events are more likely to be remembered than ones with negative 

association for the respondent. The processing of memories is also connected to the current 

mood which introduces even more variability to the recollection process [9].   

Considering the distortions and biases, researchers and clinicians have begun to 

introduce a different approach to rectify the disadvantages of the retrospective method. The 

methodologies range from the use of real-time electronic diaries, maintained by the user, to 

the use of sophisticated technology to extract psycho-physiological information independent 

of the user’s input [7]. Attempts to apply these methods of ambulatory assessment in clinical 

psychiatry could also be observed.  

The following sections present current research regarding different aspects of real-time 

monitoring, including some psychiatric implementations. All of this constitutes the main 

context of the work presented in the following chapters.  

1.1.3 Research questions 

Despite the rapidly growing prevalence and burden of the psychiatric disorders the 

evolution of diagnostic and monitoring tools for psychiatry (and psychology) is slower in 

comparison to other fields of medicine. This is mainly due to the fact that mental symptoms 

are typically of  subjective nature, hard to quantify using objective measures. However, 

facets of most behavioural conditions can possibly be appraised using recent ambulatory 

technology. 

Therefore, from an engineering point of view, there are several key research questions to 

be tackled. The most fundamental of those is whether technology-based solutions truly 

augment the process of managing psychiatric disorders. If so, what means (i.e. sensors, 

electronic diaries etc.) could be utilised to achieve a significant improvement in care for 
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patients. Particulary in the case of sensory systems, which inputs may play a key role in a 

support platform and which are impracticable in this research context.   

In order to prepare the background for investigating these aspects, the following sections 

present current research regarding different areas of real-time monitoring, including the 

existing psychiatric implementations. All of this constitutes the main context of the work 

presented in the following chapters.  

1.2 Ambulatory Monitoring 

This section briefly discusses current work in research areas such as ambulatory 

assessment and activity monitoring using wireless networks.  

Ambulatory assessment in healthcare means using a set of measures to detect even 

minimal disturbances in patients’ patterns when performing normal activities in their usual 

environments. Tools used for this purpose range from simple pen-and-pencil checklists to 

handheld glucometers. Recent additions to this methodology are the sensors located on a 

patient’s body designed to unobtrusively collect physiological data. This is a rapidly growing 

field with a plethora of applications and utilised sensors. The following sections provide only 

a brief overview of the research field, a comprehensive review of the area with a focus on 

psycho-physiological monitoring is provided elsewhere ([10], [11]. Ambulatory sensors lie 

at the core of current telecare networks able to unobtrusively collect clinically relevant 

patient data, process it and feed the results to appropriate receivers [12,13]. It is the rapid 

development of those fields that inspired the application of pervasive monitoring solutions in 

psychiatric practice. 
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1.2.1 Handheld computer aided data collection 

The most basic way of collecting ambulatory data is to have the patients fill in an 

appropriate questionnaire during their usual daily activity. However, paper-based forms are 

being increasingly replaced with modern hand-held electronic devices. At first these were 

customised Personal Digital Assistants (PDA) [14] but now it is possible to enable ordinary 

mobile phones to perform regular questioning of the patient and provide a means of 

interventions for example via the use of text messaging [15]. 

In response to this surge of data collection technology several studies have been designed 

and executed to test the effect of replacing traditional methods of collecting user input. A 

comprehensive review by Lane et al. [16] render handheld computers as favourable over 

paper and pencil for data collection. Handheld computers appeared superior regarding the 

timeliness of receipt and data handling and are preferred by most subjects [16].  

These improvements in the process of questionnaire data collection are more relevant to 

psychiatry and psychology than any other medical field with many voices supporting the use 

of handheld electronic means of momentary assessment over traditional methods [7,8]. The 

advantages of handheld electronic assessment include: 

• Near real-time data collection  

• Possible on-the-fly analysis of information and immediate response  

• Possibility of applying data collection strategies e.g. event-enabled monitoring 

1.2.2 Ambulatory sensor networks 

Modern developments in sensor technology enable ambulatory assessment systems to 

collect far more than user inputs. Currently there is a wide range of sensing techniques used 

in health applications. For instance, measuring physical activity and posture. with the use of 
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accelerometers, step-counters, gyroscopes etc. For years, such means are widely utilised in 

studies dealing with specific tasks like appraising the progress of Parkinson’s disease 

[17,18], Multiple Sclerosis [19,20], detecting falls [21,22] or even cough monitoring [23]. 

Moreover, actigraphy is also used for more general purposes, for example the estimation of 

energy expenditure and overall activity of the user [24]. This finds applications in 

researching the causes of obesity, stress and other syndromes that could be related to general 

physical activity.  

Depending on the application, ambulatory monitoring systems also incorporate 

numerous sensors acquiring physiological data. One of the most extremely relevant 

physiological quantity is heart rate. The methodologies utilised for obtaining heart rate range 

from the most established electrocardiography (ECG) to pulse-oximetry or 

photoplethysmography depending on the additional type of physiological information 

desired from a patient [25]. Implementations of state-of-the-art ambulatory systems 

sometimes contain several other physiological inputs like electromyography (EMG), 

galvanic skin response (GSR), electroencephalography (EEG) [25]. As more research on 

ambulatory use of such inputs is done, more correlation between these quantities and 

patients’ wellbeing are revealed.  

Ambulatory sensors do not exclusively consist of wearable devices. Many 

implementations also include sensing the users’ home environment which may influence 

their health as well as (in some cases) behaviour. In order to gain the clinically relevant 

information, these ‘Smart Homes’ use sensors for humidity, temperature and ambient sound 

as well as motion detectors, activity detecting cameras, light sensors and appliance usage 

monitors. Sometimes even simple sensors combined with appropriate processing may lead to 

a system able to recognise the current activity of the inhabitant [26].  
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However, ambient sensing often means a high degree of ambiguity in the collected data 

as it is hard to differentiate information for one subject in an environment if multiple 

individuals are present. To rectify this ambiguity, fusion between ambient and wearable 

sensor data is one of the main challenges for effective ambulatory monitoring [27] 

Almost every behavioural disorder has its base in a patient’s physiological mechanisms 

and biological events are important facets of many cognitive problems [28]. Changes in heart 

rate, blood pressure, cortisol levels and EEG profiles and others are often a definite indicator 

of numerous mental conditions [10]. Therefore, collecting momentary physiological data 

may appear to be a valid application of ambulatory technology. However, the main barrier to 

the wide application of physiological measurements in a real-life ambulatory setting is the 

cumbersomeness of collecting such data on a day-to-day basis. This renders ambulatory 

physiological sensors impracticable. A more suitable approach is to monitor patients’ 

activity via actigraphy. Sources report a vast plethora of psychiatric disorders which relate to 

increased or decreased physical activity [29]. Examples include attention deficit disorder 

(ADHD), schizophrenia, major depression or manic episodes of bipolar disorder.  

The importance of collecting sensor-based data in addition to traditional self-assessment 

reports is of particular importance in dealing with psychiatric and psychological conditions. 

Several studies showed that objective data collected via the use of activity or physiological 

measurements can differ greatly from the subjective perception of a self-reporting patient 

[30]. A particular example of this paradox in anxiety disorders is presented in sections 

containing case studies further in this chapter [31]. In general sources agree that while 

questionnaires are undoubtedly suitable as a method for studying subjective attitudes and 

representations of an experience, they cannot substitute for actual behavioural data coming 

from everyday observance [30]. 
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1.3 Relevant case studies 

This section discusses the specific applications of ambulatory methods in the fields of 

psychiatry and psychology. Features and solutions relevant for this body of work are 

highlighted. The examined topics include research on a wide range of disorders, from 

schizophrenia and dementia to anxiety and borderline personality disorders. Further 

examples of studies utilising psychophysiological momentary assessment can be found 

elsewhere ([10,32]). 

1.3.1 Monitoring of the elderly 

One of applications of ambulatory monitoring which is a key focal point for modern 

healthcare is the care for the elderly. The connection between providing services for this 

group with current problems of mental healthcare is strong as statistics show that 

approximately 5% percent of people over 65 are affected by dementia with this percentage 

increasing to 40% for the population over 90 [33]. 

An ambulatory system to assist the needs of older people has unique requirements 

compared to other health applications. Firstly, the location based services play a greater role 

in the process with systems incorporating location sensors, ranging from simple GPS based 

solutions to complex indoor ultrasound-based location technologies [34-37]. Location 

services are used to aid the user in the case of experiencing disorientation or to provide exact 

position to caregivers in the case of wandering or an accident. Additionally, the systems for 

elderly users often use actigraphy and physiological measurements to detect long periods of 

non-activity or falls as well as to monitor key vital signs [36,38].  

What is relevant to the work described in this thesis are examples of utilising 

smartphones as “cognitive prosthetics” and sensorised environments facilitating the care for 
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elderly patients affected by dementia [39,40]. Systems aim to generate alerts when out-of-

the-ordinary user activity (or lack of it) occurs [41]. Location and geospatial information is 

particularly important in the process. A similar methodology has the potential to be applied 

to the task of caring for patients with other more complex psychiatric impairments.  

1.3.2 Handheld diaries 

As stated, electronic handheld devices rapidly made their way into the field of 

ambulatory monitoring. One of the early examples of researching the utilisation of such 

technology in a psychiatric context was work by Herman and Koran [42] as well as Newman 

et al. [43]. In their implementations patients suffering from obsessive compulsive disorder 

(OCD) and panic disorder respectively were prompted hourly by a simple PDA to fill in an 

electronic version of one of the established assessment scales. Moreover the study by 

Newman et al. used the PDA to administer cognitive behaviour therapy [43]. The studies 

provided promising results as there was correlation between momentary assessment and 

traditional clinician-administered interviews. Among the main findings of these studies were 

issues which are equally valid currently. Firstly, the compliance rate was lower than 

expected as regular prompts had a negative effect on the participants. Secondly the authors 

mention the hardware platform (Casio PB 1000) becoming obsolete during the execution of 

the study which also influenced the outcome [42]. It should be noted that similar problems 

were to some extent encountered during the experimentation presented in this thesis. 

1.3.3   Incorporation of physiological measurements 

In their work on anxiety and panic disorders Wilhelm and Roth pointed to the fact that 

the majority of the diagnostic symptoms are of a physiological nature but in psychiatric 

practice they are assessed only by verbal report [31,44]. Therefore the authors proposed a set 
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of physiological measures which would provide objective data about matching symptoms 

(Table 1-4). This method of study preparation was also adapted in this work. 

The experiments showed that there is a difference between the experiences described by 

patients and their physiological measures. This conclusion is common amongst other studies 

of this type [8]. It is worth noticing that Roth in his later work on physiological markers of 

phobias and anxiety still points out that physiological measurements were not incorporated 

into clinical practice [44]. 

Physiological measurements were also utilised in studies on psychiatric disorders. 

However, even in cases where a clear relationship is observed between a physiological 

marker and a particular disorder, the measure used may not be practicable in ongoing 

ambulatory observation. A good example of such is the use of EEG which can be related to 

some depressive syndromes [45].  

Among others, cardiac measurements were most widely used in the investigations. In 

particular heart rate variability (HRV) was proven to be closely linked to the course of 

depressive and anxiety disorders [46,47]. This link, in particular, is responsible for the 

increased risk of heart failure in people with those conditions [47,48].  In relation to this 

coherence, initial studies have shown that external factors and social interactions in 

particular, can moderate the relationship between HRV and depressive mood [49]. This 

signals the need for a more general monitoring of a person’s life to fully understand the 

course of a disorder (in this case depression). 
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Table 1-4 Associations between selected disorder syndromes an and physiological measures in 
several conditions (source: Wilhelm and Roth  [31]) 

Self-reported symptom Physiological measure 

Panic Attack 

Palpitations, pounding heart, or accelerated heart 
rate 

stroke volume, pulse pressure, and/or heart rate, low 
frequency heart rate variability, ectopic beats 

Sweating skin conductance 

Trembling or shaking electromyographic activity 

Sensations of shortness of breath or smothering 
minute ventilation and/or peak inspiratory flow,  

inspiratory pause, respiratory resistance 

Feeling of choking ?? 

Chest pain or discomfort 
Electrocardiogram abnormalities, e.g. ST-segment 

depression, ectopic beats?, intercostal 
electromyographic activity? 

Nausea or abdominal distress electrogastrographic activity 

Feeling dizzy, unsteady, lightheaded, or faint 
vestibular abnormalities (e.g. in eye-tracking or 

vestibulo-oculo-reflex) 

Paresthesias peripheral blood flow 

Chills or hot flushes body surface temperature or blood flow 

Posttraumatic Stress Disorder 

Exaggerated startle response eye-blink startle response magnitude 

Physiological hyperreactivity to trauma-relevant 
events 

changes in several response systems 

Motoric restlessness electromyographic activity and/or limb movement 

Generalised Anxiety Disorder  

Muscle tension electromyographic activity 

Restlessness electromyographic activity and/or limb movement 

Shortness of breath or smothering sensations minute ventilation and/or inspiratory flow rate 

Palpitations or accelerated heart rate 
stroke volume and/or heart rate, low frequency heart 

rate variability, ectopic beats 

Sweating, or cold clammy hands 
skin conductance,  body surface temperature or 

blood flow 

Dry mouth salivary flow rate 

Dizziness or lightheadedness vestibulo-oculo abnormalities by electrooculography 

Nausea, diarrhea, or other abdominal distress electrogastrographic activity 

Flushes (hot flashes) or chills body surface temperature or blood flo 

Trouble swallowing or ‘lump in throat’ electromyographic activity 
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1.3.4 Utilisation of actigraphy and other measures 

 There are several studies using measures of activity in ambulatory monitoring [30]. 

Obvious applications are in monitoring conditions where increased or decreased activity is 

one of the main symptoms (e.g. hyperactivity in cases of ADHD).  A study by Boonstra et al. 

used actigraphy to validate the effectiveness of methylphenidate on adults with ADHD [50].  

Monitoring of activity combined with ambulatory monitoring of heart rate was utilised 

by Ebner-Premier et al. in a study on emotion and cognitive deregulation in patients with 

borderline personality disorder. In this study activity measures were used to establish 

whether the detected change (usually an increase) in heart rate is an effect of physical 

activity or emotional reaction. Users were also subjected to momentary self-assesment in 

order to gain comparative data [51]. It is noteworthy that the ECG monitors used in this 

study were not worn on a day to day basis. Subjects were physiologically monitored for 24 

hours in a one-off monitoring session. This was most likely due to the inconvenience of 

ambulatory ECG monitoring on a day to day basis.  

A promising use of non-invasive methods as a biomarker for the occurrence of a 

particular psychiatric disorder can be found in the work by Rapcan et al. [52]. The main 

method used in this study on schizophrenia was voice analysis of patients diagnosed with 

this condition. The study showed that by using a certain set of acoustic features, mostly 

pause-related, the occurrence of syndromes of schizophrenia such as alogia (a slowing of 

speech and thoughts) could be detected [52]. A similar syndrome can be observed in patients 

with major depression. Features like the number of pauses, proportion of silence, variation of 

energy were successfully used to distinguish between schizophrenic patients and the control 

group.  
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Such direction for ambulatory monitoring of psychiatric disorders may prove to be most 

applicable as in this example there is no need for cumbersome physiological readings.  

1.4 Focus on Bipolar Disorder 

Examples of research on bipolar disorder (BD) were purposely omitted in previous 

sections and are discussed separately as it is the main focus point of this thesis. There are 

many reasons for this attention on BD in the context of technology aided care. This section 

discusses why BD is a suitable condition to test novel approaches to ambulatory monitoring 

of mental health. It discusses the current state-of-the-art research and briefly outlines the 

approach taken in this body of work and highlights the features distinguishing it from other 

implementations. 

1.4.1 Why Bipolar Disorder? 

Bipolar disorder is characterised by occurrences of depressive and manic episodes, each 

with its own specific outcomes. Often the episodes can directly follow each other. The 

occurrence of an episode results in major behavioural changes which are apparent in all areas 

of a patient’s life [53]. The syndromes, course, types and current treatment regimes are 

discussed in-depth in the following chapter.   

As shown earlier, BD is not the most widely spread psychiatric condition. However, 

reports show that, among mental illnesses, BD alongside schizophrenia has the highest 

“disability rating”. This rating is directly proportional to the disability caused to the patient 

by the condition [3]. Therefore, developing novel means of managing the condition is a valid 

goal for modern health services. 

The nature of the disorder due to which patients can experience the extremes of low 

mood and inactivity which then can swing to hyperactivity and grandiosity in the manic 
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phase, renders it an interesting and challenging problem to tackle using a means of pervasive 

computing. In summary, the main reasons which led to attempts of using ubiquitous 

computing methods in this work are as follows: 

• There is a need for development of an “early warning system” against an episode 

as early recognition improves effectiveness of interventions [54].  

• The occurrence of opposite extremes of behaviour, characterising the condition, 

is likely to be apparent in activity signatures possible to monitor pervasively. 

• Unlike numerous psychiatric conditions patients with BD possess in general a 

high self-awareness and are willing to comply with treatment regimes [55]. 

• There is a known link between the condition and increased creativity which 

renders the patient group as more likely to accept novel approaches to the 

management regime [56,57]. 

These assumptions were at the core of the Pervasive Ambient Monitoring system which 

is described in detail in further chapters. 

1.4.2 Overview of technology-based approaches to bipolar disorder 

One of the first attempts of introducing technology in the context of managing BD was 

the ChronoRecord implemented in Germany by Whybrow and Bauer [58,59]. The main 

objective of the work was to evaluate the concept of self-monitoring via the use of PC-based 

software. The participating outpatients would use their own computers to enter data relevant 

to the course of the condition. These inputs were: mood rating, hours of sleep, medications 

taken, menstrual data, significant life events and weight. All of these inputs were self-

assessed and no objective measures were taken into account. The results were very 

promising with high acceptability rates and proved to be as good as those achieved with 

clinician-administered traditional assessment scales. Among the gains of using the tool the 
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authors mention that the very act of self-recording improves patient’s adherence to treatment 

regimes and medication. Further successful validation studies of the method proved that the 

use of technology may revolutionise the care for BD patients and encouraged further 

developments [59].  

Another use of technology to monitor the course of BD is described by Bopp et al. In 

their work patients, in various stages of the bipolar cycle, were prompted via weekly text 

messages (or e-mail) to return their retrospective 7-day mood rating collected using one of 

the established self-assessment scales. The authors admit that weekly prompts do not fully 

tackle the problem of retrospective recall, whereas momentary assessment using such a 

methodology is unfeasible as frequent prompts would feel both intrusive and laborious [60]. 

This longitudal study consisting of 36 weeks of monitoring achieved high compliance rates 

and demonstrated the potential of using mobile phones, an everyday appliance, in tackling 

the problem. The study however did not employ any sensory inputs which might provide 

objective validation of collected data. 

 A very recent project that proposes the use of physiological measurements is the 

PSYCHE project led by a private research company SMARTEX [61]. The project is in its 

initial stage but lists BD as one of the main potential applications [62]. In the proposed 

scheme the usefulness of physiological measurements like ECG, EMG or GSR will be 

evaluated. The system aims to combine these readings with speech analysis and 

environmental parameters. The authors intend to use smart textiles to achieve relatively 

unobtrusive measurements of physiological parameters. According to their latest 

publications, the first prototype of a sensory garment incorporating 3-axis accelerometers, 

single lead ECG and respiratory sensors are evaluated.  

The most advanced work in the field of monitoring BD using technological means comes 

from research led by the Italian-based research centre CREATE-NET. Most recently it 
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initiated a pan-European project Monarca which aims to develop new ways of treatment and 

prediction of bipolar episodes [63]. 

In their work they first outlined the proposed architecture of a flexible platform called 

“The P3 platform” (Psychological Persuasive and Pervasive platform) which would process 

data coming from unobtrusive sensors distributed in patients’ environments and worn by 

them (see Figure 1-2) [64].  

 

Figure 1-2 The P-cube platform architecture [64] 

The initial reports discussing feasibility of pervasive solutions for BD do not name exact 

sensors to be used in the process but point to the possibility of using ECG, accelerometers, 

microphones and GSR sensor readings as potential “context data” in the above scheme [64]. 

The main concepts of this work constituted the base of the MONARCA project which 

was recently initiated. The basic framework of the project was announced in Sept. 2010. In 
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the proposed system the multimodal monitoring frontend consists of several sensory inputs 

which are to facilitate the monitoring of general activity as well as behavioural pattern 

analysis and emotional state recognition [63]. These are: GSR, ECG, EEG, microphones, 

accelerometers and location sensors [63,65]. The first two are to be embedded in a “smart 

sock” whereas acceleration and possibly other types of sensors will be contained in a wrist 

worn device [63].  

In related work from the same research team, a methodology for sensing mood via the 

use of a mobile phone based platform was suggested [65]. The inference about a user’s 

social and behavioural patterns would be based on location, body movements and sound 

analysis, all of which could be acquired from a mobile phone.  At the same time the users are 

to regularly self-assess their mood using well-established mood scales. Once all of these 

inputs are collected, the identified patterns could possibly be correlated with mood levels. 

This would enable the development of algorithms for deriving mood state [65]. Up to date 

the sensory system envisioned within the MONARCA project is under development and 

soon to be tested. 

1.5 Summary 

The analysis of current research in the area of ambulatory monitoring for mental health  

lead to a conclusion that technology-aided methods of collecting information about patients’ 

well-being are still not part of standard clinical practice in mental health. Despite the 

progress in ambulatory care including development of less obtrusive body worn sensors, 

such technology is yet to make its way into psychiatric treatment and monitoring regimes. 

This issue has been noticed in several publications [7,31]. However, attempts  to include 

computerised self-assessment, physiological measurements, actigraphy and other novel 
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approaches in the field of psychiatry, can also be found. Examples include from simple 

PDA-implemented electronic diaries, to sophisticated algorithms targeting particular 

symptoms of a condition [52]. However, recent years brought about research in complex 

systems with a flexible architecture and including several psychophysiological measures. 

Moreover, patients affected by BD were identified as a group that is most likely to benefit 

from such a holistic and novel approach. Therefore the development of a complete support 

platform for people affected by this condition is the core of the project presented in this 

thesis.    

1.6 The PAM approach 

This thesis was conducted as part of the Personalised Ambient Monitoring (PAM) 

project funded by EPSRC (under grant EP/F003714/1) and devised by the Universities of 

Nottingham, Southampton and Stirling. The main goal of the project, which pre-dates the 

PSYCHE and MONARCA projects described in this Chapter, was to test the feasibility of 

novel approaches to mental care [66]. Devising a possible architecture, development of a 

prototype sensor frontend as well as initial experimentation are the main objectives for the 

research presented in this thesis. The research was also supported by an advisory group 

consisting of clinicians, patients, nurses as well as representatives of healthcare-related 

institutions and companies including the NHS.  

Considering the current research background described in this chapter, several 

conclusions were drawn that affected the design and evaluation of the prototype. Although 

physiological measurements such as ECG, EEG, GSR can provide useful data which can be 

related to many behavioural syndromes, ambulatory monitoring of those signals is likely to 

be challenging on a day to day basis. Basing on the initial input from psychiatrists and other 
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researchers and considering the specifity of the target group, there are reasons to believe that 

any system incorporating such measures would not be complied with. Moreover, such 

technology requires a certain amount of user care (e.g. during putting ECG electrodes) which 

might be highly affected by an onset of either BD episode. Therefore, a more promising 

approach is to use the less cumbersome actigraphy and focus on data that it is possible to 

collect via the use of simple sensors and everyday-use devices like mobile phones. Such an 

approach occupies the middle ground between the biased and sometimes subjective data 

collection based on self reports and  the inconvenience of physiological measurements.  
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2 The concept of Personalised Ambient Monitoring 

(PAM) 

This chapter introduces the main idea of Personalised Ambient Monitoring for people 

with BD. The initial sections introduce a brief history of the condition, a description of its 

course and the main diagnostic criteria followed by a description of the currently used 

treatments, management and monitoring regimes.  

The remaining sections present how the pervasive technology can be utilised to possibly 

improve the wellbeing of the patients and their quality of life. An increasing demand for 

such systems is due to the growing prevalence of the condition. The attempts to match 

ambulatory monitoring technology with the key areas affected by the disorder are made and 

put in the context of an entire support network whose possible structure is also outlined.  

2.1 Bipolar disorder 

BD, formerly known as manic-depression, is a condition that has been recognised for 

centuries. The first descriptions of severe manic and depressive behaviour were described by 

the ancient Greeks. However, the distinction between ‘manic-depressive insanity’ and other 

forms of psychosis (e.g. schizophrenia) was made in the, relatively recent, second half of the 

19th century. The true emphasis on the bipolarity of the condition arose from research 

performed by Perris which was made public in the early 1960s [67] where it was observed 

that many patients demonstrate periods of euphoric behaviour that are often followed by 

times of melancholy (now called depression).  

The condition is now widely recognised and diagnosed. Studies estimate that the two 

main distinguished types of the disorder affect from 1 to 2 % of the European and the US 
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population, whereas a further 6% could be affected by a condition from a wider bipolar 

range [68,69]  

The most widely used guidelines for diagnosing BD are formalized in the Diagnostic and 

Statistical Manual of Mental Disorders fourth edition (DSM-IV). It provides guidelines to 

aid the diagnosis of states of mania, hypomania and major depression. All of these are 

relevant in diagnosing disorders from the bipolar spectrum.  

2.1.1 Mania and Hypomania 

According to the DSM guidelines, mania is diagnosed when an abnormally and 

persistently elevated and irritable mood is either present for more than a week or renders the 

patient in need of hospitalisation. The symptoms which usually accompany the elevated 

mood are [70]: 

• Inflated self-esteem and feelings of grandiosity. 

• Decreased need of sleep (self-deprivation of rest). 

• Talkativeness, pressure to keep talking.  

• Flight of ideas and racing thoughts. 

• Distractibility, attention easily drawn away from tasks 

• Increased goal oriented activity  

• Psychomotor agitation 

• Excessive involvement in pleasurable activities 

If the above syndromes are not severe enough to cause functional impairment of the 

patient, then such state is called hypomania. It sometimes preludes a case of full manic 

behaviour but may also be the only sign of elevated mood in a BD patient. The distinction 

between the two is the key to diagnose the particular types of BD described in further 
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sections. The patient often views hypomania as a desirable state which is often omitted in 

interviews which may lead to misdiagnosis of BD as an unipolar depression [71].    

2.1.2 Depression 

Analogically to mania, a major depressive episode is diagnosed when at least five of the 

following symptoms recur every day (or nearly every day) over a period of two weeks and 

constitutes a significant change from the previous state [70]. 

• Depressed mood most of the day 

• Diminished interest in most activities, lack of pleasure 

• Significant weight change, decrease or increase in appetite 

• Insomnia or in some cases hypersomnia 

• Psychomotor retardation 

• Fatigue or loss of energy 

• Feelings of worthlessness or inappropriate guilt 

• Problems concentrating, indecisiveness 

• Recurrent thoughts of death, suicidal urges   

These are the key areas influenced by an onset of a major depression. Statistically some 

features (e.g. hypersomnia and psychomotor retardation) are more common in bipolar 

disorder than in a unipolar depression [72]. 

2.1.3 Diagnosis 

DSM-IV defines two main types of bipolar disorder (I and II) which differ in the severity 

and length of manic episodes in the manic depressive course of the disorder. The third type - 

NOS (i.e. not otherwise specified) groups conditions that belong to the general bipolar 

spectrum but do not fit the definition of BD type I or II.  
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In general: 

• Bipolar disorder type I is diagnosed when the patient experiences at least one 

episode of mania along with periods of major depression.  

• Bipolar disorder type II is diagnosed when the patient experiences periods of 

hypomanic behaviour that do not become a full manic episode. 

The successful recognition of manic behaviour and more subtle occurrence of a 

hypomania is crucial in the diagnosis of the disorder as bipolar. There are suggestions that 

bipolar disorder is under-diagnosed and classified as unipolar depression, which in many 

cases leads to overutilization of antidepressants. These can trigger an onset of a full-blown 

manic episode leading to serious consequences [71]. 

2.1.4 Bipolar cycles 

Usually, bipolar episodes last weeks or months and recur several times in a lifetime. 

There is no rule defining the common length of a bipolar cycle [70]. Rapid cycling is 

diagnosed when the episodes occur more often than four times in a year [73]. According to 

studies this can apply to up to 20% of people affected by the disorder. Moreover, rapid 

cycling is known to disproportionately affect female sufferers by a factor of 3:1 [73]. 

Sources also distinguish ultra-rapid cycling where cycles occur within weeks or days, but 

there is no universally agreed definition of such a course of the condition [74]. 

2.1.5 Triggers 

There are several triggers known to initiate a bipolar episode. The common case of 

prescribed antidepressants causing a manic episode was described in the previous paragraph 

[71].  Moreover, it is widely recognised that disruptions of sleep and circadian rhythms may 

cause an onset [75]. Sources recognise the tendency that the occurrence of major life events 
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can often cause the patient to experience an episode [76]. Studies also associate a stressful 

lifestyle and disruptions to social rhythms as contributors to a possible relapse of the 

condition [77]. Abuse of drugs and alcohol (among other consequences) can also have a 

negative influence on the bipolar cycle.  

2.1.6 Condition management 

Structured questionnaires are a common tool used in clinical practice to monitor the 

current patient state. There are several widely used assessment scales that were designed to 

appraise the extent of manic or depressive behaviour. Some are intended to be used by the 

clinician like  Mood Disorder Questionnaire (MDQ), The Bech-Rafaelsen Mania and the 

Melancholia Rating Scale (MAS and MES), whereas others were made for self-appraisal 

(e.g. Zung Self-Rating Depression scale) [78].  

Patients may also chart their overall mood creating a personalised mood calendar. This 

links to Cognitive Behaviour Therapy (CBT) that has proven effectiveness in managing BD 

[55]. The main premise of CBT is that thoughts and beliefs can exacerbate mood states 

which then cause functional impairment (Figure 2-1) and that by taking actions to rectify and 

change those thoughts and feelings the outcome behaviour and functioning can be improved 

[55].  
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Figure 2-1 The cognitive model for the course of bipolar disorder (source: Ramirez, Basco [55]). 

Whether it forms a part of either cognitive therapy or traditional treatment it has been 

proven that actions taken by the patient during an early stage of an episode can improve the 

quality of life and reduce the risk of losing self-control during an episode [54,79]. Therefore 

successful identification of prodromes (i.e. early signs of syndromes) would contribute 

significantly to any management regime.  

2.2 System concept and architecture 

The established practice of assessing the patient’s wellbeing is to interview the patient 

regularly. The cooperation with the clinician and well developed self awareness of the 

person affected by the condition is key to maintaining the desired mood stability. It is also 

generally agreed that keeping to a constant life routine is a major factor in dealing with the 

disorder. The areas of life likely to be affected by an onset of an episode can be monitored by 

pervasive technology. The main research question for a PAM system is whether 
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electronically aided observation could assist in recognising early signs or detect known 

triggers of an episode and prompt an intervention aimed at pre-empting an episode and its 

consequences.  

There are several sub-layers in a PAM system facilitating the care for BD patients. Each 

of these layers poses separate research problems about practicability and feasibility of the 

proposed solutions. The work presented in this thesis was part of the PAM project grant also 

involving the Universities of Southampton and Stirling, with researchers from each of those 

institutions working on different aspects of the PAM system as described in this Chapter. 

This thesis covers the design and implementation of a sensor suite as specified in the 

following section. The scope also includes validating and testing the developed solutions in a 

real-life setting along with proposing initial data processing techniques. The process of 

setting the system in patients’ homes as well as collecting the initial data from such tests is 

also described. 

The following sections describe the concept of a technology-based system facilitating the 

process of self-monitoring, self-helping and alerting the support group, including the 

clinician when a serious change is detected. The user-centred system could provide a means 

of effective appraisal of a patient’s current state using an independent set of sensory data. 

Modern smart phones with their capabilities and connectivity could be an appropriate hub for 

such an architecture. Figure 2-2 illustrates a simplified scheme for a PAM.  
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Figure 2-2 Potential PAM scheme 

Other research areas of PAM are also introduced in the following sections. They include 

the development of processing algorithms for extracting significant information from the 

large amount of sensory data as well as devising a flexible architecture for the wireless 

network which would allow to take into account the dynamically changing conditions and 

factors like damaged or unavailable sensors. Another PAM-related research area is the 

development of a BD model. Such a model could enable the successful recognition of the 

early signs of an episode which would then trigger an action from the system itself, either in 

the form of an alert or an automated intervention, as discussed further.  
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All these areas were researched within the PAM project which consisted of four research 

teams in three institutions. Each team consisted of one research assistant and their 

supervisor. The division of topics covered and the overlap between the research groups is 

presented in Table 2-1.  

Table 2-1 Research teams participating in PAM project and their areas of interest 

Research team Areas of research and development 

University of Nottingham 
Electrical Systems and Optics 

Research Division 

• Development of a PAM wearable sensor network as well as an 
environmental senor suite. \ 

• Customising mobile phone to act as a  sensor gateway.  

• Performing initial data processing.  

• Pattern analysis of mobile phone inputs (GPS and Bluetooth 
encounters)    

University of Stirling 
School of Computing Science and 

Mathematics 

• Flexible rules-based system architecture altering quantity and 
quality of collected data according to the current behavioural 
model. 

• Interoperability between wearable and environmental gateway.  

• Development of a questionnaire application for the wearable 
gateway. 

• Schemes for secure patient data retrieval and storage.    

University of Southampton 
Institute of Sound and Vibration 

Research 

• Development of processing algorithms for the researched 
sensory inputs 

• User’s activity appraisal basing on acceleration data. 

• Customising off-the-shelf camera to detect in-home activity.  

• Extracting patient’s daily routine from environmental data  

University of Southampton 
School of Management 

• Researching of a standard behavioural model for BD patients 

• Identifying models for particular sensor inputs. 

 

To provide a better overview of the implemented system the data processing and 

architecture are briefly overviewed in this chapter. However as shown in Table 2-1 an in-

depth research in these areas was performed in Universities of Southampton and Stirling.  
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2.2.1    Sensory inputs 

The aim of a sensor network in personalised ambient monitoring is to provide empirical 

data to be processed in the core of the system. The sensors should be able to observe the key 

areas affected by the condition and its symptoms. This objective data could then be used to 

enhance the assessment scale input. The first step was to match expected bipolar symptoms 

with possible sensing techniques. Such an approach was also adopted by Wihelm and Roth 

in their study on panic disorder [31]. Another premise is to augment the information 

expected from assessment scales with an appropriate monitoring technology. Such pairings 

were made and are shown in Table 2-2. The pairings were created basing on current 

diagnostic guidelines [70] as well as consulting psychiatrists and patients from the PAM 

project advisory group. The patient may exhibit only a subset of the listed symptoms. 

However, the diagnostic criterion for BD is the occurrence of at least four of these factors 

[70].   

The techniques proposed in Table 2-2 require the use of particular sensors. These can be 

arranged into two sub-groups depending on the envisioned placement: wearable and 

environmental. The first refers to sensors preferably attached to the patient’s body or carried 

by them throughout the day. The latter group constitutes of stationary devices monitoring the 

user’s home environment and their activity there. Table 2-3 presents the selected sensors in 

the said manner. 

.
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Table 2-2 Bipolar syndromes matched with monitoring methods 
(M – manic episode, D- depressive, M/D – applies to both) 

Type  Symptom Possible sensing technique 

M/D 
Altered sleep patterns - insomnia, 

hypersomnia, self-deprivation of sleep 

Possible to monitor with bed sensors as well as light 
detectors installed in the patient’s home. A body worn 
accelerometer can be used to detect sleep patterns. As 
sleep deprivation is also known to trigger the episodes, 
effective monitoring of this area of life is of particular 

importance 

M 
Flight of ideas - increased goal 

oriented activity, euphoria 

Monitoring number of calls and text messages and their 
recipients, number of physical places visited (especially in 
a patient’s free time), unusual email (new recipients, not 

related to work items) and web activity. Monitoring usage 
of keyboards and household remote controls should also be 

included, as buttons are likely to be pressed harder and 
faster. 

M/D Psychomotor agitation (or retardation)  
Body (e.g. wrist) worn accelerometer will detect restless 
behaviour and increased activity. Motion detection can 

also be of use. 

M Increased (excessive) social activity 

Likely to manifest itself in geospatial and temporal 
patterns. Patients, in their free time, will visit more unusual 
places and meet many new people. These can be monitored 

via location (e.g., GPS-based) tracking. Identification of 
crowded places (e.g. clubs) can be achieved through the 

patient’s mobile device scanning for other devices [80] or 
quantifying the noise level of the place where the patient is  

M 
Talkativeness – a pressure to talk 

louder 
Monitored by microphones designed to extract the volume 

of speech. 

D 
Concentration problems – 

indecisiveness 

All activity is related only to work (e.g. when using of 
email and web) and becomes slow; monitoring keyboard 

strokes can show decreased speed of typing.  

D 
Lack of interest in social and other 

activities 

Number of visited places exposed in geospatial and 
temporal patterns will drop as well as the number of 

encounters [80]. 

D Diminished appetite loss of weight 
Regular weight measurements can be automated as well as 

basic usage of kitchen appliances being monitored. 
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Table 2-3 Sensors proposed for PAM 

Sensor Details Subgroup 

Accelerometer 
Body worn tri-axis accelerometer can facilitate 

monitoring physical activity, posture and (if worn 
during sleep) sleep patterns (see Chapter 3) 

Wearable 

Global Positioning System 
GPS can be used to obtain precise outdoor location. 
The information can be used to monitor changes in 

activity (see Chapter 3)  
Wearable 

Bluetooth scanning 
Monitoring Bluetooth environment can provide 

insight into social encounters as well as augment the 
localisation process (see Chapter 4) 

Wearable 

Mobile phone activity 
monitor 

This could be a software suite monitoring the 
frequency of calls and texting sessions as well as 

other features (e.g. loudness of speech) 
Wearable 

Light detector 

The detector should distinguish between natural and 
artificial sources of light. Turning the light on and off 

can be a sign of insomnia, restlessness and other 
behaviours related to the disorder (see Chapter 3). 

Wearable/ 
Environmental 

Microphones 

The sensors should be able to pick-up the changes in 
volume of background noise (which might be a 

source of overstimulation) as well as changes to the 
tone and speed of speech (see Chapter 3). 

Wearable/ 
Environmental 

Remote control devices 
monitor  

An Infra-Red detector capable of determining the 
speed of pressing buttons on a remote control (see 

Chapter 3). 
Environmental 

Computer software monitor 
Software monitoring the speed of pressing keyboard 

keys as well as detecting unusual web activity.  
Environmental 

Weight scale  
Scales capable of automated transmission of the 

reading to the processing device.  
Environmental 

Door switches 

Simple on/off devices to monitor usage of household 
items and (if placed on cupboards in food preparation 
areas) to provide information regarding eating habits 

(see Chapter 3). 

Environmental 

Motion detectors 
Passive Infra-Red (PIR) devices to monitor indoor 

mobility as well as unusual activity.  
Environmental 

Wide angle cameras 
Further information on behaviour patterns in home 

environment (see Chapter 3). 
Environmental 

Bed sensor 
This can be a pressure mat under the bed or a 
capacitive presence sensor embedded in quilts  

Environmental 
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Acceptability is an important issue in choosing sensors for any implementation of a real-

life system. Therefore not all the sensing techniques listed are practicable and could or 

should be implemented in an end PAM system. Nevertheless, the proposed network of 

sensors or its subset would constitute a frontend for a PAM system feeding empirical 

information to further layers of the system.  

2.2.2 Middleware and communications link 

The concept of PAM assumes the existence of a wireless sensor network (WSN) 

consisting of the sensors described in the previous section. WSN have been proposed for 

general medical care in many research projects [13]. The body-worn subset would constitute 

a Body Sensors Network (BSN). In the general scheme of a WSN design the sensor nodes 

are connected to a gateway which processes the raw sensory data and is also capable of 

storing and passing the information to the outside world (Figure 2-3) [81]. In case of a BSN, 

as considered for PAM, it is necessary for the gateway, as well as the sensors,  to be portable 

as it needs to be carried or worn by the user along with the sensor nodes.  

 

Figure 2-3 General WSN scheme [81] 

There are several off-the-shelf solutions for WSN gateways and a preliminary survey 

was performed for possible PAM implementations. However, the specific nature of the 
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investigated problem is a deciding factor in the design. Any device to be carried by a patient 

needs to be acceptable and allow the user to adapt to it. Therefore, a mobile phone emerges 

as a natural candidate to fulfil the role of a gateway in the envisioned PAM BSN. The 

justification for such a solution is that current mobile phones have sufficient processing and 

storage capability, a wide range of radio connectivity (usually not limited to GSM radio 

bands) and provide a means of interacting with the user through a familiar interface. 

Moreover, the phone itself can provide a number of the discussed sensory inputs. There are, 

however, basic requirements for a mobile phone device to be used as a gateway in a BSN 

scenario: 

• Programmability – possibility of equipping with custom software with sufficient 

access to all required hardware resources. 

• Connectivity – radio stack able to communicate with the sensor nodes (e.g. 

Bluetooth, Wi-Fi) as well as transmitting processed data further.  

• Storage – Sufficient storage space for either raw or processed sensor data (e.g. 

memory card interface). 

• Processing power – the device should be capable of acquiring, storing and 

processing (to a limited extent) information fed by the sensors whilst 

maintaining its basic phone functionality. 

The above fundamental conditions are necessary to implement a PAM gateway on any 

device. In practice, the majority of mid-range mobile phones (i.e. smartphones) available on 

the market comply with such requirements. However, utilizing mobile phones as a gateway 

constrains the range of possible wireless sensor interfaces to the widely implemented WLAN 

(IEEE 802.11) and Bluetooth connectivity.   
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The phone can also act as a gateway for the environmental sensors connecting to them 

and accessing their information whenever an environmental sensor appears in range of the 

wireless connection. Figure 2-4 presents the envisioned architecture of a PAM network with 

key elements illustrated. 
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Figure 2-4 PAM architecture 

2.2.3 Processing 

The processing layer of the PAM constitutes of a set of processing techniques extracting 

meaningful information from the data providing real-time embedded processing capabilities. 

Algorithms that learn from normative data and that can deal with missing data-points are a 

necessity. Furthermore there is a need for researching models of normal activity signatures 

and techniques for their derivation. As a generative model of normality could be devised 

using multi-dimensional inputs, robustness to missing data points can be built into the 

system. The advantage of computational intelligence based methods (such as artificial neural 
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networks) is that once trained they provide a single layer model which can be readily and 

speedily embedded into such a distributed network. Appropriate algorithms can then be used 

to downsize the data transmitted further so that details sent are directly relevant to the 

patient’s mental health state. These investigations lied in the core of the work performed by 

the University of Southampton research team as part of the PAM project [66]. 

Processing is also relevant from the ethical perspective. Data collected by the sensor 

network is likely to carry sensitive information regarding the patient and should be protected. 

Processing is applied in the early stages of data flow with only key (clinically significant) 

data features extracted. This reduces the risk of sensitive data becoming vulnerable to 

malicious use.     

2.2.4 Personalised feedback 

As stated in previous sections – the aim of a PAM system is to detect early signs of an 

imminent BD episode and utilize the information to trigger actions that could help the patient 

take control before serious behavioural changes occur. In order to do so, the system should 

incorporate a personalized feedback mechanism that would enable it to suggest simple non-

clinical interventions as well as generate alerts for the patient’s support group which includes 

a clinician who then can advise on an appropriate course of action based on the detected 

activity signatures and their clinical judgment. The concepts outlined in this paragraph are 

not addressed within this study but constitute a basis for future work that could follow the 

investigations presented within this thesis. 

Such PAM interventions could include contacting the practitioner or support group 

member (e.g. family member) in the case of a serious change in the patient’s state requiring 

immediate attention via automated alerts using established channels such as text messaging. 
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Moreover, the system can prompt the user to take prescribed medication according to clinical 

advice helping to ensure the patient’s concordance with the agreed management regime.  

Some interventions would occur only in the event of detecting a high probability of a 

manic episode. Those could consist of prompting the patient to adhere to sensible sleep 

patterns, alerting when skipping rest as well as helping to avoid overstimulation when too 

much noise and/or light is detected. What is more, preventive measures against unwanted 

consequences could be taken, such as blocking web content known to cause the patient to 

engage in risky activities. Similarly, in the case of depression prompts could encourage the 

user to go out when a lack of mobility is detected and interact with the outside world or to 

call a member of their support group such as a family member or friend. The system could 

also suggest performing physical activities and exercises (thus avoiding physical inactivity 

and stagnation). 

In order to avoid disruptions to daily rhythms triggering an episode, a PAM system could 

also provide time management tools for daily (and also work-related) tasks to avoid them 

influencing daily patterns. The system would also facilitate healthy lifestyle including advice 

on diet and activities and encourage to keeping a regular healthy lifestyle routine. 

The intervention spectrum would also be highly personalised depending on a patient’s 

particular needs. The patient would be able to configure appropriate intervention courses 

from a given set which they could modify or amend according to their judgment (in 

consultation with their clinician). 

2.3 Summary 

Background analysis presented in the previous chapter suggested that the management 

regime of bipolar disorder could benefit from the use of pervasive technology. This chapter 
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has presented an overview of the condition with its main symptoms and usual course. Areas 

of life likely to be affected by the disorder were identified and matched with a potential 

sensing technique. The concept of PAM as a support platform for bipolar patients was 

introduced.  

The basis of PAM is a network of ambient sensors scattered within the patient’s 

environment, which is the focus of this work. The remaining research fields of PAM are 

processing, modelling and system architecture which were also introduced in this chapter. 

The sensors and methodology outlined above were then implemented as the PAM system 

prototype which was the first step to validate the concept of PAM. The description of the 

design and development process of the prototype is discussed in the following chapter.  
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3 Implementation of PAM 

This chapter covers the implementation of a PAM system according to the specification 

established in Chapter 2. The work included researching and configuring off-the-shelf 

solutions, hardware design and the development of custom sensor sets to work as wearable 

and environmental parts in the described scenarios.  Moreover, software suites for mobile 

devices and stationary computers were developed enabling those platforms to act as sensor 

network nodes.  

The main purpose of devising and testing a working PAM prototype was to move 

forward the feasibility study aiming to: 

• Identify and address specific design requirements of a PAM system 

• Evaluate the proposed methodology of monitoring changing behavioural patterns 

• Infer the value or redundancy of information provided by the sensors   

• Use the data from initial experimentation as a basis for a behavioural model 

Figure 3-1 shows the overview of the realised prototype system, whereas the following 

sections explain the premise and implementation of its separate elements. 
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Figure 3-1 An overview of the PAM prototype 

The implementation was then evaluated during a technical trial involving users with no 

history of BD as well as patients (at a later stage). Results of these can be found in the 

following chapters. 

3.1 Wearable sensors 

The wearable set is a collection of sensors to be worn (carried) by the patients during 

their day routine designed to observe key behavioural patterns. Because of the fact that these 

sensors, ideally, should accompany the user at most times they must be implemented so as to 

minimise their obtrusiveness. The potential sensing techniques, to be used in a PAM system, 

are outlined in the previous chapter. This section discusses in detail the implementation of a 

prototype set of devices constituting the wearable part of the system.   
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The wearable sensors selected for the PAM prototype justified in Tables 2-2 and 2-3 

were as follows:  

• Positioning sensor 

• Accelerometer 

• Light detector 

• Microphone 

• Bluetooth scans  

• Mobile phone call monitor 

The implementation of a call monitor discussed in Chapter 2 was abandoned due to 

privacy concerns over such monitoring, as well as technical obstructions discussed in the 

software section of this chapter (which also covers the functional description of the phone 

software elements). Realisation and evaluation of Bluetooth encounter monitoring is covered 

in-depth in Chapter 5. 

There were several design requirements to be considered whilst assembling the sensor 

set. Firstly, using the mobile phone as the hub for the wearable part of the system imposed a 

constraint on connectivity. Most modern phones are equipped with Bluetooth connectivity, 

whereas a number of higher-end devices additionally have WLAN capability. Therefore any 

sensor considered for the implementation should have at least one of the two. Secondly, the 

wearability of the set requires all sensors to be capable of standalone operation without being 

connected to a mains power source. Thirdly, the sensors need to be small and unobtrusive in 

order to be usable. These three conditions should be fulfilled by all of the considered sensing 

micro-devices.  
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3.1.1 Position sensor 

There are several methods of obtaining the position of a device. The Global Positioning 

System (GPS) is currently the most convenient method of obtaining geospatial data. 

Accuracy available for non-military users is limited but sufficient for most uses. Cheap 

commercial receivers able to provide position data with an accuracy of around 3m are widely 

available [82]. There are also alternative systems similar to GPS being implemented or 

developed, although they either lack coverage and accuracy (Russian GLONASS) or are at 

an early stage of development (European Galileo and Chinese Compass).  

The growing availability of GPS positioning has fuelled the emergence of Location 

Based Services (LBS) which means the provision of information and functionality in relation 

to the user’s geographical position [83]. This has inspired the integration of GPS receivers 

into everyday devices such as digital cameras, personal computers, and, most significantly, 

mobile phones.  

The main disadvantage of satellite-based positioning is obstruction of the signal 

occurring in places hidden from a clear view of the sky. Therefore positioning using GPS is 

impracticable inside large structures (e.g. buildings) or underground. Tackling the problem 

of indoor localisation is a growing research field of its own. Methods being explored include 

using Wireless network structures (Wi-Fi) [84], RFID tags, accelerometers, and GSM cell 

information[85].  

Integrating GPS positioning into the mobile phone based PAM architecture was achieved 

in two ways. Firstly, widely available Bluetooth-enabled GPS receivers could be paired with 

the mobile phone. Secondly the phone used as the hub could itself have a GPS receiver 

integrated. Table 3-1 shows the advantages and disadvantages of both solutions related 
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mostly to high power consumption of a standard GPS receiver. Both solutions were 

implemented and tested. 

Table 3-1 Comparison of GPS position providers 

 GPS built in the mobile phone External Bluetooth GPS 

Advantages 

Device directly connected to the 
hub (phone).  

Internal software control over the 
functionality 

Can be paired with most phones 

As an autonomous device does not 
influence the functionality of the 

system if it fails  

Disadvantages 

Common power source with the 
main hub causing the entire system 
to drop down after exhausting the 

battery 

Currently available in a limited 
number of phones 

Adds to the number of separate 
devices to be carried by the user 

and so decreases usability 

 

 

3.1.2 Custom Wearable Box (CWB) 

Aside from the GPS positioning described above, there were three further sensory inputs 

to be implemented within the system: accelerometer, light sensor and a microphone. Since 

having three separate would be impracticable from a usability point of view, an integrated 

solution was sought. Unlike GPS positioning units, there are few widely available integrated 

solutions implementing these sensors which would fulfil the design requirements. Although 

several mobile phones available on the market integrated these sensors, their utilisation in 

the prototype was not considered, at the time, due to the following factors: 

• Very few available devices with a software-accessible light sensor 

• Mid-range mobile phones record highly compressed sound which obstructs 

processing for desired audio features 
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• The accelerometer data processing methods devised by University of 

Southampton research team required the sensor to be fixed in relation to the 

user’s body, which couldn’t be achieved assuming normal usage of the phone 

Taking the above considerations into account, a custom wearable unit consisting of the 

three specified sensors was designed and developed. The aim was to create a robust, 

wearable and simple device providing microphone, light and acceleration data streams via 

Bluetooth radio making it easy to interface to a mobile phone or any other Bluetooth enabled 

device. Moreover, the device should have some processing capability for basic operations on 

analogue input signals coming from sensory data. Figure 3-2 presents the functional block 

schematic of the device with the details explained in the following subsections. 

 

Figure 3-2 The custom wearable box schema 

3.1.2.1 Accelerometer   

Monitoring activity using accelerometers requires the device’s sampling frequency and 

the amplitude range to correspond to the observed motion in a human body.  In terms of 
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frequency range it is known that while walking at normal speeds the bulk of acceleration 

power in the upper body ranges from 0.8–5 Hz, whereas the most abrupt accelerations occur 

at the foot in the vertical direction during heel strike with values up to 60 Hz [24]. However, 

studies with the accelerometer attached on the ankle have shown that more than 90% of 

acceleration power concentrates below 15Hz in the frequency spectrum [24]. For the low 

back or the head the value was significantly smaller, ranging from 0.5 Hz to 4 Hz [24]. In 

terms of amplitudes of accelerations involved in locomotion, these are usually higher in the 

vertical direction than in both horizontal directions [86]. During walking the accelerations 

range from a maximum of 0.4 g at the lower back to 3g at lower limbs [86].. The maximum 

acceleration during running ranges from 4g at the head and lower back to 12g when 

measured at the ankle [86]. 

Taking the above considerations into account, it was established that the Analog Devices 

ADXL330 accelerometer with three analogue outputs would suffice to monitor a person’s 

activity provided that the target location of the sensor is close to the body’s centre of gravity 

(e.g. at the lower back). Alternatively, the sensor could be located on the upper parts of 

upper limbs although here the acceleration might go out of the range during more vigorous 

activities from the user. The main parameters of the sensor relevant for the application are 

presented in Table 3-2. In the electronic design the analogue output of the three axes of the 

accelerometer were fed into the ADC of the main CPU. However, it is possible to pre-filter 

the output using a built in 32 kΩ resistor and an appropriately chosen external capacitor 

according to the equation: f=1/(2π(32 kΩ) × C). The value for the capacitors is 0.47µF which 

sets the low-pass bandwidth at 20Hz so reducing the noise whilst still recording relevant 

body movements information. The schematic is presented in the Figure 3-3. 
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Table 3-2 Selected parameters of the ADXL330 accelerometer [87] 

Parameter Value 

Measurement range ±3.6 g 

Sensitivity at X, Y, Z axis 300 mV/g 

Bandwidth X, Y axis (No external filter) 1600 Hz 

Bandwidth Z axis (No external filter) 550 Hz 

Operating Temperature Range −25 to +70 °C 

 

 

Figure 3-3 The accelerometer module schematic 

3.1.2.2 Light Sensor 

There are two main reasons for employing light sensing into a PAM system. Firstly, 

there are indications that there is a correlation between reduced hours of sunlight and the 

current mood of some BD patients [88], although the connection is not that apparent as in 

people suffering from Seasonal Affective Disorder (SAD) [89]. Secondly, disturbances in 

sleep patterns as well as shifts between day and night activities are among the most common 
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effects of a BD episode and these are very likely to become apparent in light level patterns. 

For example a BD patient experiencing a manic episode will tend to visit stimulating places 

filled with lights (e.g. a night club) whereas during depression if suffering from insomnia 

such a person would turn on lighting during their usual resting time. 

The above considerations led to a conclusion that monitoring the light level in the user’s 

immediate surrounding alone might not be informative enough and an improvement could be 

achieved by discriminating whether the source of the light detected is natural or artificial so 

giving a better understanding of the observed environment. Therefore the final circuit was 

designed to provide two output analogue channels. 

 The first output is directly related to the current generated by a photodiode which is 

proportional to the amount of visible light shining on the surface of the component. The 

conversion to a voltage output signal was achieved using an amplifier configured as the 

current to voltage converter (transimpedance amplifier) with a high gain ratio (Figure 3-4).  

The second output is generated by processing the latter signal to extract the AC 

component. The premise is that light coming from an artificial source carries such a 

component due to its mains power source. Mains power alternating with a 50Hz frequency 

will rapidly switch the light on and off whether it is an incandescent light bulb or a 

fluorescent lamp. It is worth noting that the alternating light component arising from the 

50Hz power source will have a 100 Hz frequency as the polarity of the supply is irrelevant to 

the light generated by an artificial source. The above does not apply to any battery operated 

light or modern LED lighting systems, however, such lighting is still marginal in 

exploitation, and so it is a valid assumption that most current artificial sources will be 

distinguished by the proposed solution. 

In the final design, the general light signal is fed to an active selective filter with 

parameters chosen to filter and amplify the 100 Hz component. The output of such a filter is 
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a sine wave whose amplitude is proportional to the artificial light component.  It was decided 

to perform the process of integration and rectification of this signal digitally in the main 

processing unit of the wearable box. The schematic of the light sensor can be found in Figure 

3-4. 

 

Figure 3-4 The light detector schematic 

The microcurrent originating from the photodiode is transformed into a voltage signal 

using the operation amplifier in a transimpedance setup with a high gain. The output is fed to 

the analogue to digital converter of the CPU as a general light level. The second stage uses 

an active selective filter to extract the artificial light component (as described above) and 

amplify this signal. The selective band of 100Hz is set using a low pass input filter at the 

input and a high-pass feedback loop. The values of resistors and capacitors are selected to 

achieve a gain of approximately 250 according to the formula:   
 

3.1.2.3 Sensing of auditory environment 

The analysis of ambient sound can carry numerous types of information relevant to 

monitoring the current state of a bipolar patient. Firstly, louder and faster speech is one of 
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the main syndromes of a manic episode whereas quiet and slowed pronunciation may be 

indicative of depression [70]. Secondly, it is known that loud noises can cause 

overstimulation and trigger a bipolar episode and finally during an ongoing manic episode 

some patients prefer being in noisy lively environments. Recording microphone data, more 

directly than the sensors discussed above, poses a serious privacy problem. Therefore it was 

decided that the functionality of the microphone used in the implementation of the wearable 

box would be constrained by the design itself thus reducing to a minimum of any threat of 

malicious use against prospective users. An added advantage of such an approach was that 

the design could be simplified and development time reduced as features likely to be rejected 

for privacy reasons (e.g. recording and storing high quality audio signal) were omitted. 

The electronic circuit used consists of an active band pass filter set to filter the signal 

emerging from a miniature microphone (Projects Unlimited - POM-1644P-NF-R). The cut-

off frequencies were set between 20Hz and 10 kHz  matching most man-made audible 

sounds (e.g. speech or music) whilst filtering out irrelevant noise. The full schematic is 

presented in the Figure 3-5. 

 

Figure 3-5 Microphone module schematic 
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As the recording and storage of actual audio is problematic due to privacy issues and 

technical limitations, the sound has to be processed within the wearable unit to extract the 

audio features that may be useful for deriving information about the ambient environment. 

This problem has already been tackled by various fields of research including intelligent 

hearing aids where the device is able to select an appropriate software-profile based on the 

type of the auditory environment. Features used in these algorithms include temporal 

measurements such as Zero Crossing Rate (ZCR) or Short-Time Energy (STE) as well as 

frequency domain features such as spectral flux, spectral centroid or voice to white ratio 

(v2w)  [90,91]. Extracting frequency domain features poses a higher demand on processing 

powers which in practice would mean incorporating a separate Digital Signal Processor 

(DSP) solely for the microphone. Therefore it was decided that the main CPU of the 

wearable box would handle only basic sound processing by extracting temporal features of 

the auditory surroundings (i.e. STE and ZCR).  

3.1.2.4 CPU and firmware 

All of the described sub-modules of the Custom Wearable Box (CWB) output an 

analogue signal. Digitisation requires an analogue-to-digital (A/D) converter as well as a 

processing unit which can then feed the collected and processed data through a Bluetooth 

radio module. In order to minimize development time of the CWB, a solution integrating all 

those components was found. The module (RF Solutions Toothpick v. 2.0) integrates a PIC 

microcontroller serving as a A/D converter as well as a processing unit. The module also 

includes a serial Bluetooth module (Linkmatik LMT) capable of transmitting serial data over 

this radio interface. The unit also provides other interfaces like simple digital inputs, UART 

and I2C communication protocols not utilised in this implementation. The main parameters 
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relevant to the implementation of the CWB are presented in the Table 3-3 and are sufficient 

to perform key required operations. 

Table 3-3 Selected parameters of the CPU [92] 

Parameter Value 

Flash memory 128Kbyte 

RAM memory 3.5Kbyte 

Clock frequency 24MHz 

A/D channels 12 

A/D resolution 10 bit 

 

Custom firmware was developed for the CWB which maintains two-way communication 

with the target host device (e.g. mobile phone), monitors battery voltage and continuously 

acquires data in one of the following three modes: 

Mode 0 – default mode where the device does not acquire nor output any sensor data but 

the connection between the CWB and the host is kept alive and maintained to receive 

commands from the host (e.g. the mobile phone). 

Mode 1 – activated by a host command. The device acquires acceleration data with a 

frequency of 20Hz and feeds it directly through the serial link. Natural and artificial light 

levels are acquired with the latter being rectified and integrated. A reading of both levels is 

acquired and fed every second. 

Mode 2 – activated by a host command. The device acquires microphone data with the 

highest available frequency (i.e. 16 kHz) and creates temporary sound frames containing 

1024 samples. Temporal features of Mean Energy and Zero Crossing Rate within such 
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frames are then calculated and sent through the radio link. This mode needs to be separate 

from the acceleration and light level acquisition due to high demand on processing power. 

The data is sent in binary format according to a framing protocol. The decoding of 

frames needs to be implemented on the receiving device in order to extract the sensor 

readings. The status of the device is communicated to the user via two LED’s connected to 

digital outputs. Although the hardware links to interface a memory card were included into 

the design, the final firmware did not implement this functionality due to high memory 

demand of buffers necessary to operate with a memory card. 

3.1.2.5 Battery and packaging   

The CWB is powered through a high-performance lithium-ion battery with a nominal 

capacity of 1080mAh ensuring up to 7 days of charge free usage period. The charging circuit 

for the device is contained in a designated charger thus saving space inside the box.  

The circuit board was designed to fit two types of wearable casings: OKW Ergo S and 

OKW Soft-case S. The smaller of the two (54mm width, 83mm length, 14mm depth) is the 

Soft-case S. This rounded rectangular-shaped box is equipped with a belt clip for wearing 

close to the body’s centre of gravity (Figure 3-6 left). The second box (Ergo S) is profiled 

and fitted with a special strap to be worn on a limb (Figure 3-6 right). Figure 3-7 illustrates 

the placement of elements inside the belt-worn box. 
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Figure 3-6 The two options of CWB belt-worn (left) and on the arm (right) 

 

Figure 3-7 The inside of a CWB 
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3.1.3 Mobile phone 

Mobile phones have evolved to offer capabilities exceeding well beyond the provision of 

voice communication and text messaging. The emergence of high speed packet transmission 

technology (i.e. 3rd generation or 3G telephony) accelerated the growth of the functionalities 

available. For many users the phone has become a personal hub providing web browsing, 

scheduling, e-mail communication, music and video entertainment and more. Recent years 

have seen the emergence of mobile operating systems (e.g. Android), making it possible for 

developers to create universal (to some extent) software, independent of the hardware 

implementation or phone make. The specifics of programming for particular operating 

systems are described in the software section of this chapter. 

The phone is the most crucial element of the wearable part of the PAM. Not only does it 

serve as a hub and storage facility for other sensors but it provides a link between the system 

and the outside world through the use of mobile packet transmission protocols such as GPRS 

or HSDPA. More significantly as a device that is widely available and utilised, it provides a 

means of interacting with the prospective user through a well accustomed interface. It is 

proposed that such familiarity will also work in favour of the acceptability of the system as a 

whole. Moreover some phones have sensors relevant to the PAM integrated in their circuitry.  

The base requirements for a particular mobile phone capable of serving as a gateway for 

the sensor were itemised in Chapter 2.  Those are programmability, connectivity, sufficient 

storage and adequate processing power. The market offers a wide range of such devices. 

Table 3-4 presents the devices selected for initial experimentation provided by two leading 

manufacturers (Nokia and Sony Ericsson). The main reasons behind such selection were: 

similarity of platforms allowing the development applications that would be interoperable 
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between all the devices, good developer support from the manufacturers and their relatively 

low cost.  

Table 3-4 Phones selected for PAM 

Device 
Software 
platform 

Programming 
languages Connectivity 

Integrated 
GPS 

Integrated 
Accelerometer 

Nokia 6120 Navigator Symbian OS Java, C++ Bluetooth, 3G Yes Yes 

Sony Ericsson K550 
Java Platform 

7 
Java  Bluetooth, 3G No No 

Sony Ericsson C510 
Java Platform 

8 
Java  Bluetooth, 3G No Yes 

Sony Ericsson W715 
Java Platform 

8 
Java  

Bluetooth, 
WLAN, 3G 

Yes Yes 

 

The process of customizing the phone’s software to suit the PAM system is described in 

the software section of this chapter. 

3.2 Environmental sensors 

The environmental sensors are designed to sense the ambience of the user’s home 

setting. The premise is that the properties of the patients’ surroundings can influence their 

behaviour and vice versa; a change in behaviour could become apparent in environmental 

monitoring data. The group includes a range of stationary devices set in the patient’s home. 

The sensors scattered in key areas related with behaviour patterns (as outlined in Chapter 2) 

include: light detector, microphone, a remote control monitor, door and appliance 

monitoring, motion detectors, wide angle cameras and bed sensors.  

Although there is a potential gain in collecting environmental in-home data, 

implementation of such sensors in a  multi-person home is likely to obtain ambiguous 

information. The problem of pervasive monitoring with multiple inhabitants is a complex 
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research issue of its own with many factors to be considered [93]. Attempts to tackle the 

problem include probabilistic modelling [94] to hardware solutions [95]. However, most 

currently researched pervasive implementations assume a single-user occupancy [94]. Such 

an approach was taken in the design process of the PAM prototype. Therefore the trials 

described in further chapters were conducted, where possible, in such conditions. 

3.2.1 PC computer and its role  

The implementation of a computer software monitor was abandoned due to privacy 

concerns and a high likelihood of unacceptability. In the PAM prototype, however, a 

stationary PC is present to act as a sensor gateway for the environmental part of the setup, 

separating it from the wearable part. Moreover, the computer also operates as an end storage 

and transfer facility for the data gathered by the wearable kit and temporarily stored on the 

mobile phone serving as a wearable sensor gateway. This solution was chosen due to the fact 

that a PC poses a lesser risk exceeding storage, processing power and other resources that are 

limited on a mobile phone. The computer can also be connected to the global network via a 

reliable broadband link providing a means of backing up the prototype trial data to a secure 

off-site server.  

Furthermore, the PC ensured synchronisation between data inputs as environmental 

information was collected and stored real-time whereas the wearable sensor data was time-

stamped by the mobile phone according to the clock synchronised with the PC. 

3.2.2 Camera 

The main advantage of utilising a camera for monitoring behavioural patterns is the fact 

that a single device can observe simultaneously a number of areas of interest (AOI) that fall 

within its field of view. An example is a camera observing the kitchen area considering the 
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refrigerator, stove, oven etc. as separate AOIs [96]. The main disadvantage, however, is that 

a camera-based monitoring carries significant negative connotations for any prospective 

user. The notion of being observed in a direct way might cause compliance issues as well as 

make it less likely for the system to be accepted as a whole.  

Considering those factors, a processing scheme for detecting activity in predefined AOIs 

based on a wireless WLAN-enabled camera compatible with the system described in this 

thesis, was developed in the University of Southampton as part of the PAM project. The 

hardware consists of a wireless camera (Edimax IC-1520DPg) with a 179° horizontal and 

129° vertical field of view. The camera is to be mounted as high in the room as possible to 

get a bird’s-eye view as this minimises the problems of objects passing too close in front of 

the camera, which could result in obstruction of all AOIs.  

The processing algorithm used to detect activity aims to subtract movement from the 

background of the scene by differentiating consecutive frames resulting (ideally) in black 

images with white blobs where movement was detected. Such an image is then correlated 

with pre-marked areas of interest. If enough movement is detected (i.e. if a sufficient number 

of pixels in an AOI are white) then it is assumed that activity was performed in this area.  

Figure 3-8 left presents an example of a camera image before processing with AOIs 

marked and Figure 3-8 right shows blobs of activity detected in consecutive frames over the 

time of 5 minutes [96]. In this example activity was detected only in one of the three selected 

AOIs. At this stage. any movement (i.e. white blob). within the AOI was considered to be an 

activity event. However, further studies on the topic of processing blobs was conducted in 

the University of Southampton. 
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Figure 3-8 An unprocessed camera image with AOI marked (left) and processed blobs (right) 

The camera interface consists of two major elements. The first is a standard File Transfer 

Protocol (FTP) server set to receive raw images from the wireless camera with the desired 

frequency. The other is a custom written script created in the MATLAB programming 

environment designed in the University of Southampton to mark the AOIs within the view of 

the camera and then process the subsequent frames received from the sensor to detect 

changes according to the algorithm described. The system stores a simplified set of records 

consisting of a timestamp and AOI identifier where activity was detected rather than raw 

images that might pose privacy concerns for any future user [96].   

3.2.3 Motion detectors 

Motion detectors are a simple and widely practiced way of detecting a user’s presence in 

a particular area inside the house. Depending on their location, logging such events can be 

indicative of many behavioural patterns such as the time spent at home or eating habits in 

case of a detector placed in the food preparation area. As stated in chapter 2 all those patterns 

are likely to be affected by the course of BD. 

There are many off-the-shelf systems incorporating passive infra-red (PIR) motion 

detectors, as such sensors are widely used in burglar alarms and intelligent home systems. 

The latter group includes systems based on a wireless X10 radio protocol using 433 MHz 
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(310MHz in the United States) radio frequency as a communication channel between sensors 

and a central station which can be interfaced with a computer. Such a solution was adapted 

to the PAM system by the researchers in the University of Southampton. The 

implementation consisted of a set Marmitek MS13E2 indoor wireless PIR sensors paired 

with a base station CM15Pro X10. The station was connected to the computer station, 

equipped with Active Home software, via the universal serial bus (USB).   

The Active Home is a commercial suite designed to maintain and control devices 

compatible with the X10 protocol as the motion detectors (PIR sensors) used in this 

prototype of PAM. Among its features, the software allows the creation of scripts that 

execute when the events originating from X10 devices occur. Such functionality was used to 

customize this suite to process PIR events. This customisation was also performed by the 

researchers in the University of Southampton. 

When a sensor detects motion in its range, it sends an event signal to the X10 interface 

linked to the stationary computer equipped with the software. The Active Home then triggers 

a custom script designed to log the event in the same manner and in conjunction with other 

sensor data. 

3.2.4 Custom environmental box (CEB) and system 

Similarly to some wearable sensors some of the desired sensory inputs are impracticable 

in implementation using market solutions. Therefore custom devices realising those inputs 

were designed and developed. The main aim was to create a unit able to collect data from 

sensors such as: light detector, microphone, a remote control monitor, door switches and bed 

presence. Since those devices are likely to be scattered within the user’s home it was 

impossible to design a single device providing all the inputs. Instead, a system was devised 

which consisted of a set of nodes communicating with the Custom Environmental Box 
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(CEB) using a 433MHz radio link and a simplified protocol. The CEB is then able to connect 

(wirelessly) to the base computer serving as the main environmental gateway and storage 

facility. The scheme for the system is shown in Figure 3-9. 

 

Figure 3-9 Environmental system schema 

At the core of the design lies the architecture used in the wearable box. It was decided to 

use Bluetooth as the main connection link to the base PC. Such a solution made it possible to 

pair the CEB with a mobile phone thus providing more flexibility for future PAM 

configurations (i.e. possible to set up without the use of a stationary PC).   

3.2.4.1 Door switches 

Monitoring door opening times within a household can be indicative of personal 

behavioural patterns and activities. For this purpose a set of simple battery-operated door 

switches was devised. The design consists of a magnetic reed switch, a small microcontroller 
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(PIC10F) and a 433MHz transmitter (MK Consultants MKT1). When a door opens, the static 

magnet located on it, parts with the main casing of the sensor causing the reed switch to 

short the digital input of the microcontroller to ground. The microcontroller is then woken up 

to transmit a set of characters to the CEB indicating the current state of the door. In order to 

simplify the design, the radio link is solely one-way with no acknowledgements of reception 

nor the option to send commands to the sensor. 

3.2.4.2 Bed usage sensor 

Monitoring sleep patterns is of particular importance in managing the course of BD. 

Firstly, disturbed sleep can trigger an onset of an episode [75,97]. Secondly it is an important 

diagnostic indicator that an episode of either kind is occurring [53]. However, inserting 

sensing technology into such a setting may pose acceptability issues as prospective users are 

likely to be uncomfortable with direct sensing of presence in their own bed. 

The solution utilised in this study incorporated a single pressure mat. Applying pressure 

causes the two conductive foil membranes to meet and cause a short-circuit. The two 

membranes are connected to a similar microcontroller/transmitter device as used in the case 

of door switches. Therefore, any pressure event is transmitted to the CEB. If the mat can be 

placed under the top mattress – the pressing event will directly relate to the user’s presence 

in the bed. Alternatively the mat can be placed next to the bed where there is a high 

possibility of the user stepping onto it when both, going to and leaving their bed. Although 

such a solution is not ideal for the purpose, it was considered to be a more acceptable 

placement for the experimental subjects.  



 72

3.2.4.3 Remote control monitor 

Leisure time is a significant part of peoples’ everyday schedule. The vast majority of 

households are equipped with entertainment technology. This includes television sets, DVD 

players, high fidelity audio sets etc. Most of those can be controlled via the use of infra red 

remote control devices. As indecisiveness, flight of ideas and problems with concentration 

are among the main indicators of a BD episode, patterns of using entertainment devices can 

change significantly [70]. What is more, prolonged periods of inactivity in front of the TV 

are common during major depression [55]. Monitoring the use of remote control devices can 

give an insight into patterns of using entertainment equipment as well as the way it is being 

used. For example the indecisiveness of the user will manifest itself by changing the 

channels in a more chaotic and faster manner than usual. Such premises led to the inclusion 

of a means of monitoring remote controls in the environmental sensor set. 

Remote controls typically use modulated infra-red (IR) light to transmit a set of binary 

encoded commands to the host equipment which is equipped with a receiver and a decoding 

circuit. The transmission is one-way and no feedback is sent back to the control device. The 

command code depends on the manufacturer and there are several proprietary protocols used 

(e.g. RC-5 or SIRCS) with no common industrial standard. Therefore, it is impracticable to 

decode particular commands and a more universal solution of logging general remote control 

activity was utilised (see Firmware section below). 

The remote control IR light signal is detectable by any other receiver in the view range of 

the remote control as long as it is sensitive to the appropriate wavelength (typically 940 nm). 

Such a detector is capable of capturing the binary sequence with the encoded command.  

The hardware used in the experiment consists of an IR receiver coupled with a 

microcontroller (PC12F) which demodulates the signal and outputs the binary signal to the 
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digital input port of the main CEB processing unit (i.e. Toothpick). The signal can be then 

interpreted within. The schema is presented in Figure 3-10. 

Remote Control

Controlled equipment

IR receiver
Event 

recognition
CEB

 

Figure 3-10 The remote control monitoring scheme. The signal from the remote control is 
received by both: the equipment and an IR receiver connected to the CEB. Each signal 

recognised as a remote control command is then stored as a binary event.  

3.2.4.4 Light detector and microphone 

The CEB incorporated a light sensor as well as a microphone to fulfil the same purposes 

as in the wearable device. This will create an alternative dataset for the user’s home where 

the wearable device is unlikely to be carried. In particular a stationary light detector is more 

likely to detect the user turning on the light during usual rest time. 

The hardware implementation is identical to the wearable one with the sensors placed in 

the main housing of the CEB and interfaced to the A/D module of the CPU directly via an 

internal bus. 

3.2.4.5 Firmware 

The firmware of the CPU is designed in a similar manner to that of the wearable box. 

The programme incorporates three modes, as in the CWB, although no acceleration is being 
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acquired in mode 1 as the necessary hardware is not included. In all modes, however, the 

device awaits events from either the bed sensor (mat pressed / mat released) or door switches 

(door opened/door closed) received via the radio interface. Once such an event is detected, a 

notification is transmitted straight to the host connected via Bluetooth using the same 

framing protocol as in the case of wearable data. 

Handling of remote control events posed a different problem. As stated before, the 

format of binary commands sent by a remote control depends on the type of equipment, 

manufacturer etc. Therefore, it is impracticable for the CEB to interpret the binary sequences 

and distinguish between particular commands (e.g. switching channels or volume control). 

Instead any command (binary sequence) received is interpreted as a single “remote event” 

and is treated within the firmware in a similar manner as other events (i.e. doors and bed 

use). Such a solution allows gaining insight into entertainment equipment usage as well as 

speed of pressing buttons whilst remaining generic in terms of compatibility with various 

makes of remote controls.    

3.2.4.6 Enclosure and power source 

As the environmental box was designed to be stationary within a home environment, it 

was decided that the main power source of the device would be a standard mains supply, 

thus removing the need to charge and maintain a battery. 

The box containing the main processing unit, light and microphone circuits and the 

433MHz radio does not contain the IR receiver which is instead connected via a cable. The 

premise being that the smaller IR receiver can be placed in a more preferable position in 

terms of exposure to remote control signals.   
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3.2.4.7 Environmental box monitor 

The environmental monitor is a desktop computer application developed in the Java 

programming environment to facilitate data acquisition from the custom environmental box 

via a serial Bluetooth link. The application ensures that all data is acquired regularly 

switching between the two acquisition modes (microphone or light detection) of the 

environmental box at a rate possible to specify in the configuration. All information is stored 

in the file system and also displayed on the screen for the user or system administrator to 

inspect Figure 3-11).  

 

Figure 3-11 The graphical user interface of the environmental monitor 
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3.3 Validation procedures 

The development of each sensor described above was followed by a validation procedure 

ensuring that the particular sensor is collecting the desired type of data. As the overall aim of 

the PAM platform is to appraise changes in behaviour and patterns of the user, calibration of 

absolute values provided by the sensors was not performed. The following paragraphs briefly 

describe the validation steps performed before deploying the prototype sets according to the 

PAM project schedule.   

3.3.1 The accelerometer 

The configuration of the acceleration sensor in terms of amplitude range and frequency 

spectrum was done in accordance with suggestions found in the literature [24]. Additionally 

data provided by the accelerometer integrated in the CWB was validated against an off-the-

shelf wearable device with similar properties. The process was performed by the University 

of Southampton research team, as the initial investigation in processing accelerometric 

activity data was performed there using an MSR 145 datalogger. 

The investigators performed several activities, classification of which was researched in 

their previous work [98], using both the CWB and the MSR and performing similar analysis. 

Since the data obtained from both devices did not exhibit any major differences, the CWB 

accelerometer replaced the off-the-shelf device in further research. 

3.3.2 Light sensors 

In order to validate the light sensors designed as part of the CWB and the CEB, the 

sensor was subjected to several tests. The general light sensor was carried in alternating 

weather conditions and sunlight exposure. The effects of these tests allowed to fine-tune the 
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gain ratio of the amplifying circuit preventing the saturation of the sensor under the majority 

of exposure conditions. The artificial light detection technique was tested by placing the 

sensor  under different types of lighting from traditional incandescent light bulbs to modern 

energy efficient fluorescent lamps. In all cases the light level reading in arbitrary units 

ranging from 0 to 255 stood in agreement with subjective human-made appraisal of the 

artificial light intensity.       

3.3.3 Microphones 

As described earlier, the selection of temporal auditory features (i.e. ZCR and STE) 

collected by the CWB and CEB microphone was based on reviewing established 

methodologies of sound analysis [90,99]. The microphone was then tested in three general 

scenarios: musical, human speech and replayed recorded human speech. The values of ZCR 

were considerably low for human speech and higher for music. During the quiet periods (i.e. 

when STE values were low) ZCR oscillated around a baseline value higher than during 

human speech. Such behaviour of ZCR and STE values was similar to expectations based on 

other work [99]. However, no further deep analysis and validation of the sensor was 

performed. 

3.3.4 Binary environmental sensors 

The validation of binary environmental sensors (i.e. door switches, bed sensors and 

remote control monitor) was limited to testing the sensitivity of the wireless transmitters to 

distance from the receivers and its influence on number of missed events. The remote control 

monitor was tested against several brands of remote controls. As described in detail further 

in the results section, there was no validation of the bed usage sensor against any sleep 
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monitoring methods as additional sleep related features of the output were only discovered 

during the user trials.  

3.4 Mobile phone software 

In the prototype PAM scenario the sensor gateway nodes are appliances of everyday use. 

In the case of the wearable set it is the mobile phone, whereas the environmental sensors 

connect to a desktop PC. Both appliances need to be customized with appropriate software to 

interface the sensors and process, store and back up the data which then can be used further. 

The software enabling the PC to work as a node was described section 3.2 regarding the 

environmental sensors. The following sections will describe the bespoke software suites that 

enable the mobile phone to work as part of the PAM scheme.  

Most current mobile phones allow developers to create custom software suites that can 

interact with the user, store data on the device, access internal hardware, pair connections to 

external devices via Bluetooth or connect to global networks via packet transmission 

protocols. Depending on the manufacturer, operating system and hardware capabilities 

developer’s access to some resources is limited or denied altogether. Therefore, the first step 

of designing PAM mobile software was to establish the access requirements for platforms to 

be capable of running the suite. 

The target mobile platform must allow: 

• Access to the main display and to a means of interaction with the user – most 

mobile platforms allow developers to make applications with their own screens 

and capturing of user input 

• Presence of, and access to, a Bluetooth radio frontend – the suite should be able 

to pair and capture streams from the wearable Bluetooth sensors. 
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• Access to storage such as allowing to write files to a memory card. 

• Possibility of running the suite persistently in the background with little or no 

obstruction to the standard phone functions.  

Any device fulfilling these conditions can then serve as gateway node in the discussed 

PAM scenario. 

3.4.1 Platforms and APIs 

There are a number of diverse mobile phone platforms available on the market. These 

range from simple proprietary solutions specific for one brand to more advanced universal 

operating systems (e.g. Android) which can be found on devices from various manufacturers. 

Each of these comes with a set of available application programming interfaces (API). Many 

of the APIs are supported by a number of platforms, a fact which allows the creation of (to 

some extent) generic applications able to run on a wide range of phones. The main API 

solutions considered for the prototype implementation are listed in the table below. 

 

Table 3-5 Programming interfaces and devices 

API Programming language Supported by 

Java micro edition (Java 
ME)  APIs 

Java 

Most proprietary platforms found on mid-
range phones from major manufacturers 

including Nokia, Sony Ericsson, Samsung, 
LG and more. Devices featuring Symbian 
Operating System (i.e. most mid and high-
range Nokia devices and a several models 

from Sony Ericsson) 

Symbian APIs C++ Devices featuring Symbian OS 

Android API Java 
All Android OS smart-phones. 

Manufacturers include HTC, Samsung and 
Sony-Ericsson 

iPhone OS API C++, Objective C Apple iPhone 
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The PAM prototype system described within this thesis was implemented using Java 

ME. This API is the most restrictive among all the considered solutions in terms of providing 

access to device resources. This is due, however, to its considerable universality which was 

the main reason for employing Java ME for the purpose. The premise is that solutions 

developed in this prototype can then be adapted by future users and trial subjects wishing to 

use their own phone as a base for a PAM system.    

3.4.2 Java Micro Edition and its constraints 

 The core Java ME libraries implemented on the vast majority of phones are bundled in a  

profile called Mobile Information Device Profile (MIDP) which allows the developer to 

create applications (called MIDlets) to interact with the user and freely modify the 

information displayed on the screen. The basic implementation does not, however, allow 

access to the Bluetooth stack, storage devices or internal sensors. Those functionalities are 

enabled in extension libraries provided (e.g. JSR 82 enabling Bluetooth communication). 

Some manufacturers choose not to support these in all (or some) supplied phone models 

limiting developers to the basic MIDP features. This, however, applies mainly to low-end 

devices with limited processing capability. Due to privacy restrictions – none of the 

extensions provide the developer with a means of accessing the user’s phone log, recording 

live calls, handling standard text messages or monitoring data packet traffic. However, 

MIDlets can (with the user’s consent) initiate phone calls, send text messages and initiate 

data transfer of its own.  

To ensure a user’s safety in using MIDlets there are 3rd party certification systems which 

allow developers to sign their software if it fulfils safety and security requirements. Without 

such certifications most platforms require the user to separately authorise most actions 



 81

performed within the MIDlet. This poses a problem for applications aiming to work 

unobtrusively in the background (like the PAM system) as a platform’s security prompts 

require user’s interaction. Many devices, however, allow customising such measures to 

increase the usability. The devices selected for the prototype (named in the Mobile Phone 

section of this chapter) allow such customisation. 

3.4.3 Software Architecture 

There are three separate MIDlet suites created for PAM evaluation, each handling a 

different function: 

• PAM Questionnaire – implementing a mood and activity questionnaire designed 

to get user’s feedback as well as validation data to match with sensor readings.  

• PAM Transfer – designed to backup and send collected sensor and questionnaire 

data and send it to the main storage facility (i.e. desktop computer). 

• PAM Sensors – the application handling and maintaining communication, 

acquiring, processing and storage of the data collected.  

The first two MIDlet suites were created in the Stirling University whereas the last one 

was developed by the author of this thesis.  

The structure of the PAM Sensors application is illustrated in Figure 3-12 which shows  

the main classes and libraries used. 
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Figure 3-12 The architecture of PAM sensors application 

In the scheme the MIDlet first loads a configurations file containing settings for all 

devices including their connection addresses, desired acquisition frequency etc. The scheme 

is designed so as this file can be modified according to the rules engine researched in the 

University of Stirling. However, in the installations described further, the file was fixed to 

preset values. The application then establishes the connection and sends configuration 

commands to the devices via device handling classes. The sensors are then activated and 

start acquiring data and feed it back to the phone where they are processed and passed to the 

main application by the handling class. The MIDlet then stores the information in one of two 

implemented file output formats (discussed in the File formats, Section 3.4). The status of 

the devices and current readings can also be displayed on the phone’s screen. This way the 

user can intervene in case of, for example, a sensor dropping out due to a low battery. The 
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files with stored sensor data can then be read and processed by other MIDlets to be 

transferred to the main host by the PAM transfer suite).  

3.4.4 Sensor library 

The classes implemented as part of the device library are designed to handle the specific 

sensor protocols and requirements and make them work as part of a common framework. 

This means that even though the internal GPS receiver has a different communication routine 

than the Bluetooth-connected custom wearable box, they are handled in the same manner 

and using the same set of software methods by any client application using the library. 

The library uses different resources to acquire sensor data. For Bluetooth enabled 

external sensors (i.e. GPS receiver and CWB) the framework utilises the Bluetooth serial 

port profile to stream commands and receive data in return. In the case of handling the 

internal GPS device, the library uses the extension to the standard Java ME API (i.e. JSR 

179) which is designed to handle internal location providers. The realisation of the Bluetooth 

encounters monitor is achieved using the main Bluetooth stack to discover and store 

information on all devices in range. The purpose and specifics of the implementation is 

covered in the Chapter 5. 

3.4.5 User interface 

The user interface of the PAM sensors MIDlet is designed to give basic feedback on data 

currently being acquired as well as provide the user with basic control over the monitoring 

process. The graphical interface communicates the connection status and current sensor 

values acquired. The user can pause or shut down the monitoring process altogether. In order 

to enable the user to use the standard functionality of the phone whilst running the system, 

the MIDlet can be minimised to work in the background.  
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3.5 File formats 

The proposed PAM prototype assumes the need to store large quantities of non-uniform 

data. Therefore there was a necessity to develop a unified standard file format which would 

allow the storage of data in an integrated manner whilst maintaining the differences in 

quantities and types of information stored. During consecutive stages of development two 

formats were utilized.  

3.5.1 Comma Separated Values (CSV) format 

This popular format for storing data was used in the initial stages of development. In this 

scheme data entries separated by commas are stored in a text file in rows. The consecutive 

columns contain in order: date and time of measurement, one letter tag describing the type of 

measurement (for example letter A for Acceleration readings) and finally  reading values 

separated by commas. Example lines from such a file are as follows: 

26.10.2010 13:23:33,L,33,12, 

26.10.2010 13:23:34,A, -0.9775,0.2737,0.1565, 

 

The first line indicates a light detector reading of 33 for general light level and 12 for 

artificial light. The second indicates the acceleration in three separate axes. Such data 

organisation was used for initial data collection as it was easy to analyse and process for 

specific values. However, trials involving more participants and sources of data called for a 

more sophisticated means of data storage. 

3.5.2  Extensible Mark-up Language (XML) file  

A specific XML scheme for a PAM scenario was created at the University of Stirling to 

facilitate data collection in a trial involving multiple users as well as multiple sources of data 
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of similar type. The format organises data using tags with fields allowing the specification of 

the source user, type of device and its location for every reading set. The format can be 

expanded into data structures more complicated than simple sets of numbers. Below is an 

example of readings being encoded into a XML format: 

<reading_set message_type="GPS" entity="ext_GPS" 
entity_instance="jmb_gps" frequency="10" location="W" 
id="1235470327824"/> 

<reading ref="1235470327824">52.1211,-1.2133,0</reading> 

<reading ref="1235470327824">52.1211,-1.2133,10</reading> 

<reading ref="1235470327824">52.1211,-1.2133,20</reading> 

<reading ref="1235470327824">52.1211,-1.2133,15</reading> 

Where: 

• message_type denotes the type of data (e.g. Accelerometer, GPS or other 

reading) 

• entity denotes the type of sensor (as same message type could come from 

different types of sensor) 

• entity_instance allows one to distinguish between multiple instances of the same 

sensor in the same set-up and also allows to identify the user (i.e. user jmb 

above) 

• frequency specifies the frequency for multiple consecutive readings without a 

separate timestamp 

• location is the information about the location of the sensor (in the example above 

“W” means wearable). 

• id: used to reference a <reading> element and denotes a time when the reading 

was taken in UNIX time format. 
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Consecutive readings inside the reading_set are placed inside the <reading> tag with the 

ref field denoting the id of a corresponding reading_set header. The timeline of readings can 

be derived from the initial timestamp (id) and the frequency also specified in the header.  

The detailed schema as well as references to the XSD scheme, both created in the 

University of Stirling, can be found in the appendix  

3.6 Summary 

The chapter presents a detailed description of every device and sensor included in the 

initial PAM prototype. The sensor types were selected so as to monitor areas likely to be 

influenced by the course of a mood disorder. 

The sensors can be divided into two groups regarding their target location: 

environmental i.e. placed in the user’s home and wearable i.e. worn or carried by the user 

during the day. The first group utilises a stationary computer equipped with commercial and 

custom-designed software acting as a processing node and storage facility. The latter sensor 

group is based around a customised mobile phone serving as a processing and storage node. 

Moreover, in this scheme the phone transfers collected data to the computer for backup.  

The wearable sensors consist of an off-the-shelf GPS receiver and a custom-made 

wearable box (CWB) containing a 3-axis accelerometer with parameters adjusted to observe 

body movements, light detector capable of distinguishing artificial light and a microphone. 

Both the GPS receiver and the CWB are Bluetooth enabled to stream data to the hub mobile 

phone. The phone’s software was modified in order to acquire, process and store data from 

the described devices achieved via a custom-made Java ME applet designed for Java-capable 

phones.  
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The environmental set contains several separable subsystems: Wi-Fi Camera processing 

for activity in pre-selected AOIs, PIR motion detectors interfaced via X10 protocol and 

Bluetooth enabled CEB containing light detector, microphones as well as door switch 

sensors and remote control monitor connected to it.  

The prototype described in detail within this chapter was afterwards put to a series of 

trials designed to determine the usability of such a system in a pervasive monitoring 

scenario. The outcomes of these trials are described in the following Chapter.  
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4 Technology trials 

This chapter describes the trials and testing procedures of the PAM prototype whose 

development was described in the previous chapters. First, the methodology was put to the 

test in a technical trial involving healthy volunteers in order to establish the usability and 

identify any fundamental design flaws that may occur. The following phase was to interview 

and recruit potential bipolar patients who were willing to test the proposed solutions. The 

general results of the tests as well as the performance of sensors created as part of the 

presented PhD project are discussed within. 

4.1 Ethical procedures 

Both trials were reviewed by an ethical committee. The first technical trial that did not 

involve patients suffering from the condition was granted ethical approval by the Faculty of 

Engineering Ethics Committee at the University of Nottingham. An information sheet and 

consent form were provided to all participants of the trial.  

The next stage of the trial, which involved BD patients, required approval by a central 

ethical body: the UK Research Ethics Committee and NHS Research and Development 

office. The process of seeking such approval was led and carried out by Prof. Sally 

Brailsford from the University of Southampton on behalf of all researchers participating in 

the PAM project.  

Both of the applications included the proposed use of all the sensors described in the 

previous chapter enabling the entire system to be tested. Both proposals were positively 

appraised and permission to go ahead with the trials was granted in March 2009 for the 

technical non-patient trial and March 2010 for the trial involving patients.  
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4.1.1 Recruitment constraints 

Both ethical approval applications outlined constraints regarding who could participate 

and so be subjected to monitoring using the devised techniques. The first trial as described 

below focused on evaluating the system from a technical point of view. Therefore, ethical 

approval was sought for testing it on the investigators themselves and carefully selected 

individuals who could provide a useful insight in terms of its usability and technical issues. 

The patient trial, where the ethical approval was granted by the Research Ethics 

Committee, listed specific exclusion criterion. To ensure that the consent given by potential 

participants was fully informed, they had to be in neither the manic nor depressive stage of 

their bipolar cycle. This was to be confirmed by their lead care giving clinician. The 

participating patients also had to be free from other mental or serious physical conditions.  

4.2 Technical trial 

Before the designed and developed PAM prototype could be put to use in its envisioned 

application it was decided to perform a technical trial on a group of consenting non-patients . 

The main aims for the technical trial were iterated as follows: 

• Testing the reliability of the technology: ensuring that the devised prototype is 

capable of long-term data acquisition and that storage and sensor drop-out due to 

technical malfunctions were not a major issue in the monitoring process. 

• Investigate possible improvements to the integration of the technology: detecting 

any conflicts between devices, protocols and communication links used by 

multiple sensors and nodes within the system.   



 90

• Detecting user compliance issues: identifying any areas where a non-skilled user 

might not be able to follow usage instructions and procedures as well as finding 

devices that might not be used because of their obtrusiveness in daily life.  

• Surveying the acceptability of the system: testing which sensors and devices 

might cause discomfort or privacy concerns for the user over an extended period 

of time.   

• Acquiring initial data for further development of processing algorithms: 

collecting activity data and utilising it to devise a methodology of processing it 

to extract key features that could indicate a change in behaviour patterns. The 

data could then be used as a control sample in the further trials involving 

patients.  

All trials were performed on a group of four male adults from June to November 2009 

and were followed by a reassessment meeting which led to further modifications to the 

system. 

4.2.1 Setup 

The main setup of the trial consisted of the elements described in the previous chapter. 

The devices were designed either for installation in a home environment or to be worn 

comfortably by the participants. Table 4-1 shows the final configuration of each identical set 

of devices constituting the prototype PAM system. However, some of the custom-made 

devices were also tested separately in order to fine-tune their configuration and parameters. 

The results of those procedures were also taken into consideration in the overall trial.   
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Table 4-1 List of devices for the PAM technical trial 

Wearable Environmental 

Nokia 6120 Navigator MS Windows operated desktop computer 

Custom Wearable Box (belt worn) 
Marmitek CM15Pro X10 USB interface (for PIR 

sensors) 

Bluenext Bluetooth GPS receiver Two Marmitek MS13E2 PIR motion detectors 

 Edimax IC-1520DPg wireless camera 

 Custom Environmental Box 

 IR remote control receiver 

 Bed pressure mat and transmitter 

 Two door switch sensors 

 

Nokia was the only type of phone utilised in the trial in order to maintain the uniformity 

of setups. All of the elements of the kit are presented in Figure 4-1.  

 

Figure 4-1 The PAM prototype kit 
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4.2.2 Participants 

A total number of four subjects were monitored at various stages of the trial. The 

participants of the technical trial were recruited from among the researchers involved in the 

project. The reasoning for such an arrangement was that the trial objectives were mostly 

technical and could be addressed more efficiently if the user had an in-depth knowledge 

about the system. All participants were interviewed and gave consent according to the 

established procedures.   

4.2.3 Collected data 

One of the main objectives of the trial was to observe the performance of the sensors as 

well as to assess their potential for monitoring behavioural patterns. Therefore the collected 

data was pre-analysed in order to determine whether the particular sensor carried information 

about behaviour that may be fed further into a processing algorithm being developed by 

other research partners in the PAM project. Such data could also be used for developing a 

standard behaviour model which then could be compared to a disturbed one in case of a BD 

patient. 

4.2.3.1 GPS tracking 

The first main performance-related observation regarding the GPS tracking made 

throughout the trials was that the internal GPS of the Nokia is much slower in establishing 

satellite links compared to an external receiver. Therefore it was decided that the Bluetooth 

receiver would be the preferred medium for obtaining GPS readings. 

As expected, all the collected GPS datasets had similar features: clusters of points around 

significant locations (e.g. home) with these clusters then connected by tracks where the 

recorded speed indicates motion. The tracks were consistent with the transport infrastructure 
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and travelling habits of the participant. Figure 4-2 shows an example GPS dataset coded for 

speed plotted on a map. An attempt at an in-depth analysis of the GPS data in conjunction 

with other inputs is presented in Chapter 5.    

 

v > 10 kmh

1 kmh < v < 10 kmh
v < 1 kmh

 

Figure 4-2 GPS tracks characterised by speed 

4.2.3.2 Bluetooth encounters 

During the initial stage of the trial it was discovered that due to a memory leak occurring 

on Nokia phones the Bluetooth encounter monitor was causing the entire node to 

malfunction. Therefore, it was decided that this input should be excluded from the trial 

procedures. The fault was then rectified and Bluetooth encounters were utilised in 

conjunction with GPS data in a separate trial described in Chapter 5.  
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4.2.3.3 Acceleration 

Undoubtedly accelerometers are the most widespread and convenient way of monitoring 

overall physical activity [24]. The belt-worn accelerometer utilised in the technical trial, as 

expected, provided informative data about the subject’s activity. To illustrate this, the raw 

data from long-term monitoring was subjected to basic processing to assess the user’s 

activity. The methodology was similar to the established ways of appraising activity 

[24,100]. 

An example of three-stage processing is illustrated in Figure 4-3. The first stage was to 

combine three axis data (a) into the acceleration vector magnitude (b). Secondly, digital 

high-pass (with a 0.1Hz cut-off) filter was applied to remove the constant gravitational 

component (c). In the third stage the data can be rectified and integrated over a certain time 

(d). The resulting curve is then considered proportional to the user’s physical activity/ 

 

Figure 4-3 Processing steps or acceleration data. Periods of temporary sensor dropouts are 
blacked out.  
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Integrating activity over a period of an entire day provided a measure of overall activity 

during a day [86]. Figure 4-4 shows such aggregated activity over the course of two weeks. 

Missing bars represent days where the sensor was not worn (amount of data was 

insufficient), activity could not be appraised. Nevertheless, the differences in activity of the 

user can be observed. In particular the user-reported Sunday workout on 09/12 is apparent. 
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Figure 4-4 Aggregated user activity 

A more in-depth analysis of acceleration along with all other inputs collected during 

evaluation of the PAM project was performed by researchers at the University of 

Southampton. 

4.2.3.4 Light sensors 

As previously outlined, light level sensing was performed in both of the monitored 

contexts: wearable and stationary in the home. The data obtained from the environmental 

home setting exhibited a significant amount of periodicity as shown in Figure 4-5. 

Considering the stationary positioning of the sensor, this is due to the day-night rhythm of 
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the sunlight (apparent in general light readings) as well as the user turning the lighting on 

during insufficient daylight (observed in the artificial light level). The former provides an 

insight into hours of daylight actually reaching the participant (an important factor in course 

of BD [88]), the latter indicates action performed by the user and provides the opportunity of 

detecting changes in circadian cycles – one of the key areas affected by the disorder [75]. 

Both readings were prone to fluctuate as the view of light could be temporarily obstructed by 

people moving within the sensor area or the use of curtains. 

Figure 4-5 shows natural daylight cycles with apparent peaks during mid-day. The 

artificial light trace shows times when the participant turned on the incandescent light during 

periods of insufficient sunlight. 
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Figure 4-5 Example environmental light readings over a period of three days 

The wearable light sensor readings were mainly characterised by periods of higher levels 

of general (natural) light levels, which can be accounted for by the user being outdoors in 
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direct sunlight, and periods where dominance of artificial light is apparent, which indicates 

the user’s presence indoors. This dependence can be observed when data is presented against 

user self-reports. An example of such is presented in Figure 4-6.  
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Figure 4-6 Wearable light sensing data during a day with user-given captions  

The main compliance issue reported by all participants of the study was the fact that the 

most comfortable placing of the wearable box (usually on the belt or in the pocket) meant 

that the light sensor could be concealed throughout the day depending on the clothing worn. 

The issue was escalated when weather conditions required more clothes to be worn and 

obstructed the view of the sensor even more.  

4.2.3.5 Microphone 

As described in Chapter 3, there were two audio temporal features monitored by the 

microphone: the STE (Short Time Energy) and the ZCR (zero crossing rate). Similar to the 
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light sensors, the microphone circuit was deployed in both the wearable and environmental 

settings.  

The ambient sound properties obtained from the environmental sensor were consistent 

with the overall activity in the monitored area as reported by the participants (the typical 

placement was the living room). The STE values show apparent peaks in the mornings and 

afternoons when most in-home activity occurred. Figure 4-7 shows comparison of STE 

readings between two participants. To increase readability of plots the values were subjected 

to smoothing with a moving average filter with a 15 minute wide window. In the presented 

day, it can be observed that the STE value for the first participant exhibits more regularity 

with morning and afternoon peaks of audio energy whereas readings from participant two 

show less structure indicating less scheduled lifestyle during this day. 
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Figure 4-7 Example smoothed STE readings from two participants 
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The interpretation of ZCR is not as straightforward as STE. In general terms, ZCR 

provides a rough indication of the dominant frequency of the audio. However, most 

algorithms for deriving information about the detected sound use ZCR without converting it 

to a frequency value [99,101-104]. It has been shown that ZCR combined with STE, with 

appropriate processing and using no other sound features, can be used to distinguish between 

speech and music in a sound sample [99].   

During the “silent” periods (when STE values were low) the ZCR exhibited an unstable 

baseline typical of white noise as there was no dominant pitch in the recorded sound (as seen 

in Figure 4-8). However, as energy increased, the ZCR values changed significantly in 

relation to the established baseline indicating a shift in the pitch (Figure 4-8). The rough 

interpretation of this is that high values of ZCR indicate multiple frequency components (as 

for example in music) whereas the human voice is characterised by lower ZCR values 

[90,99]. This can be observed in Figure 4-8 showing smoothed values of ZCR and the 

corresponding STE plot.  

The wearable version of the microphone provided the similar features from the 

immediate surroundings of the user. As with the environmentally set sensor the features can 

be fed to a processing algorithm allowing the derivation about the nature of the audible 

environment [99]. However, the sensor was, to some extent, affected by the same problem as 

the light detector as constricted position of the sensor affected the quality of obtained data.   
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Figure 4-8 Example ZCR readings in relation to STE 

4.2.3.6 Environmental sensors 

The environmental sensors included in the trial consisted of PIR motion sensors, door 

switches and a remote control usage monitor. Each of the devices was activated by an event 

(e.g. pressing remote control button) with the exact time of these events then stored within 

the system. Figure 4-9 shows a set of readings representative of a day of monitoring for one 

of the participants. Each bar represents an aggregated number of events during a 15 minute 

interval. In all cases the results corresponded with self-reporting.  
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Figure 4-9 An example of aggregated environmental sensor readings over one day. 

An attempt at a more in-depth analysis of environmental sensor readings was performed 

as part of the PAM project by researchers at the University of Southampton. It resulted in 

successful recognition of daily patterns of the participants. 

4.2.3.7 Bed usage 

The main aim of monitoring the user’s presence in bed was to detect any indication of 

disturbed sleep. This is vital since for a BD patient the disturbances may be either caused by 

an episode or alternatively cause an episode itself. The pressure mat was to provide a simple 

measure indicating the times when the user entered or left their bed.  

Due to privacy concerns, only two of the participants agreed to incorporate the sensor in 

their home. Moreover, one of the subjects reported suffering from stress-related insomnia 

during the trial, which provided examples of disturbed sleep patterns.   

The placement of the sensor was typically under the mattress of the bed underneath the 

user’s centre of mass. A less comfortable placement directly under the sheet was also tested. 
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All events of pressing the mat (entering the bed) and the release of pressure on the mat 

(leaving the bed) were logged by the Environmental Box.  

One of the first findings that emerged during the evaluation of the sensor was that the 

output proved to be more complex than simply providing entering / leaving  events. The mat 

used in the trial was sensitive enough to pick up involuntary muscle movements of the user 

during sleep, causing the mat to be pressed and un-pressed repeatedly resulting in occurrence 

of on/off events. Although no validation against established somnographic methods was 

performed, it is likely that the recorded movements can be accounted for by the participant 

undergoing particular sleep phases.  

There are two broad types of sleep: Rapid Eye Movement (REM) and Non-Rapid Eye 

Movement (NREM). The latter can be then divided into three further stages N1, N2, N3 

(also known as deep sleep). Each stage is characterized by different physiological, 

neurological, and psychological features [105]. A typical sleep cycle lasts between 90 and 

110 minutes and the order of stages is usually N1 → N2 → N3 → N2 → REM. The N2, N3 

and REM stages in particular are characterised by decreased muscle activity and atonia. In 

other phases however, some muscle activity may be observed.  Excessive movement in the 

N3 phase may indicate night terrors which often accompany depression [106].  

 Figure 4-10 shows a typical output of the bed mat from one night with vertical lines 

indicating each on/off pressed event.  
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Pressed

 

Figure 4-10 Typical bed usage sensor output 
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This was then processed to produce the double output shown in Figure 4-11. The top 

figure indicates the derived user’s presence in the bed, produced by ignoring rapidly 

occurring on/off events and not interpreting them as the user leaving the bed. The bottom 

one shows the number of on/off events which are likely to be caused by the user’s muscle 

activity during the described sleep phases. Each bar represents the number of such events 

during 15 minute long intervals. The inference of presence in the bed assumes that none of 

the on/off events would be missed by the node otherwise a missed rapid on event could 

falsely indicate that the user has left the bed. Therefore for further implementation an 

additional sensor determining presence should be in order. 
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Figure 4-11 – Processed bed usage readings for three consecutive nights of undisturbed sleep. 
Each pair of figures represents user’s presence in the bed (top) and movement events (bottom) 

throughout one night. 
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As mentioned earlier, one of the participants reported that for several nights during the 

monitoring period they were affected by insomnia and restlessness. This can be observed in 

the data harvested during those nights. Figure 4-12 presents a disturbed sleeping cycle which 

shows more movement events indicating increased restlessness (compared with Figure 4-11) 

and periods when the bed was vacated during the night.  
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Figure 4-12 – Bed usage readings during disturbed sleep  

4.2.4 Post-trial overview of the objectives 

The results of the technical trial were used to reassess the proposed monitoring setup 

taking into account both, the trial objectives as well as the potential utility of the data 

collected by the sensors as discussed in the previous sections.  

The reliability of the sensors in terms of battery life an unexpected drop-outs was very 

good throughout the trial. Figure 4-13 shows the uplink times (i.e. times when sensors were 

on and providing data) of particular parts of the system for one of the participants. The 
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environmental part of the system was functioning without major downtime aside from 

voluntary shutdown performed by the user.   

 

Figure 4-13 Uplink time for PAM subsystems 

The wearable sensors, although providing large quantities of activity data, exhibited 

significant periods of inactivity. This relates to the issue of user adherence as all participating 

users reported a level of discomfort caused by the number of devices that needed to be 

carried. The fact that the preferred placement of the wearable node should provide it with 

exposure to the ambient light sources, only added to the problem. Lower ‘coverage’ of the 

GPS receiver (in relation to the wearable box) seen in Figure 4-13 is due to two factors. 

Firstly, the gaps in the plot not only represent times when the receiver was off but also when 

the satellite coverage was too poor for the positioning to work. Therefore, time spent by the 

user for example in large buildings appears as downtime of the sensor. Secondly, the typical 

battery life of the GPS receiver of approximately 6 hours was significantly lower than any 

other elements of the setup (Table 4-2).  

Aside from the GPS receiver, battery maintenance did not cause any nuisance for the 

users.  Recharging procedures were required for wearable sensors and some environmental 

ones as it was impracticable to power each one from the mains power supply despite their 
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stationary setting.  Table 4-2 shows the typical battery life observed during the trial. The 

observed times were used to create usage guidelines for future participants of the trial.  

Table 4-2 Typical operation time for battery-powered PAM sensors 

Sensor Battery life 

Bluetooth GPS receiver 5-7 hours 

Custom Wearable Box More than 24 hours 

Mobile phone running PAM 
4-5 hours (when using internal GPS) 

10-11 hours (otherwise) 

Environmental door switches 2-3 weeks 

PIR sensors  More than 1 month 

Bed-mat transmitter 3-4 weeks 

 

Another major issue discovered that affected the usability of the setup was that all users 

reported that the routine security questions occurring on the mobile phone were decreasing 

the usability and user-friendliness of the interface. These prompts are internally implemented 

by the phone producer (Nokia) to ensure that any user is informed about any actions 

attempted by the installed software that may cause security issues in the phone. Such actions 

include accessing files, Bluetooth connections and internal sensors which are widely used by 

the PAM software. For example, successfully starting the PAM sensors application required 

the user to confirm up to five security prompts. Selected phones from other manufactures 

allow customising the level of such security precautions (e.g. requiring confirmation only 

during the first use of a functionality). This was taken into consideration for the reassessment 

for later trials.  

As expected, the proposed bed usage sensor was the only device that caused acceptability 

problems. Most participants decided against testing the sensor in order to maintain their 
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privacy during the trial. The proposed modified placement of the mat (on the side of the bed) 

proved to be more acceptable. In all cases however, a certain level of unease regarding 

monitoring devices in the bedroom was observed.    

4.2.4.1 Reassessment of the setup 

In light of the experiences gained during the technical trial it was decided to alter some 

protocols and elements of the PAM system for further tests. The following changes to the 

sensory system were made before proceeding with a trial involving patients: 

• The Nokia 6120 navigator was replaced by Sony Ericsson phones (K550, C510 

and W715) which allowed better customisation of security prompts so reducing 

the nuisance for future users  

• Only external GPS would be used due to its higher reliability and lower battery 

usage. In addition the mobile phone is capable of storing other wearable data 

when the external GPS unit’s battery gets discharged. 

• The suggested placement of the bed usage mat would be on the side of the bed so 

as to reduce the discomfort for the user.  

Moreover, the issue of an overwhelming number of devices being carried was addressed. 

To tackle this issue, a separate trial exploring the possibility of limiting the hardware part of 

PAM solely to a mobile phone was designed and conducted. The procedures and results are 

presented in Chapter 5. 

4.3 Patient trial 

The next stage, following the technical trial, was to test out the technology in the end 

user scenario. This meant inviting BD sufferers to test the technology and share their views 

on all aspects of the proposed system as well as to participate in a trial similar to the one 
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described in the previous section. To facilitate this, a recruitment process was started in the 

Southampton and Stirling area.   

4.3.1 Recruitment and interviews 

Initial contact with potential trial participants was made by advertising on a mental 

health charity website (Solent MIND, www.solentmind.org.uk) and by approaching local 

self-support groups. Volunteers were invited to email or telephone one of the members from 

the research team, who then provided an information pack which included an initial consent 

form (to a home visit by the team) and a request for a letter from the participant’s GP 

confirming that the person’s participation was acceptable. During a further period of two 

weeks the patient was requested to consider the participation, obtain the letter from the GP 

and to return the consent form. Unfortunately, it was found that most of the ten patients, 

originally interested in participating, withdrew at this stage of recruitment.  

For those who decided to proceed, on receipt of the signed consent form and GP letter, 

the researchers contacted potential participants by email or telephone and made an 

appointment for a home visit. During this first visit, which lasted between one and two 

hours, at least two members of the research team gave a full verbal explanation of the nature 

of the involvement in PAM and demonstrated all sensors. Afterwards each volunteer was 

given a further week to consider their involvement, after which, potential participants were 

contacted again to confirm that they wished to proceed. If this was so then an appointment 

was made for a second home visit. 

At the second home visit, made by three members of the research team the main consent 

form was signed (to agree to the PAM system being installed). This was followed by an 

entry interview performed by the researchers from the University of Southampton and 

evaluation of the acceptable set of PAM sensors to be used for the individual, and then their 
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installation commenced followed by the  user training. Participants had the right to withdraw 

at any stage during the study and have all of their data removed and deleted. 

During the recruitment process three participants agreed to the initial home visit but only 

one participant proceeded with the full installation as others withdrew before the second 

visit. The individuals did not disclose their reasons for not participating and no further 

contact was made following their decision in agreement with the ethical guidance obtained.  

4.3.2 Deployment 

The sole remaining participant of the trial was a mid-aged female living alone in a 

terraced house. In accordance with the ethical guidance, no detailed clinical information 

about the participant was made available to the author. The installation consisted of the 

described PAM system modified according with the discoveries arising from the technical 

trial. The participant decided to incorporate all of the available sensors into her environment. 

As in the case of some technical trial participants, the bed sensor was placed next to the bed 

rather than under the mattress according to the patient’s wish.  

Following the installation and user training, the research team performed a number  of 

maintenance visits to troubleshoot the reoccurring drop-out problems of the environmental 

box (which was placed too far from the data-collecting PC) as well as to provide additional 

usage instructions to the user. 

4.3.3 Results 

The main outcomes of the trial were: surveying the acceptability of a PAM system and 

detecting further user compliance issues that may arise from the system being used by a 

patient. The high rejection rate among the interviewed patients indicates that the system may 
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present itself as too obtrusive thus providing justification for the modifications evaluated in 

the next chapter. 

In terms of sensory data, the patient trial produced activity data similar to the sets 

obtained from the main trial. Since the patient remained euthymic (asymptomatic) 

throughout the monitoring period, there were no major aberrations from her usual routine. 

However, the data collected by the wearable node, which depends most on user compliance 

with a maintenance regime, was far scarcer than from any participant of the technical trial. In 

one of the intermediate interviews, the patient addressed the issue of not adhering to the 

routine citing the following reasons: 

• Discomfort of carrying extra devices in addition to the mobile phone. 

• Forgetfulness regarding charging the sensors, phone or manually starting the 

monitoring application.  

• Lack of familiarity with personal technology in general (not only the PAM 

system) resulting in underdeveloped user habits.  

Figure 4-14 presents a summary of how well the participant adhered to maintain separate 

elements of the wearable setup. The figure shows the uplink times for the devices during a 

period of most intensive usage of the wearable setup. 
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Figure 4-14 Uplink times for elements of the wearable setup 

It can be observed that while the phone was on and monitoring, the remaining elements 

were either switched off or remained out of Bluetooth range during extended periods. This 

was typically due to the user carrying the phone but not the rest of the setup.  

4.4 Summary 

Trials of the PAM prototype system described in the previous chapter were presented in 

this chapter. The commenced trials included a non-patient technical trial and were followed 

by an attempt to include BD sufferers in assessing the technology.  

The technical trial resulted in data which could be fed into a behavioural pattern 

detection algorithm that showed coherence with user-reported habits and activity. 

Concurrently, usage and adherence issues were identified mainly in the wearable part of the 

setup. The trial showed that additional elements that need to be carried by the user may well 

be not used. The problem was particularly apparent in the patient trial which resulted in 

similar conclusions.  
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The recruitment process for the patient trial required central ethical approval which was 

granted. The ethical procedures imposed several restrictions with regard to prospective 

system testers including the requirement for volunteers to be in the euthymic stage of the 

disorder. The recruitment process resulted in a sole participant who tested the system during 

three month period. As stated above, the adherence to usage guidelines in terms of wearable 

sensors was poor. In practice, the phone was carried and used more often than other elements 

of the wearable setup. This observation along with feedback from the psychiatric community 

was the basis for investigations described in the next chapter.      
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5 Phone-based PAM 

This chapter describes an investigation into the concept of personalised ambient 

monitoring based solely on data that is possible to obtain from a mobile phone. The section 

discusses the premise of such a setup and presents the results of trials performed 

independently from the main PAM trial described in previous chapters. Methods of analysis 

and interpretation of the collected data are also enclosed.   

5.1 Premise 

The development concept and prototype of PAM was presented at several meetings and 

conferences [66,80,107-109]. Those presentations raised interest with the psychiatric and 

general scientific community and resulted in expert feedback, which, along with user 

experiences arising from the technical trial of the prototype, led to the reassessment of the 

possible PAM scheme. An investigation was conducted into researching a behaviour 

monitoring system basing on a mobile phone only without the use of additional devices. 

5.1.1 Initial feedback on PAM 

The work related to development and testing of PAM described in previous chapters was 

presented at various meetings including Med-e-Tel 2009 and the IEEE Engineering in 

Medicine and Biology Conference (EMBC) 2010 [80,108]. Some of the experts present at 

those events approached the author with comments, most of which included one recurring 

theme. The concern was that the system as proposed may be too excessive for the majority of 

patients to use comfortably, causing compliance problems and data loss as a result. The 

number of devices that must be carried and incorporated into the home requires that the user 
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needs to comply with a variety of basic maintenance routines (e.g. charging batteries) which 

may pose an issue considering the specificity of the target group of users. These comments 

resonated with the experiences from the attempted trials on BD patients as low adherence to 

guidelines for carrying wearable sensors was one of the main issues. 

5.1.2 The concept of phone-based PAM 

This received feedback led to a consideration as to whether the system could be reduced 

in size in order to improve usability without suffering a total loss of functionality. The 

obtrusiveness of the system could be reduced by removing unfamiliar and additional 

elements to the user’s clothing and environment.  

Revising the original setup it was assumed that a mobile phone is the element that is 

most likely to be kept and would not cause compliance issues with the user, since these 

devices are in everyday use and are commonly carried everywhere. As previously described 

mobile phones also provide location services using a built-in GPS receiver (although it 

escalates the battery usage) whilst most come equipped with a Bluetooth communications 

link enabling them to interact with other devices. These attributes provide a means of 

devising a reduced self-standing monitoring system without the need for additional sensors. 

Therefore an investigation into the value of acquired geospatial and social data obtained 

from a mobile phone carried by a participant was conducted. 

5.2 Phone sensors 

There are a number of data inputs, relevant from a behavioural point of view, which can 

be harvested from a standard mobile phone, depending on make and model of the device. 

Usually, the sensory inputs are provided to enhance native functions of the firmware, for 

example a light detector that enables the automatic control of the brightness of the display. 
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The investigations presented in this chapter focus on two particular types of data possible to 

retrieve from most devices. Those are location and Bluetooth encounters information.  

5.2.1 Positioning 

As described in Chapter 3, GPS technology is currently the most common way to obtain 

geospatial position. Many mobile phones also provide location services using a built-in GPS 

receiver and most come equipped with a Bluetooth communications link enabling them to 

connect to a range of external GPS receivers. 

The main disadvantage of GPS localization is the poor visibility of satellite signals when 

indoors or in other locations with an obstructed view of the sky (e.g. dense forests). This can, 

however, be rectified by the use of GSM cell information. In order to perform its basic 

functionality, every phone is connected to the GSM network which is divided into cells 

(hence the term cellular phone) located around a base station. The size of these cells varies 

from a radius of tens of kilometres in non-urbanised areas to tens of meters in dense city 

environments [85]. If the location of the base station to which the mobile phone is currently 

connected is known then this information along with the signal strength can be used to obtain 

its approximate location. Considering the frequency of the radio signal (usually of 900MHz) 

combined with relative closeness of a transmitter, the penetration of buildings and structures 

is much deeper than GPS (whose base frequency is approx. 1.5 GHz). This can be used to 

obtain positional information where GPS localization is unavailable [110]. 

5.2.2 Bluetooth encounters 

Bluetooth technology is being incorporated into an increasing number of devices. It is 

estimated that globally there will be more than 2.4billion Bluetooth enabled devices by the 

year 2013 (with at least half of such devices expected to be phones and PDA’s) [111].  
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Mobile phones equipped with Bluetooth connectivity have mechanisms allowing them to 

discover all visible Bluetooth devices in range (up to 100m for Bluetooth class 1 devices). 

Information about the number and type of such devices provides a means of inferring much 

about the users’ context and their surroundings.  For example, discovery of another 

Bluetooth enabled phone indicates the presence of another individual carrying a phone who 

can possibly then be identified.  The general scheme is illustrated in Figure 5-1. 

 

Figure 5-1 Example of a possible Bluetooth context 
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Techniques based on Bluetooth encounters are already utilized to infer friendship 

networks [112,113], provide location-related information [114] or even provide common 

ground for interaction between two people in Bluetooth proximity based on their pre-shared 

profiles [115]. The promising results of these investigations led to the idea that performing 

Bluetooth scans can provide valuable information about social interactions, an area strongly 

affected during the course of most behavioural disorders [53]. 

5.3 Trial 

A technical trial aimed at devising a methodology of extracting information regarding 

social behaviour from the data that is possible to obtain from a mobile phone was designed 

and performed following the technical trial of the main set of sensors described in the 

previous chapters. The experimental hardware and software setup consisted of one (or two) 

wearable elements of the setup described in Chapter 3 namely the phone and optionally an 

external GPS receiver.  Modifications, mainly in the software layer, made before the study 

are described in the following sections. 

The main objective of the trial was to collect geospatial and Bluetooth encounter data 

from a number of participants. It was expected that simplification of the hardware setup 

would improve user compliance and data coverage as the system would be more likely to be 

used. The collected information was used to devise means of analysis and derive about the 

basic behaviour patterns of the monitored individual.   

5.3.1 Setup 

The main aim of the trial was to acquire and process data solely from a mobile phone. 

The hardware consisted of either a Sony Ericsson G502 or Nokia 6120. The latter contains a 

built-in GPS receiver although both of the devices could be paired with a Bluetooth enabled 
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GPS receiver (BlueNext BN-906GR). The advantage of such an arrangement, over the use of 

an in-built GPS receiver, was the higher reliability of a quality external receiver in 

comparison with the internal one available in the phone. Such an off-the-shelf GPS device 

packaged as a convenient keychain did not increase the obtrusiveness of the setup nor 

compromised the main requirement of the trial. What is more, it was found that the 

combined average battery life of a phone and an external receiver is higher than that of a 

phone with an internal GPS receiver.   

The phone’s software constituted of a single Java application based on the PAM sensors 

application described in Chapter 3. The modifications included:  

• Removing the capability to connect to other wearable elements not applicable in this 

scenario. 

• Enabling the collection of cell information (identification number of the currently 

used base station). 

• The memory leak which caused the exclusion of Bluetooth encounters monitor in the 

trials described in the previous chapter was fixed. 

• The option of utilising the phone’s internal GPS receiver was reintroduced to 

facilitate obtaining geospatial data without additional devices. 

• Simpler CSV data storage format was used for ease of further processing. 

No user input questionnaires or automated data transfer applications were used in order 

to simplify the protocol. Data was collected off the phones after the trial with the position 

data recorded as sets of four values: latitude, longitude, speed and satellite count, with the 

data sampled and stored every four seconds. Current cell ID was stored in conjunction with 

every GPS reading in order to simplify the synchronisation of the two types of readings. 

Bluetooth encounter scans were performed every 10 minutes and stored as a set of unique 
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MAC addresses of the discovered devices. The frequency of the scans was selected as a 

compromise between minimising the battery usage necessary to perform scans whilst 

ensuring that a device present in the surrounding area for a significant amount of time would 

be detected. 

5.3.2 Participants and ethical approval 

Since the objective was to test the technology and devise tools for data analysis the 

subject group did not include patients suffering from the investigated disorder. Rather, the 

control experiment consisted of two male and two female subjects aged between 20 and 29, 

who have no history of BD, although one of the female subjects has been diagnosed with 

depression in the past. The experiment lasted for a period of time between three and eight 

weeks in different locations in the UK, Poland, Sweden and Uganda (as participants travelled 

between those countries). During the trial, subjects were asked to keep both the trial phone 

and the GPS receiver (if not using the built-in capability) with them at all times, although 

they could disable or terminate the monitoring application at any time. 

Since there were neither significant data inputs nor devices added compared to the main 

PAM prototype (as the aim was to reduce the extensiveness of sensor network), the 

experiment was performed under the ethical approval obtained for testing the complete 

system. The participants were given the same information and consent forms as in the 

technical trial described in Chapter 4 with the description of unused devices and techniques 

removed.  

5.4 Results and analysis 

The trials performed between February and August of 2010 resulted in a database 

consisting of over 2 million separate GPS readings (combined with cell network 
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information) and the results from nearly 15 thousand scans for Bluetooth encounters. The 

users complied with the usage instructions, which resulted in good coverage of data in the 

temporal domain. This provided a solid base for investigating the extraction of patterns from 

the acquired data.  Participants were interviewed immediately after the trial in order to 

provide information that could be used to validate results derived from the recorded data. To 

minimise the error caused by the recollection process, each user was asked before the trial to 

take note of the places visited when being under monitoring. However, to minimise the 

inconvenience, they were not asked to keep a strict diary of visited locations.  

To make it easier to generalize the methodology between datasets, longer lasting trials 

were divided into four week segments (unless the trial was shorter than this period). The 

datasets are identified by two numbers: the first one indicating the participant and second 

indicating a particular 4-week dataset (e.g. dataset 3.2 indicates second dataset of Participant 

3). 

5.4.1 GPS tracks analysis 

Literature shows that the most significant information that is possible to obtain from 

even sparse GPS tracks is the user’s meaningful locations [116,117]. The key is to transform 

physical coordinates obtained by positioning technology into a domain where places are 

described in terms of their meaning for the user (for example home, workplace etc.). Such 

places can be then classified and their importance derived.  

The data collected in the experiment was analysed in order to discover such locations. 

Figure 5-2 presents a map containing one of the GPS datasets for Participant 2. All figures 

found in this chapter are generated from the same dataset 2.1 (unless stated otherwise). 

Figures and analysis results of other participants’ data (i.e. datasets 1.1; 1.2; 2.1; 2.2; 3.1; 3.2 

and 4.1) can be found in the appendix. 
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Figure 5-2 Geospatial tracks from dataset 2.1 

It can be observed that the data is noisy as points are scattered uniformly throughout the 

plane. Moreover, linear tracks bearing no relation to actual location (most likely resulting 

from Kalman filtering used internally in the receiver) can also be observed.  Nevertheless, 

clusters of points are clearly visible with narrow traces along the roads leading between 

them.  
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5.4.1.1 Pre-processing points 

Before significant locations can be discovered it is necessary to process the collected 

geospatial points in order to reduce noise and so achieve better separation between the 

clusters which correspond to these locations.  

Pre-clustering processing of the data consisted of removing all readings based on three or 

fewer satellites, which includes those producing the linear features in the bottom left 

quadrant of the Figure 5-2. Since the main aim of the clustering process was to detect 

significant locations rather than map the journeys between them, another pre-clustering step 

was to eliminate points where the recorded speed (provided by the GPS receiver using its 

internal calculations) suggested the subject was moving. Taking this into consideration a 

dataset was produced consisting of points gathered when the speed was less than 1km/h. 

Figure 5-3 shows the data from Figure 5-2 distinguishing between points with low satellite 

visibility and those where speed indicates movement, whereas Figure 5-4 shows the resulting 

dataset with these points removed, so illustrating more separate clusters of readings.  
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Figure 5-3 GPS tracks from dataset 2.1 segregated with regard to satellite count and speed 
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Figure 5-4 Processed dataset 2.1 

5.4.1.2 Clustering 

There are numerous clustering algorithms that can be utilised to solve the problem of 

clustering such data. These include Bayesian probabilistic algorithms and simple k-means to 

more complex methods [118]. 

However, the literature suggests that the technique that is applied the most is Density-

Based Partitioning. Algorithms from this group try to discover dense connected components 

of data, which are flexible in terms of their shape. Density-based connectivity is used in the 
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algorithms DBSCAN, OPTICS, DBCLASD, while the algorithm DENCLUE exploits space 

density functions. These algorithms are less sensitive to outliers and can discover clusters of 

irregular shapes. They usually work with low-dimensional data of numerical attributes, 

known as spatial data [118]. Such qualities render them as a good tool to deal with the 

geospatial data collected here. The first of the listed algorithms: Density-Based Algorithm 

for Discovering Clusters in Large Spatial Databases with Noise (DBSCAN) has already 

demonstrated its effectiveness in clustering geospatial records [117,119,120].  

DBSCAN was developed at the University of Munich in 1996 and has since become one 

of the most commonly used algorithms for clustering large data sets. The algorithm targets 

low-dimensional spatial data with only two input parameters ε and MinPts which are used to 

define the following constructs: 

1. An ε-neighbourhood of a point X = [x1,…,xn] defined as a collection of points Y 

for which d(X,Y)< ε , where d is the Euclidean distance between the points. 

2. A core object is a point with a ε neighbourhood consisting of more than MinPts 

points. 

3. Point Y = [y1,…,yn] is density-reachable from a core object X when a finite 

sequence of core objects between X and Y exists such that each belongs to an ε 

neighbourhood of its predecessor. 

4. Two points X, Y are density-connected when the two are density-reachable from 

a common core object. 

So defined density-connectivity is a symmetric relation and all the points reachable from 

core objects can be factorized into maximal connected components serving as clusters. The 

points that are not connected to any core point are declared to be outliers (they are not 

covered by any cluster). The non-core points inside a cluster represent its boundary. Finally, 

core objects are internal points [121].  
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The values of parameters ε and MinPts should be selected with respect to the data 

features. The former should relate to the data resolution (how close the points can be from 

each other) whereas the latter is crucial and defines how dense the sought clusters should be. 

There are several reasons for favouring this method. Firstly, a small set of input 

parameters makes it easy to generalize the methodology. Secondly, the method does not aim 

to cluster all the points in the input database meaning that a substantial subset may emerge 

un-clustered and so can be considered as “noise”. This is a crucial feature as many recorded 

points will clearly not belong to a significant cluster (i.e. a meaningful location). For 

example, there may be readings taken during the transition between locations that are better 

left un-clustered. 

In the processing of the trials results the ε value was set at a constant value of 5 times the 

resolution of a GPS reading which is 0.0005 degrees in coordinate space. This corresponds 

to an area of approximately 30 by 50 meters in Europe where the vast majority of readings 

were taken. Varying the value of MinPts parameter was the factor that influenced the number 

and significance of discovered locations. The process is described below. 

5.4.1.3 Density and clusters 

Considering the temporal features of GPS readings, the MinPts parameter can be related 

to the total time spent by the subject in a particular location. In the presented approach data 

was first clustered with a parameter value of 5000. Taking into account the sampling period 

(one point is taken every 4s.), this corresponds to approximately 5.5 hours worth of records 

within a cluster throughout a particular 4-week dataset, although the actual time may be 

greater due to the fact that points with poor satellite coverage (mostly from indoor 

monitoring) were disregarded (see pre-processing). Figure 5-5 shows results of such 

clustering performed on the data presented in the previous figures. 
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Figure 5-5 Dataset 2.1 clustered with MinPts set to 5000 (high density clustering) 

Here, a significant subset of the points was classified as noise. This indicates that the 

spatial density is not high enough to constitute a cluster with the specified parameter. 

However, such noise may still carry information about less frequently visited places. Such a 

possibility was explored by taking points classified in the previous step as noise and 

applying a less rigorous clustering via use of a significantly lower MinPts value of 500 

(Figure 5-6). This procedure was repeated also for a MinPts value of 150 (Figure 5-7).  
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Figure 5-6 Remainder of dataset 2.1 clustered with MinPts set to 500 (medium density 
clustering). Note: Cluster 2 is outside the plotted area 
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Figure 5-7 Further remainder of dataset 2.1 clustered with MinPts set to 150 (low density 
clustering). Note: Cluster 5 is outside of the plotted area 

5.4.1.4 Significant locations 

In order to verify the clusters, subjects were shown the maps as in figures 5.2-5.7 

generated on their data and asked to identify places where clusters were found. In all cases, 

users were able to successfully identify discovered clusters as meaningful locations. Table 

5-1 presents the results of cluster discovery and identification for one of the subjects. In 

general, clustering performed with greater values of MinPts identified frequently visited 

places with a large average occupation time such as home, workplace or gym. Lower values 
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of MinPts enabled the discovery of less frequently visited places (e.g. one-off visits) as well 

as places that were visited frequently but for short periods of time (e.g. regular bus stops). 

The reports cohere with a timeline showing the presence in each cluster generated from 

reading timestamps as shown in Figure 5-8. Gaps in the plot represent times when the 

monitoring was essentially inactive, that is, when it had been turned off or no satellites were 

in view.  

Table 5-1 Example of cluster verification for dataset 1.1 

Cluster number 
MinPts 

parameter 

Description given by participant 

Place Times visited Avg. duration  

1 5000 (high) Workplace Constantly Hours 

2 5000 (high) Home Constantly Hours 

3 500 (med) 
Sports centre 

(gym) 
Often 1 hour 

4 500 (high) Friend’s house (1) Several 2-3 hours 

5 150 (low) Bus stop Several < 15 minutes 

6 150 (low) City Centre Several 1 hour 

7 150 (low) Sunday market Once 1 hour 

8 150 (low) Bus stop Once < 15 minutes 

9 500 (med) 
Campus pub/ 

cafeteria 
Several 1 hour 

10 150 (low) Bus stop Twice < 15 minutes 

11 150 (low) Bus stop Once < 15 minutes 



 132

00:00 02:24 04:48 07:12 09:36 12:00 14:24 16:48 19:12 21:36 00:00

03/02/10

04/02/10

05/02/10

06/02/10

07/02/10

08/02/10

09/02/10

10/02/10

11/02/10

12/02/10

13/02/10

14/02/10

15/02/10

16/02/10

17/02/10

19/02/10

20/02/10

21/02/10

22/02/10

23/02/10

24/02/10

25/02/10

26/02/10

27/02/10

28/02/10

01/03/10

 (1)  (2)

 (2)

 (2)  (1)  (2)

 (2)  (2) (3)  (4)

 (4)  (2)  (2) (5)  (6)

 (2)  (1)  (2)  (2) (3)

 (2)  (1)  (1)  (2)

 (2)  (1)  (1) (2)  (2)

 (2)  (1)  (2)  (4)

 (1) (2)  (5)  (6)

 (2) (5)  (5)  (6)

 (6) (2)  (2) (5)  (7)  (8)

 (1)  (2) (3) (9)

 (2)  (1)  (2)

 (1)  (2)

 (1)  (2)

 (2)  (2) (2)

 (2)  (2)  (2) (4) (9)  (10)

 (2)  (1)  (2)  (2) (3)

 (2)  (1)  (2)

 (2)  (1)  (11)

 (1) (2)  (2)  (2) (3)

 (2)  (1)  (2)

 (2)  (9)  (10)

 (2)

 (1)

 

 

 (10)

Presence in Cluster (number)

Unclustered / Transition

 

Figure 5-8 Presence in clusters over time. Each row corresponds to a day in the monitored 
period. Cluster numbers correspond to those presented in Table 5-1. 

5.4.2 Inclusion of cell information 

While performing the pre-processing it became apparent that removing unreliable points 

with low satellite visibility resulted in rejecting an average of 30% of readings in all datasets 

(up to 45% when using the less reliable Nokia phone with an internal GPS receiver). 

Moreover, interviews with the participants revealed that although most of the frequented 

locations were discovered, some visits, mostly one-off visits to indoor places, failed to be 

identified. Investigations have been conducted towards rectifying this loss using cell base 

station ID information, which was stored in conjunction with every GPS reading taken. 

It is theoretically possible to resolve base cell ID to their position. However, this requires 

prior knowledge about the location of cells owned by the particular GSM network operator. 
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Although there is a database provided by Ofcom containing such information for the UK and 

[122], the data in the described trial covered numerous location in several countries and most 

open-access databases (including ofcom) containing cell locations are scarce and incomplete 

for these places [123].  

In light of this fact the use of GSM network information was put to use not as a self-

sufficient method of localisation but rather as information complementing the GPS readings 

where satellite visibility was particularly low (mostly indoors). The logic was then used to 

improve GPS information and appraise its influence on the results generated using the 

methodology described above. 

5.4.2.1 Method 

Most commonly, the loss of GPS link is the result of the user entering a large structure 

such as a high rise building. The thick concrete walls and other type of obstructions cause the 

GPS receiver to lose the line of sight and so provide unreliable data. In many cases however 

the mobile phone remains connected to the base station.  

The main assumption of the proposed method is that if the GPS signal has lost its 

strength but the ID of the currently connected base station stays the same it can be assumed 

that the user has remained in the same area but the view of GPS satellites has been 

obstructed. Therefore, all subsequent readings where there is no GPS link but the same cell 

ID is recorded are to be treated as readings from the last reliable GPS position recorded.  The 

proposed algorithm replaces all following readings with the last established position until a 

reading with a different cell ID or a re-established GPS fix is recorded. Figure 5-9 illustrates 

the process. 
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Figure 5-9 Complementing GPS readings with GSM information. 

5.4.2.2 Effect on the results 

The method of complementing GPS data via the use of cell information was validated by 

re-processing and re-clustering of the datasets amended according to the devised algorithm. 

To achieve the comparability of the results, the process was performed in the same manner 

as with unmodified GPS readings. Data was clustered on three levels of MinPts density: 

5000, 500, 150 and compared with the corresponding results from original datasets.  

In all cases new clusters were discovered. Moreover, some clusters identified with the 

standard routine exhibited a higher density in the amended method and as expected, this 

applied mostly to indoor locations with a low frequency of visits, where the density of 

reliable readings outside those places was not high enough to be detected using solely GPS 

information.  
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The application of the method using low values of MinPts, however, resulted in 

emergence of clusters that failed to be recognised by the participants (i.e. false positive). 

False positives were not observed within high and medium density clusters in all datasets. 

This suggests that such a methodology of enhancing GPS readings should be used only for 

high to medium density clustering. 

The overall effect of including GSM network information in the process of clustering is 

illustrated in Table 5-2 created for the dataset 1.1 which is characterised by the highest 

difference in the number of discovered clusters detected using both approaches. Numbers in 

brackets show the number of clusters successfully identified by the users. Remaining dataset 

information can be found in the appendix. 

Table 5-2 Clusters detected in dataset 1.1 with and without the use of GSM information.  

 Using GPS Using GPS and Cell ID 

Number of geospatial points 457014  - 

Number of points after pre-processing 98876 178222 

High density clusters 

(successfully identified) 

2(2) 

 
2(2) 

Number of med. density clusters 

(successfully identified) 
3(3) 5(5) 

Number of low density clusters 

(successfully identified) 
6(6) 11(6) 

Total clusters 11 18 

Successfully identified clusters 11 13 

False positives 0 5 
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5.4.3 Bluetooth encounters 

The phones performed a total of 14500 Bluetooth scans during the trial. The datasets 

were divided into 4 week long parts to match the division of positional data. The number of 

performed scans throughout such datasets varied from 800 to more than 2000 as the 

implementation of the scanning facility is device-dependent. One of the devices (Nokia) 

continued scanning until all detectable devices were discovered resulting in long-lasting 

scans whereas the other (Sony Ericsson) employed a fixed time span for each single scan. 

5.4.3.1 Processing 

Each scan produced a timestamp and a set of hexadecimal MAC addresses of the devices 

discovered in range. This allowed the identification of times when the number of 

encountered devices was particularly high, which would indicate a crowded area, such as a 

bus or a busy city centre. 

In order to extract more useful information from the datasets, they were transformed 

from a temporal organisation to a MAC-oriented one. This resulted in a table of MAC 

addresses (encountered Bluetooth devices) with assigned dates when such encounters took 

place. This gave insight into the repeatability of such encounters.  The further step was to 

categorise those devices depending on the frequency of encounters. Those categories were: 

‘single’ (1 encounter in a dataset), ‘occasional’ (between 1 and 10), ‘frequent’ (between 10 

and 40) and regular (40 and more).  

5.4.3.2 Results overview 

The average number of Bluetooth encounters per each scan throughout the datasets was 

just below two. As stated before, the setup based around the Nokia exhibited longer scan 

times, resulting in more discovered encounters. This became apparent in datasets where one 



 137

of the scans performed by a Nokia revealed 169 encountered devices during a scan lasting 

for more than 30 minutes. The scans performed using Sony Ericson did not show such 

extreme values. Nevertheless, single scans with the number of discovered devices reaching 

30 encounters were also observed in crowded places.  
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Figure 5-10 Number of discovered devices by category 

In all of the datasets the majority of discovered devices were one-off encounters with a 

small but significant subset appearing more than once (Figure 5-10). An attempt was made to 

identify the most frequently occurring devices although this procedure was difficult as it 

required surveying frequented places and discovering the devices that the discovered MAC 

addresses belonged to. The example of such identification of ten most frequent encounters in 

one of the datasets is shown in Table 5-3.  

To further the knowledge about the discovered devices the scan results were matched 

with meaningful locations found during the analysis of positional data. Encounter times were 

matched with the presence in the discovered clusters. The first discovery was that scans that 
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resulted in the most encounters in the vast majority of cases were usually performed either 

during transition times or during the participant’s presence in public areas such as city 

centres or restaurants. Such contexts, in fact, suggest a crowded space with numerous people 

equipped with Bluetooth technology.    

As expected, some of the devices were encountered only in a particular location, such as 

a Bluetooth enabled home computer or a mobile phone of a work colleague. Others were 

encountered in more than one location, which was an indicator of social interaction as those 

devices were identified as mobile phones belonging to friends or spouses. An example of 

such inference is shown in Table 5-3. 

Table 5-3 Identification of most frequently encountered devices for Dataset 1.2 

Device MAC Number of 
encounters 

Locations (clusters) of the 
encounter Identification 

002298F62929 715 
Home and other social (friend’s 

house, restaurants and other) 
Partner’s phone 

0016B8A8EBCD 566 Home Second mobile 

001E377F9510 523 Workplace, Home Work laptop 

00197EDF162D 463 Home Unidentified 

000A3A815024 392 Workplace Laboratory PC 

001A897E13E9 360 Home Unidentified 

0026CC64A65D 328 Workplace Colleague’s phone 

0022FDA6FADC 192 
Friend’s house, Work, Home, 

City centre 
Friend’s phone 

0022A9365CEA 148 Home Unidentified 

 

In the future implementations, the process of initial identification of the devices could be 

could be facilitated by the user who could identify the custom Bluetooth names during a 

setup procedure of the system. 
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5.4.4 Change detection 

As previously stated, some of the acquired datasets covered up to 8 weeks. This provided 

a good frame of reference for appraising whether changing patterns of behaviour are 

reflected in the results obtained with the devised methodology. Maintaining the division into 

four-week-long datasets, the participants whose data constituted of at least two datasets, 

were asked to point to any changes to their lifestyle, which was then used to validate the 

obtained analytical results for the period of monitoring.  

5.4.4.1 Participants’ reports 

Participant 1, a single female, described the first month (dataset 1.1) as average and 

representative of her usual lifestyle. The second period (dataset 1.2) was characterised by a 

home refurbishing project, causing her to work from home. Less social interactions occurred 

during this period. 

Participant 2, a male living with his partner, described the time covered by dataset 2.1 as 

a busy period spent preparing a work-related assignment. Most of his days were devoted to 

lab work and he did little socialising. The participant described the second month of 

monitoring (dataset 2.2) as a very active period with weekend escapes and social events as 

well as a week-long trip to the family home abroad. 

Participant 3, male living with his spouse, reported a most significant change in routine 

between the two investigated periods compared to other participants. During the second 

month of surveillance (dataset 3.2), he temporarily moved abroad (to Sweden) for voluntary 

hospital work. The trial ended soon after his return.   
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5.4.4.2 Coherence with analysis results 

The key features of particular datasets are shown in Table 5-4. It was observed that 

reported routines were also apparent in the obtained results. Dataset 1.2 is characterised by 

only one high density cluster which would indicate that only one location was visited 

constantly and for long periods of time. This agrees with the participant’s claim that the 

second month of monitoring was spent mostly at home including remote working, which 

caused the workplace not to be among the high-density clusters.  

Dataset 2.2 contained a significantly higher number of clusters of each density compared 

with dataset 2.1. The fact that the most encountered Bluetooth device in the first dataset is 

the workplace computer coheres with the feedback given by the participant.  

Datasets 3.1 and 3.2 show the change of lifestyle reported by the participant. Encounters 

with their spouse’s phone  are dominant in first period but non-existent in the second dataset. 

Also the locations of detected clusters shifted reflecting the fact of moving abroad.   

Table 5-4  Analysis of multiple datasets 

Subject Dataset 
Total number of clusters detected 

(high, medium, low density) 

Avg. number of 
encounters per scan 

Most encountered 
Bluetooth device 

1 

1.1 11 ( 2 , 3 , 6 ) 2.00 
Not identified – related 

to ‘Home’ cluster 

1.2 7 ( 1, 3 , 3 ) 1.87 
Not identified – related 

to ‘Home’ cluster 

2 
2.1 12 ( 3 , 3 , 6 ) 2.75 Lab PC 

2.2 25 ( 4 , 13 , 8 ) 3.44 Partner’s mobile phone 

3 

3.1 35 ( 4 , 9 , 22 ) 0.82 Spouse’s phone 

3.2 25 ( 2 , 7 , 16 ) 0.40 
Not identified – related 
to ‘Place of residence 

abroad’ cluster 
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What is more, it can be observed that periods described by participants as more social 

and active are characterised by a higher number of encounters per scan. This is likely to be 

caused by a higher number of other Bluetooth devices in crowded places usually connected 

with social activity (e.g. pub).  

5.5  Summary 

The concept of the PAM performed solely on a mobile phone was inspired by 

experiences resulting from earlier trials as well as from the feedback received from the 

psychiatric community. The commenced trial focused on information that it is possible to 

obtain from a smartphone which includes GPS position and Bluetooth encounters. The 

possibility of enhancing GPS positioning with GSM cell information was also explored. The 

tests consisted of participants carrying the phone (and in some cases a GPS keyring) for a 

period of three to eight weeks. Afterwards the results were analysed in order to extract 

behaviourally relevant information about significant locations and interactions. Using the  

DBSCAN algorithm allowed the identification of significant locations successfully validated 

by the participants. The process was then improved by utilising cell information according to 

a devised algorithm. Table 5-5 shows an analysis overview of all datasets included in the 

study. Detailed results for one dataset are shown within the chapter whereas others can be 

found in the appendix. Including cell network information improved the process of 

identifying clusters. However, it was discovered that low density clustering of data 

augmented with the use of GSM information can lead to false positives. 
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Table 5-5 Overview of GPS analysis 

 
Dataset 

1.1 1.2 2.1* 2.2 3.1 3.2 4.1** 

Weeks covered 4 4 4 4 4 4 3 

No. of GPS points 457014 402953 137410 257244 403949 309355 88516 

No. of points after 
preprocessing 

98876 65916 71752 82610 227288 219725 12529 

Percentage of points 
rejected due to low 

satellite count  
34.14% 48.66% 10.82% 38.23% 13.23% 6.99% 85.85% 

High density clusters 2 1 3 4 4 2 1 

Med. density clusters 3 3 3 13 9 7 4 

Low density clusters 6 3 6 8 22 16 3 

Number of points 
reassigned using GSM 

79346 75580 * 23636 18531 4374 ** 

High density clusters 
detected with GSM 

2 2 * 5 4 2 ** 

Med. density clusters 
detected with GSM 

5 4 * 12 10 9 ** 

Low density clusters 
detected with GSM 

11 13 * 10 26 15 ** 

Number of false positives 
with GSM*** 

5 4 - 2 0 0 - 

* - Dataset 2.1 does not include GSM cell information 

** - GSM cell information could not be obtained in Uganda for dataset 4.1 

*** - False positives occurred only within low density clusters 

 

Analysis of Bluetooth encounters showed that such information can be utilised in several 

ways. Identifying the most frequently encountered devices, can provide insight into the 

number and times of interaction with users of these devices. In particular phones belonging 

to friends and spouses of participants of the study were identified.  
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Concurrently, frequently encountered devices can be often tied to one particular location 

(identified in earlier steps). Therefore, such encounters can be useful in enhancing the 

positioning process where GPS localisation is not available. For example, recording an 

encounter with a Bluetooth enabled work PC can cause the system to assume the position to 

be ‘workplace’ without using other means of obtaining location. 

Moreover the number of encounters in a single scan can indicate a crowded location like 

bus or a city centre. This kind of information can also be useful in appraising the 

participant’s social activity.   

The combined data from both analyses were then used to explore differences within data 

collected from one participant over the course of two separate four week periods. In all cases 

participant-reported changes in their usual routine and behaviour could be related to a data 

input. Examples of such include:  

• Increased number of detected significant locations cohering with a more active 

social life. 

• Encountering workplace computer more often during periods of intensified 

work. 

• Significant locations shifting drastically as a result of moving to another 

country. 

• Increased number of Bluetooth encounters per scan during more ‘social’ times. 

Such derivations render data collected from a mobile phone as a comprehensive source 

of behavioural information. Adding the inputs not included in the trials (e.g. acceleration 

data from the internal phone’s sensor) could lead to an effective monitoring system that 

would be possible to achieve just by installing custom phone software without having to 

obtain additional hardware. 
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6  Discussion and Conclusions 

This chapter summarizes the main results and outcomes of the work. It also presents a 

brief discussion on the future of PAM in mental health based on the experiences arising from 

the work.  

6.1 Summary of work 

This thesis has presented the premise, implementation and testing of a prototype sensor-

based system which, it has been argued, could be applied to the pervasive care of the 

mentally ill. Considering the background, it was established that technology-aided methods 

of collecting information about patients’ well-being are still not part of standard clinical 

practice in mental health. Despite the progress in ambulatory care including development of 

less obtrusive body worn sensors, such technology is yet to make its way into psychiatric 

treatment and monitoring regimes. Nevertheless, there are several examples of research on 

including computerised self-assessment, physiological measurements, actigraphy and other 

novel approaches in the field of psychiatry, which are presented in Chapter 1. These 

approaches constitute the research context for the PAM for the mentally ill, a sensor based 

support network for people with psychiatric conditions. For several reasons, including the 

occurrence of opposite behavioural extremes and its high cost to healthcare, BD was chosen 

as the main target for the proposed system. The primary aim was to create an “early 

warning” system able to detect changes of behaviour that could indicate an upcoming bipolar 

episode and generate alerts. Such alerts could significantly improve the patients’ self-

awareness which is crucial in any BD  management regime.  
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These regimes along with the main symptoms, types and variations of the illness were 

presented in Chapter 2. Then, the key syndromes of manic and depressive episodes were 

matched with a non-invasive objective measure (e.g. psychomotor agitation in manic 

episodes can be observed via accelerometry). In these pairings, however, utilisation of 

physiological measurements was rejected due to their impracticability in a longitudal 

monitoring scheme. Possible sensor configurations were discussed in terms of their intended 

placement (wearable and environmental) as well their possible architecture.  

Chapter 3 presented the initial implementation of a first PAM prototype consisting of a 

wearable part with a mobile phone used as a hub and an environmental set of sensors to be 

set in the user’s home. Both subsets contain off-the-shelf sensing solutions as well as custom 

devices designed and developed for this particular purpose. The technical trial that followed 

the development of the prototype was covered in Chapter 4, which also included an attempt 

to include bipolar patients in assessing the devised system. The sensor data collected in the 

technical trial was processed in order to extract basic behaviour patterns for particular 

sensors.  The experiences from the technical trial were then used to reassess the setup and 

approach bipolar patients. However, due to potential participants withdrawing at various 

stages of the recruitment process, only one installation was performed. 

During the trials, several compliance and acceptability issues were identified, which 

were mostly related to the wearable part of the system. It was discovered that participants 

were not likely to incorporate additional elements in their clothing, which was exhibited in 

low usage of the wearable sensors. This applied to the healthy volunteers as well as the sole 

BD patient participating in the trial.  

The PAM trial along with initial feedback from the psychiatric community led to the 

conclusions that any additional device to be carried may cause compliance issues with 

prospective users. Therefore, the possibility of utilising a smartphone as the only means of 
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ambulatory monitoring was explored. During the investigation, involving four participants 

monitored over a period of up to eight weeks, location information along with Bluetooth 

encounters data was collected and then analysed. Positional data was subjected to clustering 

using a well established algorithm which led to identification of places meaningful to the 

participants, who validated the results. The methodology showed correlation between density 

of clusters and their significance for the subject. Attempts to improve the clustering process 

via utilising the cellular network information led to some improvements but also to false 

positives. 

Bluetooth encounters provided information possible to utilise in three ways. Firstly,  

matching a discovered Bluetooth-enabled device with its user yielded, to some extent, 

insight into social activity of the participant. Secondly, frequently encountered devices that 

occurred in a single location identified in positional analysis may enhance the positioning 

process. Finally, high number of encountered devices in a single scan usually indicated 

presence in a crowded location, which information may also be of relevance for a monitoring 

system. Overall, the devised analysis methods revealed the possibilities of deriving 

information about a person’s activity and social context based on inputs collectable from a 

mobile phone.  

6.2 Key conclusions and discussion 

Each stage of the work presented within this thesis resulted in key conclusions that were 

used to determine further steps. Reviewing current health service reports and academic 

publications revealed the growing problem of mental health and the existence of unmet 

needs within current healthcare systems. Moreover, it is apparent that the marginalised 

problems of people with mental illnesses will become an even greater burden in the near 
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future as their prevalence is expected to grow. BD sufferers were identified as a group which 

could potentially gain the most from an effective means of monitoring their current mental 

state. This is mostly due to the fact that an early recognition of bipolar episodes may result in 

a more successful intervention, but current clinical practice relies mostly on self-assessment 

in dealing with the disorder. Only a few research centres have attempted to implement a 

technology-led ambulatory monitoring system for people affected by the condition 

[54,59,62,64]. 

The premises described above drove the development and evaluation of a PAM 

prototype that included several sensory devices either worn by the users or placed in their 

home environment.  Every evaluated element provided potentially useful data about the 

users’ activity and patterns. However, many issues with the tested sensors and their 

implementations also became apparent, one of the main and most persistent being the 

impracticality of maintaining and “wearing” that many devices on a day to day basis. The 

sensor-specific gains and main problems that arose during the evaluation of the system are 

outlined in the table below (Table 6-1). It is worth noting that the concerns regarding the 

obtrusiveness do not apply to environmental sensors as they require minimal maintenance 

and, aside from the bed usage sensor, caused neither discomfort nor unease. 
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Table 6-1 The main gains and issues of individual PAM sensors  

Sensor Ambulatory relevant information Main issues 

Accelerometer Viable physical activity measure 
May not be worn in fixed position in 

relation to the body. 

Wearable light sensor 
Nature of the surroundings. 

Amount of daylight exposure (has 
clinical value) 

Easily obscured by layers of clothing. 
Impracticable to wear on the outer 

garment on a day by day basis 

Wearable microphone 
Nature of the audible environment and 

detecting possible noise irritants 
Potential of sensing emotions 

Obscured by clothing 

GPS receiver 
Shows daily routines and rhythms 

Out of ordinary behaviour and visits at 
unusual places 

Ongoing surveillance may be deemed 
invasive 

Environmental light sensor 
Amount of daylight at home 

Detecting using the home lighting at 
unusual times 

- 

Environmental 
microphone 

Nature of the audible environment at 
home 

- 

Motion sensors 
At-home activity patterns 

Detects symptoms like unrestfulness 
- 

Bed usage sensor Sleep patterns 
Occurring privacy concerns 

Causing physical discomfort when 
placed on the bed 

 

Some of the issues described above can possibly be rectified by changes in 

implementation. For example smart sensorised outer garments could facilitate collecting 

light and microphone readings along with other clinically relevant data [62]. Nevertheless, 

many of the inputs considered in the work, much as physiological measurements, might be 

not practicable to implement, despite the usefulness of provided data. Further insight into 

this aspect could be obtained by establishing user focus groups which were not employed in 

the described study. However, as stated earlier, the PAM project was supported by an 

advisory group consisting of clinicians and patients who provided initial user input.   
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Another factor that can contribute to the reduction of desired sensors is the 

interchangeability of the data they provide. Although no dedicated investigation was 

conducted, such links between data types could be observed. An example of such is that 

whilst the participant’s presence indoors could be derived from decreased natural light 

and/or increased artificial light sensor readings, it was also characterised by the GPS sensor 

loosing satellite link.   

The combined experience of all implemented trials and tests led to the conclusion that a 

successful wearable monitoring system should not interfere with the user’s routine and 

habits. Therefore pursuing monitoring via only a mobile phone was a logical choice for 

further investigations. This approach proved to show true potential in providing insight into a 

user’s life to an extent unavailable by other means of sensor-based monitoring. Whilst 

BAN’s aim to collect physiological measures, posture data and biological markers, the phone 

provides a means of observing the effects of behavioural routines in daily life. Information 

gained from GPS surveillance combined with Bluetooth interactions provided information 

about visited places, interacted individuals, daily routines, work schedule among other 

equally meaningful data. There is a definite potential of monitoring social and lifestyle 

patterns which is yet to be researched.  

From the medical technology point of view, developing such a methodology can add a 

new dimension in tackling conditions known to affect the social and lifestyle patterns with 

psychiatric disorders being a flagship example.  

6.3 Barriers 

One of the main conclusions of the work presented in this thesis is that even relatively 

simple sensor inputs can provide useful information about a person’s life and their patterns, 
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which may carry significant clinical information. However, the main obstructions for further 

development of novel management and diagnostic tools in psychiatry lie not in technology, 

but rather in addressing two main barriers: 

• Clinical policies and practice – up to date, the technology-based approaches did 

not raise enough interest from the psychiatric community. Solutions ranging 

from non-complex electronically implemented assessment scales and text 

messaging prompts [54,58] to physiological measurements [44] have not yet 

made their way into the general practice. 

• User compliance and acceptability – it was shown that adding even relatively 

small additional elements to clothing is likely to result in non-compliance and 

loss of data coverage. Moreover, some sensors despite their unobtrusiveness 

may be deemed unacceptable due to the nature of data stored. 

The latter issue can to some extent be addressed during the system design process as 

sensors can and should be incorporated into everyday use devices and require minimal 

maintenance regimes. In this work it was shown that much can be achieved solely with a 

mobile phone, due to the fact that it is an appliance used and carried by users. As for 

acceptability of any sensor, it can be improved by applying on-sensor data processing which 

would extract only relevant information. This prevents any other sensitive data to be 

intercepted or maliciously used. In any case, dealing with the psychological and ethical 

impact of ongoing surveillance, regardless of the amount and nature of collected 

information, is a complex topic and a research field on its own [124,125]. 

Overcoming the first barrier described above requires deep policy changes and 

cooperation between researchers, clinicians and policymakers. Research needs to involve 

and inform the psychiatric community of positive outcomes of implemented studies. Only 
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then, modern technology-based approaches to mental care can be successfully rolled out and 

their true value appraised. 

6.4 The future 

The investigations conducted within this thesis show that developing an effective tool for 

managing and observing the course of psychiatric conditions is within reach but requires 

further effort especially in assessing user requirements and expectations among both 

clinicians and the patients. Some key issues and problems were identified on every level of 

the implementation process. Nevertheless, a clearer concept of a future PAM system 

emerges.  

6.4.1 Elements 

The following subsections briefly discuss the key elements of the envisioned system 

taking into consideration the experiences arising from the work conducted within this thesis. 

These elements would be the foundation of the proposed PAM scheme for patients with 

mental conditions outlined further in the text.  

6.4.1.1 Mobile phone 

The mobile phone should be the main hub and processing platform of the system. It is 

also justified that it is the only potentially viable “wearable” sensor. Moreover, smart-phones 

are capable of performing complex communication and processing tasks. This renders it as 

an ideal hub for any user-centred monitoring system.  

As functionalities of modern phones grow, the amount of significant patient information 

possible to collect will increase. The inputs researched in-depth in this thesis: location 

services (GPS and GSM based) and Bluetooth encounters monitoring could be expanded 
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with data collected from the phone’s internal accelerometers, light detectors etc. On top of 

that, the way the phone itself is used could provide information which might prove useful. 

Speed of typing, amount of text communication are just as representative of one’s lifestyle as 

the measures utilised in the studies conducted here. It is likely that continuous advancements 

in sophistication and complexity of phone operating systems will facilitate the customisation 

of the smart-phone software to serve as a PAM tool.     

6.4.1.2 The environmental sensors 

The environmental part of the system should consist of a set of simple and unobtrusive 

sensors spread within the home environment. The sensors as researched within this thesis 

were able to acquire potentially useful information and required little maintenance from the 

user. To simplify the setup, those sensors could communicate with the hub (phone) directly, 

using Bluetooth as a communication system. They could be provided as an addition to the 

phone based system, enhancing its functionality and providing more data. However, the cost 

for the user, aside from the price of hardware itself, would be the need to install and maintain 

additional devices in home.  

6.4.1.3 Processing and feedback 

As shown in this work, applying simple processing to the sensor data can provide 

behavioural information. It can be either processed further to extract more complex life 

patterns or fed back to the user or their clinician to allow them to derive information about 

the significance of the data. The latter option is more likely to be accepted by clinicians and 

patients as it provides more control and an overview on the type of information collected and 

removes the notion of a computer “making decisions”.  
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6.4.1.4 Deployment 

Provided that the envisioned phone-based system could be functional without any 

additional devices and sensors, it is possible that a PAM-specific application could be 

distributed and deployed via means available to any other mobile software. Most current 

mobile platforms offer custom software available via open market places where such an 

application could be distributed. Users could then use the system and observe the outcomes 

(i.e. the processed data patterns). This can be used to enhance self-reported information and 

improve the treatment process. The route described here may be the most promising way of 

reaching users that could benefit from using a non-traditional approach to their treatment.  

6.4.2 The general scheme 

The way the PAM system might work could be described by the following sequence: 

1. Patients either wishing to gain better understanding of their condition or 

following advice from their clinician register to a PAM service. 

2. The service provides patients with a software suite realising PAM on the user’s 

own phone. In case of the device not being advanced enough to effectively run 

the suite, guidelines would be provided to purchase a suitable device on the 

market. 

3. The user equipped with the software uses it to collect data which is then 

processed on the phone. For complex processing the user may be asked to send 

the data to a more powerful server provided by the PAM service.  

4. The data is then presented to the user in an understandable manner highlighting 

changes to behaviour that occurred during the monitored period. The patients 

could then decide to act on the received information according to their judgment. 
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Alternatively the information can be shown to the clinician to enhance their 

assessment of the patient’s currents state. 

5. Patients and clinicians could be asked to provide feedback on accuracy and 

correctness of the analysis which could be then used to improve the service.  

6. Additionally, as an option, the PAM service could suggest additional devices to 

be installed in the users’ home (i.e. environmental sensors). These could be third 

party off-the-shelf devices possible to pair with the PAM system via Bluetooth.  

The scheme provides a viable and easily implementable way of taking advantage of 

modern technology to provide help for mental care patients. It is worth noting that the 

system, as proposed, would play only a supporting role in the process of facilitating mental 

care rather than aim to replace the established practice. With the cooperation from the 

psychiatric community, PAM could become a very useful tool improving the outcome of 

treatment of BD as well as other psychiatric conditions. 
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Appendix A. Trial results of PAM on phone  

This appendix presents data and analysis results of the trial described in Chapter 5. The 

following figures and tables are generated from remaining datasets collected during the trial 

and not presented in the chapter itself. The pre-processing steps as well as methodology of 

extracting significant places is also described in-depth in Chapter 5.   

Table 1. Overview of the datasets 

 
Dataset 

1.1 1.2 2.1* 2.2 3.1 3.2 4.1** 

Weeks covered 4 4 4 4 4 4 3 

No. of GPS points 457014 402953 137410 257244 403949 309355 88516 

No. of points after 
preprocessing 

98876 65916 71752 82610 227288 219725 12529 

Percentage of points 
rejected due to low 

satellite count  
34.14% 48.66% 10.82% 38.23% 13.23% 6.99% 85.85% 

High density clusters 2 1 3 4 4 2 1 

Med. density clusters 3 3 3 13 9 7 4 

Low density clusters 6 3 6 8 22 16 3 

Number of points 
reassigned using GSM 

79346 75580 * 23636 18531 4374 ** 

High density clusters 
detected with GSM 

2 2 * 5 4 2 ** 

Med. density clusters 
detected with GSM 

5 4 * 12 10 9 ** 

Low density clusters 
detected with GSM 

11 13 * 10 26 15 ** 

* - Dataset 2.1 does not include GSM cell information 

** - GSM cell information could not be obtained in Uganda for dataset 4.1 
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A.1 Participant 1  

The trial for the Participant 2 lasted for eight weeks. The results consist of two datasets 

1.1 and 1.2 each consisting four weeks of data. 

 

Figure 1. GPS tracks in dataset 1.1 

 

 

Points with low sattelite count

Points with high speed

Reliable static points

 

Figure 2. Pre-processing of dataset 1.1 
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Figure 3. Clustering of dataset 1.1 
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Table 2. Cluster verification in dataset 1.1 

Cluster 
number 

MinPts 

parameter 

Description given by participant 

Place Times visited Avg. duration  

1 5000 (high) Workplace Constantly Hours 

2 5000 (high) Home Constantly Hours 

3 500 (med) 
Sports centre 

(gym) 
Often 1 hour 

4 500 (high) Friend’s house (1) Several 2-3 hours 

5 150 (low) Bus stop Several < 15 minutes 

6 150 (low) City Centre Several 1 hour 

7 150 (low) Sunday market Once 1 hour 

8 150 (low) Bus stop Once < 15 minutes 

9 500 (med) 
Campus pub/ 

cafeteria 
Several 1 hour 

10 150 (low) Bus stop Twice < 15 minutes 

11 150 (low) Bus stop Once < 15 minutes 
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Table 3. Including GSM information for dataset 1.1 

 Using GPS Using GPS and Cell ID 

Number of geospatial points 457014 

Number of points after pre-processing 98876 178222 

High density clusters 

(successfully identified) 
2(2) 2(2) 

Number of med. density clusters 

(successfully identified) 
3(3) 5(5) 

Number of low density clusters 

(successfully identified) 
6(6) 11(6) 

Total clusters 11 18 

Successfully identified clusters 11 13 

False positives 0 5 
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Figure 4. GPS tracks in dataset 1.2 
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Figure 5. Pre-processing of dataset 1.2 
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Figure 6. Clustering of dataset 1.2 
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Table 4. Cluster verification in dataset 1.2 

Cluster 
number 

MinPts 

parameter 

Description given by participant 

Place Times visited Avg. duration  

1 5000 (high) 
Home / 

Workplace 
Constantly Hours 

2 500 (med) 
Sports centre 

(gym) 
Often 1 hour 

3 150 (low) Bus stop Several < 15 minutes 

4 500 (med) Friend’s house (1) Several 2-3 hours 

5 150 (low) Bus stop Several < 15 minutes 

6 500 (med) Family home Once Hours 

7 150 (low) Pub Once 1 hour 

 

Table 5. Including GSM information for dataset 1.2 

 Using GPS Using GPS and Cell ID 

Number of geospatial points 402953 

Number of points after pre-processing 65916 141496 

High density clusters 

(successfully identified) 
1 (1) 2 (2) 

Number of med. density clusters 

(successfully identified) 
3 (3) 4 (4) 

Number of low density clusters 

(successfully identified) 
3 (3) 13 (9) 

Total clusters 7 19 

Successfully identified clusters 7 15 

False positives 0 4 

 



 161

A.2 Participant 2 

The trial for the Participant 2 lasted for eight weeks. The results consist of two datasets 

2.1 and 2.2 each consisting four weeks of data. 

 

Figure 7. The majority of GPS tracks in dataset 2.1 
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Figure 8. Pre-processing of dataset 2.1 
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Figure 9. The majority of clusters identified in dataset 2.1 

 

Table 6. Cluster verification in dataset 2.1 

Cluster 
number 

MinPts 

parameter 

Description given by participant 

Place Times visited Avg. duration  

1 5000 (high) Workplace Constantly Hours 

2 5000 (high) Home Constantly Hours 

3 500 (med) 
Sports centre 

(gym) 
Often 1 hour 

4 150 (low) Bus stop Several < 15 minutes 

5 500 (med) City centre Several 1-2 hours 

6 5000 (high) Friend’s house (1) Several 2-3 hours 

7 150 (low) Shopping centre Once 1 hour 

8 150 (low) Bus stop Several < 15 minutes 

9 150 (low) Castle Once 1-2 hours 

10 500 (med) Pub Once 3 hours 

11 150 (low) Church Once Hour 

12 500 (med) Friend’s house (2) Once Hours 

 



 163

 

 

 

Figure 10. The majority of GPS tracks in dataset 2.2 from Nottingham, UK (top) and 
Wroclaw, Poland (bottom) 
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Figure 11. Pre-processing of dataset 2.2 
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Figure 12. The majority of clusters identified in dataset 2.2
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Table 7. Cluster verification in dataset 2.2 

Cluster number 
MinPts 

parameter 

Description given by participant 

Place Times visited Avg. duration  

1 5000 (high) Home  Constantly Hours 

2 150 (low) Bus stop Several < 15 minutes 

3 150 (low) City centre Several 1-2 hours 

4 5000 (high) Workplace  Constantly Hours 

5 500 (med) Sports centre Often 1 hour 

6 500 (med) Shopping centre Once 1 hour 

7 500 (med) Friend’s house (1) Once Hours 

8 5000 (high) Friend’s house (2) Several Hours 

9 150 (low) Friend’s house (3) Once 2 Hours 

10 500 (med) Conference centre Once 4 hours 

11 500 (med) Café Several Hour 

12 500 (med) Pub Once 3 Hours 

13 5000 (high) Friend’s house (4) Once 2 days 

14 150 (low) Cinema Once 2 Hours 

15 150 (low) Castle Once 1-2 hours 

16 500 (med) Friend’s house (5) Once Hours 

17 150 (low) Bus stop Several < 15 minutes 

18 500 (med) Family home Several Hours 

19 500 (med) Friend’s house (6) Several 2-3 hours 

20 500 (med) Shopping centre Once 3 hours 

21 500 (med) Sister’s house Several 1-2 Hours 

22 150 (low) Friend’s house (7) Once 1 hour 

23 500 (med) Friend’s house (8) Once 2-3 hours 

24 150 (low) In-laws’ house Once 1 hours 

25 500 (med) Friend’s house (9) Once 2-3 hours 
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Table 8. Including GSM information for dataset 2.2 

 Using GPS Using GPS and Cell ID 

Number of geospatial points 257244 

Number of points after pre-processing 82610 106246 

High density clusters 

(successfully identified) 
4 (4) 5 (5) 

Number of med. density clusters 

(successfully identified) 
8 (8) 12 (12) 

Number of low density clusters 

(successfully identified) 
13 (13) 10 (8) 

Total clusters 25 25 

Successfully identified clusters 25 27 

False positives 0 2 
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A.3 Participant 3  

The trial for the Participant 3 lasted for eight weeks. The results consist of two datasets 

3.1 and 3.2 each consisting four weeks of data.  

The GPS tracks of the Participant 3 during the monitored period were spread around 

numerous regions of three countries (UK, Sweden and Poland). Therefore, it is impracticable 

to present those tracks as a set of figures as for the other participants. Therefore tables 

regarding the improvement of clustering with GSM cell information are enclosed. 

Table 9. Including GSM information for dataset 3.1 

 Using GPS Using GPS and Cell ID 

Number of geospatial points 403949 

Number of points after pre-processing 227288 245819 

High density clusters 

(successfully identified) 
4 (4) 4 (4) 

Number of med. density clusters 

(successfully identified) 
9 (9) 10 (10) 

Number of low density clusters 

(successfully identified) 
22(22) 26(26) 

Total clusters 35 40 

Successfully identified clusters 35 40 

False positives 0 0 
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Table 10. Including GSM information for dataset 3.2 

 Using GPS Using GPS and Cell ID 

Number of geospatial points 309355 

Number of points after pre-processing 219725 224099 

High density clusters 

(successfully identified) 
2 (2) 2 (2) 

Number of med. density clusters 

(successfully identified) 
7 (7) 9 (9) 

Number of low density clusters 

(successfully identified) 
16 (16) 15 (15) 

Total clusters 25 26 

Successfully identified clusters 25 26 

False positives 0 0 

 

 



 170

 

A.4 Participant 4  

The trial for the Participant 4 lasted for three weeks. The results consist of one dataset 

4.1 consisting of three weeks of data. 

 

Figure 13. The majority of GPS tracks in dataset 4.1 
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Figure 14. Pre-processing of dataset 4.1 
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Figure 15. The majority of clusters identified in dataset 4.1 
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Table 11. Cluster verification in dataset 4.1 

Cluster 
number 

MinPts 

parameter 

Description given by participant 

Place Times visited Avg. duration  

1 500 (med) Airport Twice 3 hours 

2 500 (med) City centre Several 1 hour  

3 500 (med) Friend’s house Once 3 Hours 

4 150 (low) Shop Once < 15 minutes 

5 500 (med) Friend’s house Twice 1-2 hours 

6 150 (low) Petrol station Twice 20 minutes 

7 5000 (high) Family home Many Hours 

8 150 (low) Airport parking Twice 15 minutes 
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Appendix B. The PAM reading's file 

Introduction 

This non-normative document discusses an XML file format for the storage of sensor 

network readings from heterogeneous devices in a single file. The format is intended to 

allow readings from different devices to be interlaced throughout the file, be able to group 

readings into sets of readings (reading_set), and keep verbosity to a minimum in order to 

maximise battery-powered device lifetimes. The intended audience of this document 

includes application developers whose programs read and write sensor network readings. 

XML files are plain text. They are human-readable and understandable. On the 

downside, XML files can be overly verbose or complex, but that can be managed. The file 

format has been chosen to distinguish readings from multiple sensors in the same file in 

order to keep the file count low. 

The normative XML schema describing the format and sample XML instance files can 

be found at: http://www.cs.stir.ac.uk/~jmb/pam/readingXml/ . The schema may be used to 

validate readings files. 

Readings file description 

Readings files are composed of XML elements. The main elements of readings files are: 

• Reading file 

• Readings 

• Reading set 

• Simple reading 

• Complex reading 

• Reading part 
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Reading file (<readingFile>) 

The reading file element is the root element of each file. It may contain a comment 

followed by a single readings element (<readings>), which contains a sequence of reading 

sets optionally followed by simple readings or complex readings. 

Reading set (<readingSet>) 

Reading set elements either contain simple readings or complex readings, or are self 

closing elements that are subsequently referenced by simple readings or complex readings. 

Reading set elements have id attributes that serve two purposes. The id is required and 

should contain a timestamp of when the reading set was created. The value should be 

represented as a long integer corresponding to the the number of milliseconds since January 

1, 1970, 00:00:00 GMT. 

Simple reading (<sr>) 

The simple reading element describes a reading taken by a device. A device reading may 

contain different parts (such as X, Y and Z coordinates) but the simple reading element does 

not distinguish these parts and the XML file author will need to adopt a convention (such as 

comma seperation) for distinguishing the parts. 

Complex reading (<cr>) 

The complex reading element also describes a reading taken by a device. It contains 

reading parts (<rp>) elements to distinguish the different parts of a reading. 

Referencing reading sets 

Simple reading and complex reading elements may be added to readingSet or readings. If 

added to <readings> then they should include a "ref" attribute with the value of the reading 

set id attribute value that they belong to. 
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