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Abstract

In this thesis computational studies on electromagnetic properties of metama-

terials and applications are introduced. The studies include an introduction to

the time–domain transmission line modelling (TLM) method and the funda-

mental scattering properties of metamaterials. The first major objective of the

thesis is directed to predicting the resonant frequencies of some forms of cut–

wire (CW) metamaterials by using approximate equivalent circuits. The sec-

ond objective is the improvement of metamaterial simulation efficiency based

on two approaches: a simulation method based on retrieved metamaterial elec-

tromagnetic properties and one based on digital filtering (DF) techniques. By

using the DF techniques, metamaterials are effectively modelled and the simu-

lation times are significantly reduced. The third objective is focused on study-

ing CW metamaterial as potential absorbers by deliberately including conduc-

tive losses. The proposed CW metamaterials are found to exhibit customisable

absorptance characteristics with arbitrary polarisation. This metamaterial ab-

sorber study includes an experimental validation.
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6.3 Coefficients of Padé form (eq. (6.2.1)) used for EBG structure. . . 149

xxxi



6.4 Comparison between fine and coarse mesh simulations. Details

of calculation machine used for both calculations are as are fol-

lowed: CPU is AMD Athlon (tm) 64 Processor 2.00 GHz; memory

is 2.00 GB RAM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
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CHAPTER 1

Introduction

1.1 First Metamaterial Measurements

For the first time in the history of science, negative values of refractive indices

have been experimentally demonstrated by using metamaterials by Smith et al.

[1–3]. Since these first experiments, metamaterial research has spread among

many researchers primarily due to the potential for exploitation.

The existence of metamaterials was first predicted in the Soviet Union by

physicist Veselago in 1968 [4]. Although at this point details on how to produce

metamaterials had not been specifically mentioned, he indicated possibilities

of many unusual but physically new behaviours achievable due to the negative

refractive index (NRI). His discoveries include reversal of Snell’s law. In the

NRI media the phase velocity becomes anti–parallel (i.e. the opposite direction)

to the group velocity so that the waves behave as they propagate backward,

though the energy still propagates forward.

From 1996 to 1999 Pendry et al. of Imperial College London theoretically

demonstrated that thin–wire structures [5, 6] and split–ring resonators (SRRs)

[7] can respectively have negative permittivity and negative permeability

(see Fig. 1.1 for the structures). The resonant behaviour of these artificially

1



Figure 1.1: Thin wire structures (left) [5, 6] and SRRs (right) [7] proposed by

Pendry et al. to artificially obtain negative permittivity and nega-

tive permeability, respectively.

composed structures are different from that of conventional materials available

in nature. Specifically, the non–artificial materials are composed of atoms

or molecules, and their resonant frequencies depend on the polarisations

of the molecules, whose structural size is extremely small compared to the

wavelength of the incident waves. However, in the artificial materials (e.g.

those suggested by Pendry et al.) the structures consist of not only the

naturally available materials, but also periodic metal units. These metal units

are much larger than the molecule sizes, but still small enough compared to

the wavelength of the incident waves. In this case, the resonant frequency is

also affected by the polarisation of the metal composites which are artificially

embedded in the host medium. In other words, the resonance can be artificially

manipulated by changing the geometries of the sub–wavelength components.

In 2000 the two types of the artificial structures proposed by Pendry et

al., i.e. the thin–wire structures and the SRRs, were combined as a one periodic

structure by a research group of Smith et al. in University of California at

San Diego [1] (see the left of Fig. 1.2). By using the one–dimensional periodic

structure, they reported that a stop band of the SRRs can be changed to a pass

band due to NRIs produced by the interaction with the added thin–wires.

In the following year this structure was extended to a two–dimensional
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SRR

Straight wire

SRR

Straight wire

Figure 1.2: The first metamaterials proposed by Smith et al. The left and right

figures show the 1D and 2D metamaterials reported in 2000 [1] and

2001 [3].

metamaterial (see the right of Fig. 1.2), in which two metamaterial slabs were

arranged vertically to each other to take account of two axis components [2],

and in [3] NRIs were experimentally demonstrated for the first time by using

the 2D structure.

1.2 Extension to the Optical Region

Since the first series of experimental demonstrations by Smith et al. many

metamaterial studies have been performed. For example, various metal

geometries or new combinations of them were proposed as alternative forms of

the SRRs and the thin metal strips to improve the properties of metamaterials

[8–12]. In addition, the metamaterial studies were also focused on substrates to

satisfy the wide demands for metamaterials. For instance, some metamaterial

geometries are drawn on thin films or flexible substrates, which makes it

possible, due to their flexibility, to use them on uneven surfaces [13, 14].
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Although many studies have been performed so far, one of the main

streams of fundamental metamaterial property research was directed toward

the extension of the applicable frequency region to higher frequencies, such

as the THz, the infrared and the optical regions. As is explained in the next

section, many metamaterial applications have been proposed for the high

frequency regions. Hence, the interest of many researchers was attracted to

increasing the operating frequency of the metamaterials.

However, as the application frequency increases, the geometries of the

metal components needed to be transformed. First of all, since metamaterials

are composed of sub–wavelength structures, the metal geometries need to

be smaller (inversely proportional to frequency). Therefore, the resulting

complicated geometries of metamaterial composites are difficult to fabricate in

practice.

Another important reason lies in the conductive loss of the metal com-

posites. Although in comparative low frequencies (e.g. the microwave band)

the conductive loss of the metal can be negligibly small (lossless metal), in

the very high frequency regions (e.g. the THz band, the infrared and optical

regions) most types of metals exhibit nonnegligible level of the ohmic losses,

which leads to larger imaginary part of refractive index. The large imaginary

part can be further increased by using bent metal forms. Therefore, bending

metal forms, such as SRRs, can result in lossier behaviour.

For these reasons, in actual experimental reports metamaterials in high

frequency regions tend to be composed of straight wires or their simple com-

binations, e.g. the so–called cut–wire (CW) metamaterials [15–17] (the left of

Fig. 1.3) and fish–net structures [18–21] (the right of Fig. 1.3). The relationship

between metamaterial geometries and operational frequency is discussed in

[11]. Although the two types of the metamaterials mentioned are similar

to each other from the viewpoint of the resonant behaviour and equivalent
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Substrates

Metal parts

Figure 1.3: Periodic units of CW metamaterial (left) and fish–net structure

(right).

Figure 1.4: Transformation to CW metamaterial. The resonant frequency of the

SRR illustrated in the left can be reproduced in the CW metamate-

rial in the right.

circuits, it is known that the fish–net structures are lower loss structures than

the CW metamaterials [11]. Due to the simple geometries of CW metamaterials

other metamaterials can be transformed to the CW metamaterials, while

keeping the original resonant frequency [22, 23] (see Fig. 1.4).

1.3 Metamaterial Applications

Alongside fundamental metamaterial studies, a wide range of metamaterial

applications have been proposed. One of the most famous examples is meta-

material cloaking. Basically the cloaking methods can be categorised into one

of two types: ones relying on optical transformations [24]; those on scattering

cancellations [25]. In the former case, which was first suggested by Pendry

et al. [24], the cloaked object is covered by metamaterials as illustrated in

Fig. 1.5. The refractive indices of the metamaterials are carefully designed so

that incident wave is bent inside the metamaterial cover without reaching the

concealed object. After penetrating the metamaterials the phase of the incident

wave is restored as there is no structure. As a result, the object covered by the
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Metamaterials

Cloaked space

Figure 1.5: Cloaking method proposed by Pendry et al.

metamaterials cannot be detected from the outside.

In the later case, cloaking is achieved by cancelling out the total scatter-

ing instead of bending incident wave. This method was first proposed by Alù

and Engheta of University of Pennsylvania [25]. In contrast to the cloaking

method by optical transformations, in this case the incident wave impinges

the object covered by metamaterials and scatters from there. However, the

scattering is cancelled out by that from the metamaterials, resulting in no

scattering as a whole. Later Alù and Engheta extended this idea, suggesting

a useful application named an invisible sensor which does not interfere with

the surrounding fields but can still measure the electromagnetic fields [26].

Moreover, it became unnecessary to fully cover the cloaked object which also

played an important role in markedly reducing the cloaking device thickness

[27].

Both types of the cloaking methods were further studied and sometimes

combined. In [28] a research group of the Hong Kong University of Science

and Technology proposed a cloaking method which does not require a cloaked

material to be surrounded by cloaking devices (or metamaterials). In addition,

the research group reported it is possible to convert scattering from an object

to that from an arbitrary designed form [29]. As a result, the original object can
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look different from the outside.

Other popular metamaterial applications include metamaterial lenses known

as perfect lenses, superlenses and hyperlenses [30–35]. The application,

theoretically proposed by Pendry [30] in 2000, has overcome some problems

including a propagation loss issue [36] and been experimentally realised to

resolve gratings of 145 nm [31] and 75 nm [32] in 2005. The point of the

metamaterial lenses lies in their resolution. Specifically, conventional lenses

have a limitation on their minimum resolution, i.e. wavelength of the operating

frequencies. However, this limitation can be overcome by using the negative

properties of the metamaterials. The metamaterial lenses may be useful in

many other fields, e.g. medical field, to observe fine features.

Metamaterial applications were proposed not only for high frequency re-

gions, but also for low frequency regions, such as the microwave band. For

example, metamaterials are applied to antennas at radio wave frequencies

[37–39]. One of the advantages of metamaterials lies in miniaturising the

physical sizes of the antennas [40, 41]. In addition, metamaterials, when placed

behind an antenna, can play a role of an artificial magnetic conductor (AMC)

[42]. In this way the phase of the scattering from the AMC can be same with

the phase of the front wave so that the directivity (or the gain) of the antenna

can be concentrated forward (see Fig. 1.6). Another well known application

is in designing absorbers (see section 1.5), used in EMC (electromagnetic

compatibility) and radar problems.

1.4 Current Prominent Problems

Despite the wide range of the past metamaterial studies there are still important

issues which have not been fully addressed. The thesis addresses two such

problems as discussed below.
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Figure 1.6: Enhancement of directivity (or gain) of antenna by metamateri-

als. The red arrows indicate the forward wave and the blue ar-

rows represent the wave reflected at the back metamaterials. Both

waves have a same phase so that the antenna directivity (gain) is

improved.

1.4.1 Conductive Loss

The first important issue is, as mentioned in section 1.2, the conductive losses

of metal composites [43]. Most metamaterial applications rely on the negative

properties, such as a NRI, negative permittivity and negative permeability,

which can be obtained when the metal composites strongly resonate. However,

the conductive loss becomes larger as the frequency increases and affects the

resonance making it difficult to obtain negative values. Therefore, the negative

properties are difficult to obtain in the high frequency regions due to the ohmic

loss.

This issue can be addressed by several approaches in addition to the geometry

changes already mentioned. For example, magnetodielectric metamaterials

(or all–dielectric metamaterials) [44–49] can be one of the solutions. The

magnetodielectric metamaterials are composed only of two types of dielectric,

i.e. a main dielectric host medium having relatively low permittivity and

dielectric spheres having high values of permittivity. In these structures the

dielectric spheres are periodically deployed in the host medium. Since these
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metamaterials are free of any metallic component, the ohmic loss issue does

not arise. However, some limitations of the magnetodielectric metamaterials

are reported in [50]. For example, these structures tend to show relatively

narrow frequency band characteristics. In addition, the material costs become

high in this case.

Another major approach is the use of gain media [51]. In fact, many re-

cent metamaterials tend to use the gain media, especially for high frequency

regions. By using the gain media the energy loss caused by the conductive

loss can be compensated so that low overall loss properties can be obtained.

So far various gain media have been used, e.g. quantum dots [52, 53] and dye

solutions [54–57]. In one of recent reports [57] rhodamine 800 (Rh800) dye was

doped to an epoxy substrate of fish–net structures, resulting in n′ ≈ −1.6 with

a small value of imaginary part (n” ≈ 0.039) at λ = 737 nm, where the ′ and

” signs of the refractive index n represent the real part and imaginary part,

respectively, and λ is the wavelength at the operating frequency. However, to

maintain a sustainable metamaterial system, the imaginary part of refractive

index needs to be equal to or higher than zero for every single frequency. Oth-

erwise the energy is over–accumulated and results in an unstable metamaterial

system. This means lossless properties are difficult to obtain at more than two

frequency points in this way (see Fig. 1.7). This fact can be also confirmed from

results of [57], where the small values of n” calculated at λ = 737 nm increases

with an increase or decrease of frequency.

1.4.2 Metamaterial Modelling

Another important problem is associated with numerical simulations for meta-

materials. In general most electromagnetic simulations only require a tenth of

a wavelength resolution but this resolution level is insufficient in resolving the

fine geometrical details of metamaterials. For example, the first metamaterial

introduced by Smith et al. [1] used SRRs, and their ring widths were designed
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Figure 1.7: Use of gain media for realisation of lossless metamaterials. n” = 0

cannot be obtained at more than two frequency points, since further

increase of gain leads to n” < 0 which results in unstable metama-

terials due to the over–accumulation of the energy.

to be 0.8 mm. Since the metamaterial had an operation frequency at around

5 GHz, the ring widths are about 0.01λ5GHz, where λ5GHz represents the

wavelength at 5 GHz. Therefore, direct application of the numerical models

would require enormous computational resources and very long simulation

times. Without efficient simulation technique it is very difficult to explore the

exploitation of metamaterials in challenging large scale practical problems.

The computational inefficiency problem can be solved by using retrieval

methods [58–61]. These methods average the electromagnetic properties of

metamaterials from the macroscopic viewpoint. In these methods the reflection

and transmission coefficients calculated from the metamaterial unit(s) are

applied in the equations of Nicolson–Ross–Weir [62–66], in which the scatter-

ing parameters are associated with refractive index n and wave impedance

normalised by the value of vacuum z. Since these parameters are expressed in

terms of relative permittivity εr and relative permeability µr (i.e. n2 =
√

εrµr

and z2 = µr/εr), inverting n and z can lead to εr and µr which represent

the homogenised electromagnetic properties of the metamaterials. Using the

homogenised εr and µr for electromagnetic calculation simulations, details
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of sub–wavelength structures no longer need to be modelled and the use of

coarse mesh (e.g. λ/10) becomes possible. Therefore, computational effort can

be significantly reduced in this way.

Several kinds of retrieval methods have been proposed and the proper

choice is essential when incorporate appropriate values in numerical simu-

lations. For example, some metamaterials have bianisotropic [67] or chiral

properties [68, 69], and some extra factors involved in interactions occurring

inside the metamaterial units need to be taken into account. These properties

are not included in the first retrieval method proposed by Smith et al. [58],

although this is one of the most widely used methods so far. For this reason,

numerical simulation results based on some of the available retrieval methods

may give results far from those calculated using a fine mesh metamaterial

model.

Another important issue when using retrieval methods is related to some

metamaterials designed for high frequency regions, e.g. CW metamaterials

and fish–net structures. These structures have metal composites drawn on

both sides of the substrate surfaces, and the substrate thicknesses, compared

to distances between the metamaterial units, are relatively thin. Therefore,

interactions within each unit become strong. In this case the number of

metamaterial units used for the retrieval methods can affect the calculation

results, indicating these structures have a dependence on the metamaterial unit

number used, which is physically unreasonable [70, 71]. Although it may be

possible to extract the refractive index from many metamaterial units stacked

together, no widely agreed method is yet available.

Numerical simulations based on retrieved properties may still demand

heavy computational resources. For example, in [72] where such homogenised

electromagnetic properties are embedded in unit cells of the Transmission

Line Modelling (TLM) time–domain method, each voltage port needs to have
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additional components to express the negative parameters of metamaterials.

This means that the calculations for each TLM unit cell, which has twelve ports

for calculations of vacuum, require an extra twelve calculations (though exactly

speaking six, since the calculations with neighbouring cells are combined),

resulting in much slower computation speed.

1.5 Focus of the Thesis

Taking account of the two issues introduced above, this thesis focuses primarily

on three topics described below. Whilst in many metamaterial applications

conductive losses are undesirable, for the design of absorbers it is essential

to maximise losses [73–80]. This is the application which is described in the

thesis as the first topic. The practical use of metamaterials as wave absorbers is

becoming popular for applications in areas such as EMC, crosstalk reduction

etc. For this reason, this thesis studies metamaterial absorbers with losses for

general applications.

Secondly, the metamaterial modelling issue is addressed by using digital

filtering (DF) techniques [81–83]. As mentioned in the last section, difficult

choices are necessary when using retrieval methods and their numerical

simulations require huge computation resources. Hence, a different approach

is introduced in this thesis.

Thirdly, one of the objectives of the thesis is predicting resonant frequen-

cies of CW structures by using equivalent circuits. As was described in section

1.2, CW metamaterials can be transformed from other types of metamaterials,

while maintaining the resonant frequencies. Therefore, the CW metamaterials

play an important role in fundamental metamaterial research. In addition,

approximately predicting resonant frequencies by equivalent circuit is helpful

in designing metamaterials. The availability of equivalent circuit models for
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metamaterial absorbers makes it possible to predict quickly and easily the

resonant frequency and thus provides a first design which then may be further

optimised using the full–technique desired in other parts of the thesis. For

these reasons, this thesis studies CW metamaterials, using equivalent circuits.

1.6 Contents of the Thesis

The thesis is composed as follows:

In chapter 2 simulation techniques used in the thesis are explained. Most

of results introduced in the thesis are based on computational simulations

which are performed using the TLM method [84–86]. The simulation method

is detailed in chapter 2, including additional procedures necessary for the

metamaterial studies performed here.

Chapter 3 shows the basic properties of metamaterials. More specifically

this chapter introduces the scattering parameters of different resonance types,

i.e. electrically induced resonances or magnetically induced resonances. These

scattering parameters are investigated in more detail by decomposing the

simulated structures into smaller components or by changing each component

size. In this way important factors contributing to resonances are clarified.

Chapter 4 addresses the first major objective of the thesis and predicts

the resonant frequencies of some forms of CW metamaterials by using ap-

proximated equivalent circuits. The resonant frequencies are calculated from

the equivalent circuits composed of self and mutual capacitive and inductive

parameters. Comparison results with detailed numerical simulations show

good agreement. Some equivalent circuits have been reported to predict

resonant frequencies of CW metamaterials. This chapter discusses differences

between results obtained in this thesis and results from one of the most cited
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equivalent circuits.

Chapter 5 describes details of retrieval methods and shows calculation

results of retrieved electromagnetic properties. Then, a numerical simulation

method based on retrieved properties is introduced and some numerical

simulation results are shown. It is shown in this chapter that retrieval methods

can be problematic and therefore a more direct and efficient method is needed.

Such a method is developed in chapter 6 of this thesis.

Chapter 6 addresses the second objective of the thesis, which is the appli-

cation of DF techniques for improving metamaterial simulation efficiency. First

of all, the principle of DF techniques is explained in detail and this technique

is illustrated by some examples. Furthermore, a large scale simulation is

performed to demonstrate the applicability of the DF techniques to realistic

situations. In this simulation metamaterial properties characterised by the DF

techniques are used to improve a directivity of an antenna.

Chapter 7 shows a study of metamaterial absorbers, which is the third

objective of the thesis. The chapter explores a possibility of using metamate-

rials in realistic application as absorbers. In this study the metal geometries

are based on a simple CW or their combinations. The important finding

of this chapter is that the CW metamaterial absorbers make it possible to

realise customisable absorptance characteristics for arbitrary polarisation1

in a relatively simple way. These structures show not only customised

enhancement of absorptance but also, if required, reduction of absorptance.

The chapter concludes with an experimental validation of the numerical results.

In chapter 8 conclusions are presented and future possibilities for meta-

1Although the CW metamaterial absorbers have been directly tested for two orthogonal

polarisations, a wave incident at another angle can be decomposed into these two polarisations

and thus efficiently absorbed.
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material studies are discussed in chapter 9.
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CHAPTER 2

Simulation Techniques

2.1 TLM Method

2.1.1 Introduction to the TLM Method

In the thesis one of numerical simulation methods in time domain, the TLM

method, is used to calculate the electromagnetic (EM) fields and study EM

properties of metamaterials. This method was originally developed in 3D

by Johns of the University of Nottingham in 1987 [84]. The TLM method

[84–86] reduces the simulation space to lumped circuit models, composed of

capacitors and inductors (see Fig. 2.1). The lumped circuit models effectively

spatially discretise the problem into nodes or cells that may be replaced by

their transmission line equivalents (time discretisation). Since the details of the

basic TLM method have been fully discussed in many publications [84–86],

this thesis shows only the general ideas sufficient to understand the calculation

algorithms and adaptations made to model metamaterials. Although commer-

cial TLM software is available, all the programme codes required for the TLM

simulations and other simulation techniques explained in this thesis were built

up by the author from the beginning to make it easier to modify and customise

the details.
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Figure 2.1: Analysis space (left) expressed by TLM method (right).

In TLM the procedure to obtain the EM fields is composed of four steps:

input of the initial condition, the scattering and connecting (or swapping)

processes, and the EM field calculations. This is summarised in Fig. 2.2.

For the initial condition in the thesis all the voltage values are set to zero

except for those of an excitation source. At the excitation cell(s) a Gaussian

pulse or a sinusoidal constant wave (both of which are explained in section 2.4)

is used as the wave form.

Secondly, the scattering process, i.e. the calculations of the voltages scat-

tered from the centre of each cell, is performed by using the next equation:

Vr = S · Vi, (2.1.1)

where V and S represent vectors with the voltage components at each node

and the scattering matrix, respectively, and the superscripts of V r and i express

the reflected and incident voltages, respectively.

Thirdly, the connecting process is performed by exchanging the voltage

values with those of the neighbour unit cells so that the new incident voltages

are obtained from the reflected voltages entering from the neighbouring cells.

The second and third processes (scatter and connect) are repeated for as long

as required. Finally, the EM fields are derived from the incident voltages [85].
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TLM simulation procedure

1: input of initial condition 2: scattering process 

(by scattering matrix S)

3: connecting (or swapping) process

4: EM field calculations 

(from incident voltages)

As long as required

Figure 2.2: Procedure of general TLM calculation algorithm illustrated for sim-

plicity in 2D.

The details for the scattering process to the electromagnetic field calcula-

tions differ, depending on what types of materials are modelled, e.g. vacuum,

lossless material, or lossy material, and different scattering matrices apply in

each case. They are explained in the following subsections.

18



y

x

z

V1

V5

V6

V3

V2

V4

V11

V10

V12

V7

V8

V9

Figure 2.3: Unit cell of TLM (for vacuum).

2.1.2 Modelling of Propagation in Vacuum

For the free space (vacuum) modelling each cell has twelve port voltages,

as is illustrated in Fig. 2.3, i.e. V = [V1 V2 · · · V12]t. The subscript numbers

correspond to those of Fig. 2.3.

The scattering matrix for the free space is given in the next expression
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[85]:

S = 0.5



0 1 1 0 0 0 0 0 1 0 −1 0

1 0 0 0 0 1 0 0 0 −1 0 1

1 0 0 1 0 0 0 1 0 0 0 −1

0 0 1 0 1 0 −1 0 0 0 1 0

0 0 0 1 0 1 0 −1 0 1 0 0

0 1 0 0 1 0 1 0 −1 0 0 0

0 0 0 −1 0 1 0 1 0 1 0 0

0 0 1 0 −1 0 1 0 0 0 1 0

1 0 0 0 0 −1 0 0 0 1 0 1

0 −1 0 0 1 0 1 0 1 0 0 0

−1 0 0 1 0 0 0 1 0 0 0 1

0 1 −1 0 0 0 0 0 1 0 1 0



.

(2.1.2)

For the EM field calculation of the square unit cell (i.e. ∆l = ∆x = ∆y = ∆z,

where ∆x, ∆y and ∆z are the lengths of the unit cell along x, y and z axes) the

next equations apply:

E(x, y, z) = −
V(x, y, z)

∆l

= −
Vi
(1, 3, 5) + Vi

(2, 4, 6) + Vi
(9, 11, 7) + Vi

(12, 8, 10)

2∆l
(2.1.3)

H(x, y, z) =
I(x, y, z)

∆l

=
Vi
(4, 6, 1) + Vi

(7, 9, 11) − Vi
(5, 2, 3) − Vi

(8, 10, 12)

2Z0∆l
. (2.1.4)

In these equations E, H, I and Z0 denote the electric field, the magnetic field,

the current and the free–space impedance, respectively. For the three sets of the

numbers or letters in the small brackets, same positions apply. For example, for

Ex

Ex = −Vx

∆l
= −

Vi
1 + Vi

2 + Vi
9 + Vi

12
2∆l

.
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Figure 2.4: Implementation example of lossless electric property for z axis

component (left) and magnetic property for x axis component

(right) into TLM unit cell. The subscripts TL and s respectively

indicate values of the transmission line (i.e. the impedance without

the inserted electric and magnetic properties) and the extra stubs

(to describe the electromagnetic properties), and Ys and Zs are cal-

culated as eqs. (2.1.11) and (2.1.12) [85].

2.1.3 Modelling of Lossless Materials

The inclusion of dielectric and/or magnetic materials is accomplished through

the addition of six extra ports (stubs) (see Fig. 2.4), i.e. V of eq. (2.1.1) becomes

V = [V1 V2 · · · V18]t. V13 to V15 are used for expressing the dielectric property,

while V16 to V18 for the magnetic property. V13 and V16 are used for x axis com-

ponents; V14 and V17 for y axis components; V15 and V18 for z axis components.

Also the scattering matrix is changed to the next form [85]:

S =

 A B

C D

 ,

(2.1.5)
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where

A =



a b d 0 0 0 0 0 b 0 −d c

b a 0 0 0 d 0 0 c −d 0 b

d 0 a b 0 0 0 b 0 0 c −d

0 0 b a d 0 −d c 0 0 b 0

0 0 0 d a b c −d 0 b 0 0

0 d 0 0 b a b 0 −d c 0 0

0 0 0 −d c b a d 0 b 0 0

0 0 b c −d 0 d a 0 0 b 0

b c 0 0 0 −d 0 0 a d 0 b

0 −d 0 0 b c b 0 d a 0 0

−d 0 c b 0 0 0 b 0 0 a d

c b −d 0 0 0 0 0 b 0 d a



,

(2.1.6)

B =



g 0 0 0 0 i

g 0 0 0 −i 0

0 g 0 0 0 −i

0 g 0 i 0 0

0 0 g −i 0 0

0 0 g 0 i 0

0 0 g −i 0 0

0 g 0 −i 0 0

g 0 0 0 i 0

0 0 g 0 −i 0

0 g 0 0 0 i

g 0 0 0 0 −i



, (2.1.7)
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C =



e e 0 0 0 0 0 0 e 0 0 e

0 0 e e 0 0 0 e 0 0 e 0

0 0 0 0 e e e 0 0 e 0 0

0 0 0 f − f 0 f − f 0 0 0 0

0 − f 0 0 0 f 0 0 f − f 0 0

f 0 − f 0 0 0 0 0 0 0 f − f


, (2.1.8)

D =



h 0 0 0 0 0

0 h 0 0 0 0

0 0 h 0 0 0

0 0 0 j 0 0

0 0 0 0 j 0

0 0 0 0 0 j


. (2.1.9)

Each coefficient can be calculated from

a =
−Ŷ

2(4 + Ŷ)
+

Ẑ
2(4 + Ẑ)

b =
4

2(4 + Ŷ)

c =
−Ŷ

2(4 + Ŷ)
− Ẑ

2(4 + Ẑ)

d =
4

2(4 + Ẑ)
e = b

f = Ẑd

g = Ŷb

h =
Ŷ − 4
Ŷ + 4

i = d

j =
4 − Ẑ
4 + Ẑ

. (2.1.10)

The coefficients need to take account which axis component is calculated. For

example,

d(6, 9) =
4

2(4 + Ẑy)
,
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where the subscript numbers of d represent the voltage ports and correspond

to the orders of the row and column of eq. (2.1.5). Y and Z are respectively

the admittance and impedance describing the dielectric property and magnetic

property, and ˆ denotes normalising the values by those of vacuum, e.g.

Yx = 2ε
∆y∆z
∆x∆t

− 4
Z0

(2.1.11)

Zx = 2µ
∆y∆z
∆x∆t

− 4Z0 (2.1.12)

Ŷx = 2εr
∆y∆z

∆x∆tc0
− 4 (2.1.13)

Ẑx = 2µr
∆y∆z

∆x∆tc0
− 4, (2.1.14)

where εr = ε/ε0 and µr = µ/µ0. ε and µ represent the permittivity and the

permeability, and the subscripts 0 and r indicate the values of vacuum (µ0 =

4π × 10−7 [H/m] and ε0 = 1/µ0c2
0 [F/m] where c0 is the speed of light c0 =

299792458 [m/s]) and the relative values to those of the vacuum. For cube unit

cells (∆l = ∆x = ∆y = ∆z) the normalised Y and Z become

Ŷx = 2εr
∆l

∆tc0
− 4 (2.1.15)

Ẑx = 2µr
∆l

∆tc0
− 4. (2.1.16)

Electromagnetic fields for the lossless materials can be calculated from:

E(x, y, z) = −
V(x, y, z)

∆l

= −
2
(

Vi
(1, 3, 5) + Vi

(2, 4, 6) + Vi
(9, 11, 7) + Vi

(12, 8, 10) + Ŷ(x, y, z)Vi
(13, 14, 15)

)
∆l
(

4 + Ŷ(x, y, z)

)
(2.1.17)

H(x, y, z) =
I(x, y, z)

∆l

=

2
(

Vi
(4, 6, 1) + Vi

(7, 9, 11) − Vi
(5, 2, 3) − Vi

(8, 10, 12)

)
∆l
(

4Z0 + Z0Ẑ(x, y, z)

) . (2.1.18)
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Figure 2.5: Implementation example of lossy electric property for z axis com-

ponent (left) and magnetic property for x axis component (right)

into TLM unit cell. The subscripts TL and s respectively indicate

values of the transmission line (i.e. the impedance without the in-

serted electric and magnetic properties) and the extra stubs (to de-

scribe the electromagnetic properties), and Ys, Zs, Gs and Rs are

calculated as eqs. (2.1.11), (2.1.12), (2.1.20) and (2.1.21) [85].

Again, as with eqs. (2.1.3) and (2.1.4), same positions of factors are extracted

from the small brackets, i.e. to obtain the x–component magnetic field we need

port voltages 4, 7, 5 and 8.

2.1.4 Modelling of Lossy Materials

For the scattering process of lossy dielectric or/and magnetic materials whose

lossy behaviour is described in the TLM unit cells as shown in Fig. 2.5, the

same scattering matrices as those of lossless materials (i.e. eqs. (2.1.5) to (2.1.9))
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are applicable, but eq. (2.1.10) is modified as below [85]:

a = − Ŷ + Ĝ
2(Ŷ + Ĝ + 4)

+
Ẑ + R̂

2(Ẑ + R̂ + 4)

b =
4

2(Ŷ + Ĝ + 4)

c = − Ŷ + Ĝ
2(Ŷ + Ĝ + 4)

− Ẑ + R̂
2(Ẑ + R̂ + 4)

d =
4

2(Ẑ + R̂ + 4)
e = b

f = Ẑd

g = Ŷb

h =
Ŷ − Ĝ − 4
Ŷ + Ĝ + 4

i = d

j =
4 − R̂ − Ẑ
4 + R̂ + Ẑ

. (2.1.19)

Analogous to the lossless cases, each coefficient calculation is dependent on

which voltage port pair and which axis are considered. Also, G and R represent

the electric loss and magnetic loss, and again ˆ denotes normalising G and R to

the admittance and impedance of vacuum, i.e.

Gx = σex
∆y∆z

∆x
(2.1.20)

Rx = σmx
∆y∆z

∆x
(2.1.21)

Ĝx = σex
∆y∆z
∆xY0

(2.1.22)

R̂x = σmx
∆y∆z
∆xZ0

(2.1.23)

for ∆x = ∆y = ∆z = ∆l,

Ĝx =
σex∆l

Y0
(2.1.24)

R̂x =
σmx∆l

Z0
, (2.1.25)
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where the conductivities associated with the electric loss and magnetic loss

along x axis, σex and σmx, are calculated from

σex = ωεrε0 tan δex (2.1.26)

σmx = ωµrµ0 tan δmx, (2.1.27)

where ω is the angular frequency ω = 2π f . Therefore, the electric loss and

magnetic loss are determined depending on the ratio of the imaginary part to

the real part of the electromagnetic properties at a frequency f :

tan δex =
σex

2π f εrε0
(2.1.28)

tan δmx =
σmx

2π f µrµ0
. (2.1.29)

2.2 Wire Modelling

Round straight wires are modelled in the thesis, based on the technique

described in [87, 88]. In this method, as is illustrated in Fig. 2.6, the round wires

are deployed in the centre of TLM unit cells and their interaction with the EM

field is modelled by the equivalent circuit shown in Fig. 2.7. This equivalent

circuit is interfaced to the relevant voltage ports of the TLM unit cells (see Fig.

2.6).

First of all, assuming that the wire modelled is aligned along x axis, the

telegrapher’s equations for the wire can be described by [87, 88]

−∂Vw

∂x
=

Lw − L0

∆l
∂Iw

∂t
+

Rw

∆l
Iw − Vx

∆l
(2.2.1)

−∂Iw

∂x
=

Cw

∆l
∂Vw

∂t
, (2.2.2)

where Vw is the wire potential, Iw is the wire current, (Lw − L0)/∆l is the wire

inductance per length, L0 is the inductance associated with the external elec-

tric field and calculated from L0 = ∆tZ0/8, and ∆t is the time step in the

TLM simulation. Also, Rw/∆l and Cw/∆l are the wire resistance and capaci-
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Figure 2.6: Round wire modelled in centre of TLM unit cell.

tance per length. The wire inductance and capacitance per length are respec-

tively expressed by Lw/∆l = µ0kw and Cw/∆l = ε0kw, and kw is a frequency–

independent dimensionless geometrical factor. Since the velocity of propa-

gation of charge density variations along the wire is the speed of light (i.e.

c = ∆l/
√

LwCw), the characteristic impedance of the wire becomes

Zw =

√
Lw

Cw
= Z0kw =

Z0

2π
ln

1.08∆l
2r

, (2.2.3)

where r is the radius of the wire. Normalising the wire current, the time deriva-

tive and space derivative as below:

Iw =
iw

Z0
(2.2.4)

∂

∂x
=

1
∆l

∂

∂X
(2.2.5)

∂

∂t
=

1
∆t

∂

∂T
, (2.2.6)

since the maximum time step in the three–dimensional TLM calculations is

∆t = ∆l/(2c) [85], the telegrapher’s equations (eqs. (2.2.1) and (2.2.2)) can be
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Figure 2.7: Equivalent circuit of round wire.

modified as the next forms:

−∂Vw

∂X
=

(
2 − y0w

8

)
∂iw

∂T
+ rwiw − Vx (2.2.7)

−∂iw

∂X
= 2

∂Vw

∂T
, (2.2.8)

where rw is the normalised wire resistance (rw = Rw/Zw). These equations can

be converted to the travelling wave format using the equivalences [89]

−∂Vw

∂X
− ∂iw

∂T
= 2Vi

w4 − 2Vi
w5 − 2iw

−∂iw

∂X
− ∂Vw

∂T
= 2Vi

w4 + 2Vi
w5 − 2Vw, (2.2.9)
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resulting in

2Vi
w4 − 2Vi

w5 =
∂iw

∂T
+ (2 + rw)iw − Vx

2Vi
w4 + 2Vi

w5 =
∂Vw

∂T
+ 2Vw. (2.2.10)

The derivatives of the equations are converted to a stub format [85, 90] using(
1 − y0w

8

)
∂iw

∂T
= 2Vi

wL +

(
2 − y0w

4

)
iw

∂Vw

∂T
= 2Vw − 4Vi

wC, (2.2.11)

where Vi
wL is the incident voltage on the inductive stub and Vi

wC is the incident

voltage on the capacitive stub. Here the normalised conduction current iw can

be used for x axis of the total voltage Vx, i.e.

Vx =
Vi

1 + Vi
2 + Vi

9 + Vi
12

2
− ie

4
, (2.2.12)

where ie = y0wiw and y0w = Z0/Zw. Assuming Vr
x = Vi

1 + Vi
2 + Vi

9 + Vi
12 gives

Vx =
Vr

x
2

− y0w

4
iw. (2.2.13)

Substituting eqs. (2.2.11) and (2.2.13) into eq. (2.2.10) leads to

iw = Tw

(
2Vi

w4 − 2Vi
w5 − 2Vi

wL +
Vr

x
2

)

Vw =
2Vi

w4 + 2Vi
w5 + 4Vi

wC
4

, (2.2.14)

where Tw = (4 + rw)−1. Also, the transformers used to couple the field and

wire are assumed to be ideal and have a 1:1 turn ratio, i.e.

iw =
iw4 − iw5

2
. (2.2.15)

The stub incident voltages at the next time step are calculated from

k+1Vi
wL = − kVr

wL = −
[

kVi
wL +

(
2 − y0w

4

)
iw

]
k+1Vi

wC = kVr
wC = kVw − kVi

wC, (2.2.16)
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and the reflected wire voltage pulses are given by

Vr
w4 = Vw − iw − Vi

w5

Vr
w5 = Vw + iw − Vi

w4. (2.2.17)

For the actual TLM programming, the calculation steps consist of scattering and

swapping (including the connection with the external field) processes, which

are similar to the TLM calculation processes of vacuum. The scattering step is

carried out by using eq. (2.2.17), and then the voltages are swapped with those

of the neighbour cells. If the swapped cell is an edge of the wire, then the new

incident voltage becomes equal to the scattered voltage (open circuit boundary

condition). If the wire is connected to metal plate, then the new incident voltage

is same as the scattered voltage but with the opposite sign (short circuit bound-

ary condition). Finally, for the coupling process with the external field (i.e. the

connection with the associated voltage ports of the TLM unit cells), iw and Vw

renewed by eq. (2.2.14) are used for the calculation of the total voltage of the

unit cell, i.e. eq. (2.2.13). This calculation result is applied in the next equation,

where Maxwell’s equations are expressed as a form directly applicable to the

TLM calculations [87]:

Vx

Vy

Vz

ix

iy

iz


=

1
2



Vi
1 + Vi

2 + Vi
12 + Vi

9

Vi
3 + Vi

4 + Vi
11 + Vi

8

Vi
6 + Vi

5 + Vi
10 + Vi

7

−(Vi
4 − Vi

8 − Vi
5 + Vi

7)

−(Vi
6 − Vi

10 − Vi
2 + Vi

9)

−(Vi
1 − Vi

12 − Vi
3 + Vi

11)


. (2.2.18)
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The reflected voltages are calculated by the next equation together with eq.

(2.2.18) 

Vr
2

Vr
9

Vr
1

Vr
12

Vr
3

Vr
11

Vr
4

Vr
8

Vr
5

Vr
7

Vr
6

Vr
10



=



Vx − iy − Vr
9

Vx + iy − Vr
2

Vx + iz − Vr
12

Vx − iz − Vr
1

Vy − iz − Vr
11

Vy + iz − Vr
3

Vy + ix − Vr
8

Vy − ix − Vr
4

Vz − ix − Vr
7

Vz + ix − Vr
5

Vz + iy − Vr
10

Vz − iy − Vr
6



. (2.2.19)

These reflected voltages are used for the swapping processes of the main TLM

calculations explained in subsection 2.1.1. In addition to these, the incident

voltages of the inductor and capacitor parts of the wire need to be renewed by

eq. (2.2.16) after eq. (2.2.14).

2.3 Huygen’s Surface Implementation

2.3.1 Introduction

This thesis uses Huygen’s surface, based on the equivalence theorem [91, 92].

The basic idea for the implementation of the Huygen’s surface into the TLM

method can be found from [92]. Huygen’s surface makes it possible to launch

waves at an arbitrary direction as an option which is very useful for testing

the performance of absorbing boundaries to waves incident at an angle. In this

scheme the incident electric field and magnetic field are expressed by tangen-

tial magnetic current source M and electric current source J, which are imple-
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Figure 2.8: Incident wave (left) represented by Huygen’s sources (right).

mented on the Huygen’s surface (see Fig. 2.8). As is mentioned in [91], if the

tangential fields produced by the Huygen’s sources are correct everywhere on

the boundary, then they are correct everywhere in the confined region. This

idea is visualised in Fig. 2.9, where the situation to be simulated (the left of Fig.

2.9) is realised by using the Huygen’s surface. In this case only the inside of the

calculation space has the incident wave, while the scattering wave appears in

the whole space. In the TLM calculation algorithms the Huygen’s sources are

incorporated in the new incident voltage calculations (i.e. the swapping pro-

cesses), so that using the Huygen’s surface can be equivalent with exciting the

arbitrary angles of the incident waves.

2.3.2 Implementation of Huygen’s Surface in the TLM Method

The implementation of the Huygen’s surface scheme into the TLM calculation

algorithms can be achieved by addressing the next three points. First, the

Huygen’s sources represent the incident electric field and magnetic field, which

differs in accordance with the time delay and voltage port position at each

TLM unit cell. Hence, the Huygen’s sources M and J need to take account of

the time–and–position–dependent fields at every time step. For the second and

third points M and J need to be expressed by the excited electromagnetic fields

and the incident voltages. In this way the assumed incident electromagnetic

fields are converted into M and J, and these Huygen’s sources are incorporated

into the analysis space through the voltage ports.
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Analysis space

Situation to simulate      Excitation by Huygen’s surface

Figure 2.9: Excitation of electromagnetic wave by Huygen’s surface. An im-

pulse propagating in the analysis space at different time step t is

drawn. The situation to be assumed (left) is simulated by using

the Huygen’s surface (right). If the tangential fields produced by

the Huygen’s sources are correct everywhere on the boundary in

the right figure, then the same situation as the left figure can be

realised in the right figure.

To exemplify the procedure, an oblique impulse illustrated in Fig. 2.10 is

considered here. In this figure one of the incident field components (i.e. E or

H) is vertical to yz plane and the wave front has an incident angle θ toward the

positive direction of y axis measured anticlockwise. The region surrounded by

the Huygen’s surface has the dimension of (ix × iy × iz) cells, respectively, for

x, y and z axes where ix, iy and iz are positive integers, and the cells aligned

along x, y and z axes begin at x0, y0 and z0 and end at xix−1, yiy−1 and ziz−1.

The time delay at each unit cell on the Huygen’s surface is expressed by τ. For

example, superscripts of the time delays τyn(z) and τyp(z) represent the time

delays of the Huygen’s surface at negative (n) and positive (p) direction sides
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Figure 2.10: Oblique wave expressed by Huygen’s sources and time delay on

each boundary.

of y axis, respectively. z in the bracket denotes that the delays are functions of z

axis position. The same manner is applied for the other parts of the surface so

that the time delays at negative and positive directions of x, y and z axes are ex-

pressed by τxn(y, z), τyn(z), τzn(y), τxp(y, z), τyp(z), and τzp(y), respectively.

For the first step of the Huygen’s surface implementation, the time delays

at each voltage port of the TLM unit cells are calculated. These calculations

are made by taking account of the distance between each voltage port and the

wave front, as described in Fig. 2.11. For example, τyn(z) is calculated from

τyn(z) =
(0.5 + z − z0)∆l cos θ

c
. (2.3.1)
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Figure 2.11: Time delay calculations.

The other delays are obtained from

τyp(z) =
(0.5 + z − z0 + (yiy−1 − y0 + 1) tan θ)∆l cos θ

c
(2.3.2)

τzn(y) =
(0.5 + y − y0)∆l sin θ

c
(2.3.3)

τzp(y) =
((ziz−1 − z0 + 1) + (0.5 + y − y0) tan θ)∆l cos θ

c
(2.3.4)

τxn(y, z) =
((0.5 + z − z0 + 1) + (0.5 + y − y0) tan θ)∆l cos θ

c
(2.3.5)

τxp(y, z) = τxn(y, z). (2.3.6)

Secondly, the Huygen’s sources are defined by the incident electric field and

magnetic field. From the generalised current concept derived from Maxwell’s

equations [93], electromagnetic fields associated with a magnetic current source
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and electric current source can be expressed by

∇× E = −Mt

∇× H = Jt, (2.3.7)

where t denotes the tangential components. This equation can be applied for

the surface of the TLM unit cells by taking rotations of, respectively, the electric

field and magnetic field around the unit vector n normal to the surface and

directed to the internal region, i.e.

Mt = (inE − outE)× n (2.3.8)

Jt = n × (inH − outH), (2.3.9)

where in and out represent the inside and the outside of the region surrounded

by the Huygen’s surface. If the fields of the outside are set to 0 (i.e. outE = 0

and outH = 0), then

M = E × n (2.3.10)

J = n × H, (2.3.11)

where t and in are suppressed. From simple vector calculations the Huygen’s

sources on each boundary are expressed by the electric field and magnetic field

as below:

Myn = −Myp = (−Ez, 0, Ex) (2.3.12)

Jyn = −Jyp = (Hz, 0, − Hx) (2.3.13)

Mzn = −Mzp = (Ey, − Ex, 0) (2.3.14)

Jzn = −Jzp = (−Hy, Hx, 0) (2.3.15)

Mxn = −Mxp = (0, Ez, − Ey) (2.3.16)

Jxn = −Jxp = (0, − Hz, Hy), (2.3.17)

where the superscripts (e.g. yn) are used in the same manner with those of eqs.

(2.3.1) to (2.3.6). The subscripts x, y and z represent the components of the

incident fields along x, y and z axes. Eqs. (2.3.12) to (2.3.17) are summarised in
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Figure 2.12: Magnetic current sources M and electric current sources J on Huy-

gen’s surface.

Fig. 2.12.

Finally, the Huygen’s sources are expressed by the incident voltages of the ports

facing the Huygen’s surface. This can be achieved by considering how each

field is expressed by the voltage ports. For example, for the boundary at the

negative direction of z axis (see Fig. 2.13),

Mzn
x = inEy − outEy ≡ ( inVi

4 +
inVr

4 )− ( outVi
8 +

outVr
8 ) (2.3.18)

Jzn
y = inHx − outHx ≡

( inVi
4 − inVr

4 )− ( outVr
8 − outVi

8)

Z0
(2.3.19)

and

−Mzn
y = inEx − outEx ≡ ( inVi

2 +
inVr

2 )− ( outVi
9 +

outVr
9 ) (2.3.20)

−Jzn
x = inHy − outHy ≡

( inVr
2 − inVi

2)− ( outVi
9 − outVr

9 )

Z0
, (2.3.21)
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Figure 2.13: Magnetic current source M and electric current source J for the

boundary at the negative direction of z axis.

where the subscripts x and y represent x and y axis components of each current

source. Solving these equations for inV4, outV8, inV2 and outV9 leads to

inVi
4 =

1
2
(Mzn

x + Z0 Jzn
y ) + outVr

8

outVi
8 = −1

2
(Mzn

x − Z0 Jzn
y ) + inVr

4

inVi
2 = −1

2
(Mzn

y − Z0 Jzn
x ) + outVr

9

outVi
9 =

1
2
(Mzn

x + Z0 Jzn
y ) + inVr

2 . (2.3.22)

The same procedure can be applied for the other boundaries. To sum up these,
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for the internal voltage ports

inVi
(4, 6, 1) =

1
2

(
M(zn, xn, yn)

(x, y, z) + Z0 J(zn, xn, yn)
(y, z, x)

)
+ outVr

(8, 10, 12) (2.3.23)

inVi
(8, 10, 12) = −1

2

(
M(zp, xp, yp)

(x, y, z) − Z0 J(zp, xp, yp)
(y, z, x)

)
+ outVr

(4, 6, 1) (2.3.24)

inVi
(2, 3, 5) = −1

2

(
M(zn, xn, yn)

(y, z, x) − Z0 J(zn, xn, yn)
(x, y, z)

)
+ outVr

(9, 11, 7) (2.3.25)

inVi
(9, 11, 7) =

1
2

(
M(zp, xp, yp)

(y, z, x) + Z0 J(zp, xp, yp)
(x, y, z)

)
+ outVr

(2, 3, 5). (2.3.26)

For the voltage ports of the external region

outVi
(4, 6, 1) =

1
2

(
M(zp, xp, yp)

(x, y, z) + Z0 J(zp, xp, yp)
(y, z, x)

)
+ inVr

(8, 10, 12) (2.3.27)

outVi
(8, 10, 12) = −1

2

(
M(zn, xn, yn)

(x, y, z) − Z0 J(zn, xn, yn)
(y, z, x)

)
+ inVr

(4, 6, 1) (2.3.28)

outVi
(2, 3, 5) = −1

2

(
M(zp, xp, yp)

(y, z, x) − Z0 J(zp, xp, yp)
(x, y, z)

)
+ inVr

(9, 11, 7) (2.3.29)

outVi
(9, 11, 7) =

1
2

(
M(zn, xn, yn)

(y, z, x) + Z0 J(zn, xn, yn)
(x, y, z)

)
+ inVr

(2, 3, 5). (2.3.30)

This is summarised in Fig. 2.14.

For the calculation processes in the TLM simulations, first of all, after re-

flecting the time delay at each voltage port position (eqs. (2.3.1) to (2.3.6)),

excited electromagnetic fields are calculated. Secondly, the excited fields are

converted to the Huygen’s sources using eqs. (2.3.12) to (2.3.17). Finally, the

Huygen’s sources are incorporated in the voltage ports through eqs. (2.3.23)

to (2.3.30) so that inside the Huygen’s surface the excitation of the arbitrary

angles of the incident wave can be realised.

It may be also useful to mention that these calculations can be simplified

for specific situations to improve the calculation efficiencies. For example, if a

TE wave is simulated, the electric field E and magnetic field H become E=(Ex,
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Figure 2.14: Positions of each voltage port with added Huygen’s source.

Ey, Ez) = (E0, 0, 0) and H=(Hx, Hy, Hz)=(0, H0 cos θ, -H0 sin θ), respectively,

where E0 and H0 are the magnitudes of the excited electric and magnetic

fields. The incident angle θ is same with Fig. 2.10. In this case applying the

electromagnetic field components to eqs. (2.3.12) to (2.3.17) leads to

Myn = −Myp = (0, 0, E0) (2.3.31)

Jyn = −Jyp = (−H0 sin θ, 0, 0) (2.3.32)

Mzn = −Mzp = (0, − E0, 0) (2.3.33)

Jzn = −Jzp = (−H0 cos θ, 0, 0) (2.3.34)

Mxn = −Mxp = 0 (2.3.35)

Jxn = −Jxp = (0, H0 sin θ, H0 cos θ). (2.3.36)

Compared to eqs. (2.3.12) to (2.3.17), the above equations are found to have

smaller numbers of components. This means the reduction of the calculation

amount, resulting in the improvement of the calculation speed. Also, substitut-
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ing these equations to eqs. (2.3.23) to (2.3.30) and removing the zero Huygen’s

sources can further economise the computational effort.

Although this section showed an example of free space, it is also possible

to use the Huygen’s surface placed in dielectric or/and magnetic material(s).

In this case some modifications are necessary, such as revisions on electro-

magnetic fields entering and leaving the internal region (i.e. revisions on eqs.

(2.3.18) to (2.3.21)) as well as the delay time.

2.4 Other Aspect of the Simulation

2.4.1 Wave Forms of Excited Waves

For wave forms of excited waves a Gaussian pulse or constant sinusoidal wave

is used. The Gaussian pulse programmed in numerical simulations is expressed

by the next equation as a function of the time step number N:

f [N] = A exp

[
ln [r](N∆t − t0)

2

h2

]
, (2.4.1)

where ∆t and t0 are respectively the time step and the time delay. For analysis

spaces composed of cube unit cells in the thesis, ∆t is generally set to ∆l/2c.

A, r and h are the amplitude, truncation amplitude (fixed at 0.001 in this thesis)

and half width, respectively.

For the sinusoidal wave of a constant frequency fs, the following expres-

sion is applied:

f [N] = A(1 − exp [−α(N∆t − t0)]) sin [2π fsN∆t + ϕ]u[N∆t − t0],

(2.4.2)

where ϕ is the phase shift and α is the exponential soft-start coefficient:

α = −2π fs ln (0.01)
10π

. (2.4.3)
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2.4.2 Boundary Conditions

This thesis uses matched, short–circuit and open–circuit boundaries for bound-

ary conditions. In these cases voltages reflected from each type of the bound-

aries (i.e. new incident voltages in the next time step k+1Vi) become

k+1Vi = 0 (for matched boundary) (2.4.4)

k+1Vi = kVr (for open circuit boundary) (2.4.5)

k+1Vi = − kVr (for short circuit circuit). (2.4.6)

In addition, periodic boundary is used for expressing periodicities of metama-

terials. In this case the reflected voltages going out from the boundaries re–enter

the exactly same position of the opposite boundaries, i.e.

Vi
1(x, y0, z) = Vr

12(x, yiy−1 , z)

Vi
2(x, y, z0) = Vr

9 (x, y, ziz−1)

Vi
3(x0, y, z) = Vr

11(xix−1 , y, z)

Vi
4(x, y, z0) = Vr

8 (x, y, ziz−1)

Vi
5(x, y0, z) = Vr

7 (x, yiy−1 , z)

Vi
6(x0, y, z) = Vr

10(xix−1 , y, z)

Vi
7(x, yiy−1 , z) = Vr

5 (x, y0, z)

Vi
8(x, y, ziz−1) = Vr

4 (x, y, z0)

Vi
9(x, y, ziz−1) = Vr

2 (x, y, z0)

Vi
10(xix−1 , y, z) = Vr

6 (x0, y, z)

Vi
11(xix−1 , y, z) = Vr

3 (x0, y, z)

Vi
12(x, yiy−1 , z) = Vr

1 (x, y0, z), (2.4.7)

where it is assumed that the calculation space has the dimension of (ix × iy × iz)

cells, respectively, for x, y and z axes, and the cell positions along x, y and z

axes begin at x0, y0 and z0 and end at xix−1, yiy−1 and ziz−1.
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2.4.3 Reflection and Transmission from Infinitesimally Thin

Metal

Reflection and transmission from infinitesimally thin metal (including lossless

metal and lossy metal) are determined in the way that the reflection coefficient

Γ and transmission coefficient T are calculated from

Γ =
R0 − Z0

R0 + Z0

T =
2R0

R0 + Z0
, (2.4.8)

where Z0 is the characteristic impedance in vacuum. R0 is calculated from

R0 =
RZ0

R + Z0
, (2.4.9)

where R is the sheet resistance (in the unit of [Ω�−1]). For lossless metal R = 0,

resulting in T = 0. The conversion from resistance to sheet resistance is found

from appendix A.

2.5 Conclusion

In this chapter, simulation techniques used in the thesis have been explained.

This chapter covered a basic algorithm of the time–domain TLM method, wire-

modelling, Huygen’s surface implementation and some other techniques nec-

essary for the metamaterial research introduced later. All the programme codes

used in the thesis were built up by the author from the beginning to allow for

easy modification and the introduction of new capabilities.
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CHAPTER 3

Fundamental Scattering Properties

3.1 Introduction

This chapter introduces the fundamental characteristics of metamaterials by

showing the scattering properties of some metamaterials. First of all, two types

of resonances, i.e. electric resonance and magnetic resonance, are explained

with two specific structures and then investigated in more detail to clarify

the relationships between the resonant frequencies of the scatterers and the

physical structure of the components. As mentioned in the next chapter, the

resonant frequencies f can be generally predicted by the effective inductances

L and effective capacitances C through the equation of f = 1/2π
√

LC. Thus,

in some simulation results introduced here, the resonant frequencies are asso-

ciated with these parameters L and C. Thirdly, this chapter describes scattering

characteristics of another type of artificial structures called electromagnetic

band gap (EBG) structures [94, 95]. No studies of scattering parameters at

oblique incidence are shown in this chapter, but the capability of launching

oblique waves was developed in appendix D. There was insufficient time for

a full study to be included in the thesis and this part is therefore left as future

investigations.

So far, many patterns of metamaterial geometries have been proposed to

45



satisfy a range of applications, such as low frequency or high frequency

shifts, improvement in the scattering properties and realisation of multi–band

characteristics. Specifically, axially symmetric SRRs have better transmis-

sion characteristics and the properties of S–shaped metamaterials becomes

broadband, compared to the first metamaterials proposed by Smith et al. [8, 96].

Metamaterials can generally exhibit electric resonance or/and magnetic

resonance, as shown in Fig. 3.1 where the two types of the resonances are

explained using simple metamaterials. As shown in the left of Fig. 3.1, for

the electric resonance the periodic metal geometry interacts with the incident

wave, and a conduction current flows parallel to the incident electric field.

As a result, the structure behaves as an electric dipole. Since the induced

conduction current is in the opposite direction to the incident electric field, the

artificial electric dipole can lead to a negative value of permittivity. On the

other hand, at the magnetic resonance shown in the right figure of Fig. 3.1, the

periodic metal geometry interacts with the incident wave so as to produce the

conduction current circulating around the direction of the incident magnetic

field. Similarly with the electric resonance, the metal components behave as an

magnetic dipole and can lead to a negative values of permeability.

x (E)

y (H)

z (k)

x (E)

y (H) z (k)

Figure 3.1: Electric resonance (left) and magnetic resonance (right).
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3.2 Electric Resonance

In this section electric resonances are studied numerically using a y–shaped

metamaterial [97, 98]. This structure is decomposed into several parts to

examine the relationship between each part and the resonance frequencies. The

decomposed parts become simple straight strips parallel or orthogonal to the

incident electric field, which enable us to intuitively understand the resonance

mechanism. For this reason, the y–shaped metamaterial is chosen here. In this

section, calculation results of the conduction current are also used to confirm

the resonant behaviour of the y–shaped metamaterial. Although this structure

is not used directly in the absorber designs in chapter 7, it is nevertheless

generic enough to warrant a full study.

The simulated structure and calculation conditions are summarised in

Figs. 3.2 and 3.3, respectively. The default parameters are displayed on Table

3.1. As is described in Fig. 3.2 and Table 3.1, the y–shaped metal was composed

of 2 cell width of lossless metal (i.e. R = 0[Ω�−1]), where the edge lengths of

the cubical TLM cells, ∆l, was 0.1 mm. The dimension of the analysis space

was composed of (38 × 26 × 108) cells, respectively, for x, y and z axes. At

the boundary periodic boundary conditions were deployed for the xz and yz

planes so that the metamaterial simulated was assumed to spread infinitely on

the xy plane. The observation planes were placed far enough from the front

surface of the metamaterial (in this case Dz = 50 cells where Dz is the distance

between the front surface of the material under test (MUT) and the observation

planes). This configuration can be confirmed from Fig. 3.3.

The scattering parameters were calculated by the following procedure.

At first, a Gaussian pulse was excited one cell above the observation plane of

the reflection coefficient. The reflected voltages and transmitted voltages were

sampled using the voltage ports of each observation plane at the MUT sides

(i.e. in Fig. 2.3 the incident voltages at the port 9 and port 2 for the reflection
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x (E)

y (H)z (k)
Ax
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W

T

H1

H2

T

T T

Figure 3.2: Calculation model for y–shaped metamaterial. This structure was

used in the analysis space of Fig. 3.3 as the MUT so that the periodic

boundaries were deployed for yz and zx boundaries.

Table 3.1: Default parameters of y–shaped metamaterial.

Ax 3.8 [mm]

Ay 2.6 [mm]

H1 1.4 [mm]

H2 1.8 [mm]

T 0.2 [mm]

W 2.4 [mm]

Substrate thickness 0.3 [mm]

Metal thickness 0.0 [mm]

Sheet resistance of metal 0.0 Ω�−1

Relative permittivity of substrate 2.2 · (1.0 + j0.0)

Relative permeability of substrate 1.0 · (1.0 + j0.0)

TLM unit cell size 0.1 × 0.1 × 0.1 [mm3]

and transmission, respectively). The sampled voltages were averaged in the

time domain and then this process was repeated until the end of the iteration
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MUT

Dz cells

Ax

Ay

Figure 3.3: Simulation space for scattering parameter calculations.

(here 216 = 65,536). Finally, a Fast Fourier Transform (FFT) was performed to

calculate the magnitudes in the frequency domain. These values were divided

by magnitudes of reflected voltages obtained from the pre–simulation where a

perfect magnetic wall (PMC) was placed on the front surface of the MUT.

The calculated scattering parameters of the y–shaped metamaterial are

shown in Figs. 3.4 and 3.5, where the reflection and transmission coefficients

are respectively shown as a function of frequency up to 60 GHz. Within the

frequency range shown here the y–shaped metamaterial exhibited three peaks

for the reflection coefficient magnitude. Around the three peaks the reflection

coefficient phase became ± 180 degrees. On the other hand, the magnitude of

the transmission coefficient showed minima at the same frequencies.
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Figure 3.4: Magnitude and phase of reflection coefficient of y–shaped metama-

terial.
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Figure 3.5: Magnitude and phase of transmission coefficient of y–shaped meta-

material.
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To clarify the resonance mechanism at each frequency the surface current

distributions of the y–shaped metamaterial at 16.29, 31.75 and 55.17 GHz

(corresponding to the peaks of the reflection coefficient) are shown in Fig. 3.6.

One of the most important points for the electric resonances is that the structure

exhibits the strong conduction current distributions along the incident electric

field direction, as explained in section 3.1.

As is found from Fig. 3.6, at the first resonant frequency one strong con-

duction current curve appeared in the structure. In the second resonant

frequency, where the magnitude of the reflection coefficient was relatively

smaller than the other two, a similar vertical conduction current path was

found. However, in this case the calculation result showed another path going

out from the main vertical path, and this became parallel to it along x axis.

The opposite direction of the conduction current may be attributed to the

reason for the weak resonance magnitude. In the third resonant frequency two

current lines appeared. Although the conduction current paths are the opposite

directions around the centre of the structure, along x axis (i.e. the direction of

the incident electric field) the current directions became the same, which is

assumed to contribute to the large magnitude of the reflection coefficient.

Next, the y–shaped metamaterial was decomposed into smaller parts,

and each part is numbered as in Fig. 3.7. The reflection coefficients calculated

from each part or several combined parts were calculated in Figs. 3.8 to 3.13,

where the simulated models are illustrated together and the used part(s) is/are

summarised on Table 3.2.

The simplest calculation results are found in Fig. 3.8 where the metal ge-

ometries of the simulated structures were composed of only one straight strip

parallel to the incident electric field. This figure shows a very simple relation-

ship between the strip length and the resonant frequency, i.e. as the strip length

decreases, the resonant frequency increases as expected. In the shortest length
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Figure 3.6: Current distribution calculated on the front surface of y–shaped

metamaterial at 16.29 (top left), 31.75 (top right) and 55.17 GHz

(bottom left).
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Table 3.2: Summary of decomposed y–shaped metamaterial models. The

numbers written in the right column indicates the used part(s) cor-

responding to that (those) of Fig. 3.7.

Model 1 2, 5, 6 and 8

Model 2 5, 6 and 8

Model 3 1

Model 4 3 to 5

Model 5 3, 4, 5, 7 and 8

Model 6 1, 2, 5, 6 and 8

Model 7 1 and 2

Model 8 1 to 5

Model 9 3 to 8

Model 10 2, 5, 6, 7 and 8

Model 11 2, 3, 4, 5, 6 and 8

Model 12 1, 3, 4, 5, 6, 7 and 8

case (i.e. model 3) the resonant frequency exceeded the frequency range shown

here.

x (E)

y (H)z (k)

1 2

3 4 5

6

7 8

Figure 3.7: Decomposed and numbered y–shaped metamaterial parts.
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Model 1  Model 2   Model 3

Figure 3.8: Reflection coefficient magnitudes (top) and phases (bottom) of de-

composed y–shaped metamaterial models 1, 2 and 3.

Similar results are found in Fig. 3.9 where one straight strip or two was/were

deployed along y axis (i.e. orthogonal to the incident electric field). In this case

the lengths along x axis are too short, resulting in no resonance up to 60 GHz.

Fig. 3.10 shows results of two strips parallel to x axis. For the model 6

whose one of the strip lengths was same with model 1, the resonant frequency

remained almost same with that of model 1. This means that in this case the

shorter strip did not affect the resonant behaviour. For model 7 the resonant

frequency was out of the range, as found in the result of model 3 whose strip

length was same with those of model 7.

The two parallel strip pairs used for model 5 and 7 were connected by

another strips in Fig. 3.11. Compared to model 7, model 8 exhibited a resonant

frequency within the calculated frequency range. In part this is assumed to

be because the conduction current path became longer enough. In addition,
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Model 4  Model 5

Figure 3.9: Reflection coefficient magnitudes (top) and phases (bottom) of de-

composed y–shaped metamaterial models 1, 4 and 5.

mutual inductances and mutual capacitances might reduce the resonant

frequency position. The same explanations can be applied for model 9 which

showed two resonances up to 60 GHz.

Fig. 3.12 shows structures composed of a long straight wire (same with

model 1) and another strip connected to it along y axis. Each structure

exhibited two resonant frequencies. In model 10 the first resonance was found

at frequency lower than that of model 1. It is expected that in the resonance

the conduction current path appears at the whole part of the metal strip, which

contributed to the increase of the inductance and thus decrease of the resonant

frequency. In the second resonant frequency the structure might exhibit a

high order mode of the first resonance, since the resonant frequency is almost

double of the first resonant frequency. In model 11, associating the resonant

frequencies with the current path lengths, the conduction current is expected to

appear at the horizontal strip in addition to the bottom part of the vertical strip
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Model 6  Model 7

Figure 3.10: Reflection coefficient magnitudes (top) and phases (bottom) of de-

composed y–shaped metamaterial models 1, 6 and 7.

for the lower resonance frequency, while for the higher resonant frequency

only at the vertical strip.

In Fig. 3.13 the parts resonated at the first resonant frequency of the y–shaped

metamaterial (i.e. the top left of Fig. 3.6) were extracted. The calculation result

is compared to the y–shaped metamaterial, and as a reference the result of

model 8 (which corresponds to the current path of the third resonance of the

y–shaped metamaterial) is also shown. It turns out from this figure that the

resonant frequencies of the decomposed models are almost same with those of

the original structure.
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Model 8  Model 9

Figure 3.11: Reflection coefficient magnitudes (top) and phases (bottom) of de-

composed y–shaped metamaterial models 1, 8 and 9.

Model 10  Model 11

Figure 3.12: Reflection coefficient magnitudes (top) and phases (bottom) of de-

composed y–shaped metamaterial models 1, 10 and 11.
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Model 12  Model 8

Figure 3.13: Reflection coefficient magnitudes (top) and phases (bottom) of de-

composed y–shaped metamaterial models 8 and 12 and y–shaped

metamaterial.
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3.3 Magnetic Resonance

This section addresses magnetic resonances with the capacitively–loaded loop

(CLL) based metamaterial [42] illustrated in Fig. 3.14. The default parameters

of the structure are provided on Table 3.3. The substrate of this structure

had a complex relative permittivity of εr = 2.2 and tan δe = 0.00090 where

tan δe = σe/ω0εrε0 and ω0 = 2π · 10 · 109.

The scattering parameters of the default CLL–based metamaterial are shown

in Figs. 3.15 and 3.16. Similarly to the y–shaped metamaterial simulated in the

last section, the CLL–based metamaterial exhibited some reflection coefficient

peaks from 0 to 20 GHz, while the same number of dips was found in the trans-

mission coefficient curve. However, in contrast to the y–shaped metamaterial,

the phase of the reflection coefficients of the CLL–based metamaterial became

U

W

T

g g

g

g

g

L

S

Ay

CLL units

Substrate

x(E)
y(H)

z(k) Ax

Figure 3.14: Calculation model for CLL–based metamaterial. This structure

was used in the analysis space of Fig. 3.3 as the MUT so that the

periodic boundaries were deployed for yz and zx boundaries.
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Table 3.3: Default values of CLL–based metamaterial.

L 2.5 [mm]

S 1.2 [mm]

T 0.5 [mm]

U 1.7 [mm]

W 4.1 [mm]

tm (thickness of CLL metal) 0.1 [mm]

g 0.5 [mm]

Ax 5.1 [mm]

Ay 0.8 [mm]

Resistance of metal block 0.0 Ω

Relative permittivity of substrate 2.2 · (1.0+j0.00090)

Relative permeability of substrate 1.0 · (1.0+j0.0)

TLM unit cell size 0.1 × 0.1 × 0.1 [mm3]

0 degrees around the resonance of 9.789 GHz, which is known as magnetic

resonance. Also, this result indicates that this structure behaves as an artificial

magnetic conductor around this frequency.

Fig. 3.17 shows electric field (Ex and Ey), magnetic field (Hy) and current

distributions at 9.789 GHz. It reveals that the induced conduction current

circulated along the whole part of the only top CLL unit. As a result, an

artificial magnetic dipole appeared inside the CLL unit. As a comparison to the

magnetic resonance, Fig. 3.18 shows the profile of the electric resonance at 4.026

GHz. In this case both CLL units interacted with the external fields. However,

in contrast to the magnetic resonant frequency which showed strong electric

field inside the top CLL unit, electric field appeared around the yz boundaries

(see the top right of Fig. 3.18). Although magnetic field appeared inside the

CLL units in the electric resonance as well, was an order of magnitude smaller

than of the magnetic resonance (c.f. the bottom left of Fig. 3.17). As a result, the
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Figure 3.15: Magnitude and phase of reflection coefficient of CLL–based meta-

material.
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Figure 3.16: Magnitude and phase of transmission coefficient of CLL–based

metamaterial.
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resonance around 4.026 GHz became analogous to the structures simulated in

the last section.

To further study the magnetic resonance some components of the CLL–

based metamaterials were changed, while the dimension of the substrate was

fixed. The calculation results are displayed in Figs. 3.19 to 3.23. In Figs. 3.19

the length L was varied (see Fig. 3.14 for the dimension L). It turns out from

these figures that as the length L increases, the magnetic resonance shifts to

lower frequency. This is assumed to be because this dimension relates with the

length of the current path.

In Figs. 3.20 and 3.21 the lengths of S and U were changed. In this case

increasing these lengths led to the decrease of the magnetic resonant frequency.

Similarly to Fig. 3.19 the current path is expected to be longer as these parame-

ters increase. However, these changes affect not only the length of the current

path but also the capacitance of this resonance mechanism. As shown in the

top right of Fig. 3.17, strong electric field is concentrated between the gap part

of the CLL units, indicating this part plays a role of the capacitor. Therefore,

the increases of the S and U lengths lead to the increase of the capacitance,

resulting in the decrease of the magnetic resonant frequency.

Figs. 3.22 and 3.23 show the reflection coefficient dependence on the rela-

tive permittivity and permeability of the substrate, respectively. Although in

these simulations no metal component lengths were changed, the increases of

these electromagnetic properties (i.e. εr and µr) affected the total capacitance

and total inductance, resulting in the decrease of the magnetic resonant

frequency.
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Figure 3.17: Profile of CLL–based metamaterial at 9.789 GHz. The top left fig-

ure shows the current distribution at zx plane, while the top right

and bottom left represent the electric field (Ex and Ez) and mag-

netic field (Hy) distributions, respectively.
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Figure 3.18: Profile of CLL–based metamaterial at 4.026 GHz. The top left fig-

ure shows the current distribution at zx plane, while the top right

and bottom left represent the electric field (Ex and Ez) and mag-

netic field (Hy) distributions, respectively.
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Figure 3.19: Reflection coefficient dependence of CLL–based metamaterial on

component L.
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Figure 3.20: Reflection coefficient dependence of CLL–based metamaterial on

component S.
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Figure 3.21: Reflection coefficient dependence of CLL–based metamaterial on

component U.
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Figure 3.22: Reflection coefficient dependence of CLL–based metamaterial on

relative permittivity of substrate.
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Figure 3.23: Reflection coefficient dependence of CLL–based metamaterial on

relative permeability of substrate.

67



3.4 EBG Structure

3.4.1 Introduction

In this section the EBG structure is described. This structure was originally

suggested by Sievenpiper et al. of University of California at Los Angeles in

1999 [94, 95]. The EBG structure unit is generally composed of a metal patch,

ground plate and via connecting them (see the left of Fig. 3.24). When a radio

wave impinges on the surface of the metal patch as shown in the right of

Fig. 3.24, electric charges circulate in the EBG structure units. At the resonant

frequencies the electric charges are concentrated at the edges of the top patches.

In this case the patch edges and the other parts of the structure play the roles

of a capacitor and inductor, respectively. Also, conduction current is induced,

when radio wave propagates along the ground plate surface, and in this case

the structure presents a stop band to the radio wave [99]. Therefore, the EBG

structure is useful to mitigate propagation of unnecessary surface current

and can be deployed, for example, on print circuit board (PCB) to prevent

interference from other signal sources.

Top view

Side view

E
H

k

-+

L

C

Figure 3.24: EBG structure (left) and its resonance behaviour (right).
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EBG structures have some analogies with metamaterials from the view-

point that they can change scattering characteristics in artificial ways. For

example, in the right of Fig. 3.24 artificial magnetic dipoles appear inside the

structures, which is similar to the CLL–based metamaterial introduced in the

last section. Moreover, the scattering properties can be changed even on a

large scale by using a large number of EBG structure units covering a surface.

In [100, 101] scattering from a metal plane and cylinder was manipulated

by modifying the surface impedance of each unit independently. This idea

was extended in [102] where a slit was made in each top patch with various

angles so that the scattering properties from the large–scale EBG structure

units became different depending on whether the incident wave has left hand

or right hand circular polarisation.

One point distinguishing EBG structures from metamaterials is the scale

of the periodicity p. It is generally known that metamaterial units are much

smaller than the EBG structure units. For instance, reference [9] states that the

metamaterial periodicity is "p/λ ≈ 10−1 to 10−2" where λ is the wavelength

of the incident wave, and as long as p/λ < 1/4, the difference between the

metamaterials and naturally available materials is just the sizes of the resonat-

ing structures (i.e. metal composites in metamaterials; molecules in naturally

available structures). In contrast, the periodicities of the EBG structures are

multiples of the half–wavelength (p = nλ/2 where n is an integer), and in this

case Bragg’s law is applicable for the diffraction angles, which is not the case

of the metamaterials. In addition, resonances of metamaterials are basically

fundamental modes, while those of the EBG structures include high order

modes as well [9].
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Figure 3.25: Simulated EBG structure. This structure was used in the analysis

space of Fig. 3.3 as the MUT so that the periodic boundaries were

deployed for yz and zx boundaries.

Table 3.4: Default values of EBG structure.

w 4.0 [mm]

d 0.8 [mm]

t 0.1 [mm]

h 1.5 [mm]

g 0.2 [mm]

Relative permittivity of substrate 2.2 · (1.0+j0.0)

Relative permeability of substrate 1.0 · (1.0+j0.0)

TLM unit cell size 0.1 × 0.1 × 0.1 [mm3]

3.4.2 Simulation Results

The EBG structure described in Fig. 3.25 and Table 6.1 is simulated to study

its scattering parameters. Since in this case all of the structure components

were lossless and the bottom of the structure is fully covered by a perfect

electric conductor (PEC) wall, the magnitudes of the reflection coefficient and

transmission coefficient became a unity and zero. Hence, most results show

only the phases of the reflection coefficients.

Fig. 3.26 shows the calculation result for the EBG structure. Within the

frequency range from 0 to 20 GHz the reflection coefficient phase gradually
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Figure 3.26: Reflection coefficient of EBG structure. The top figure shows the

magnitude and phase, while the bottom figure represents the real

part and imaginary part.

reduced from 180 to -180 degrees. At around 11.89 GHz the phase approached

0 degrees. As a result, at this frequency the EBG structure behaved as an artifi-
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cial perfect magnetic wall, which is similar to the CLL–based metamaterial (c.f.

Fig. 3.15).

Figs. 3.27 and 3.28 show the current distributions and electromagnetic

field distributions respectively of the simulated EBG structure at 11.89 GHz.

Fig. 3.27 proves that the conduction current flowed inside the EBG structures

and was concentrated around the edges of the top patch. This conduction

current concentration caused the strong electric field around the top patch

Current [A]

0           5.4272×10
-6

Outline of metal part
x

z

Current [A]

0           1.0924×10
-5

Top patch

x

y

Current [A]

0           1.1111×10
-5

x

y

Figure 3.27: Current distributions of EBG structure at 11.89 GHz. The top fig-

ure shows the distribution at zx plane, and the bottom left and

right figures respectively represent the distributions at the bottom

surface of the top patch and the surface of the ground plate.
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Figure 3.28: Electric field (Ex and Ez) distribution (top) and magnetic field (Hy)

distribution (bottom) of EBG structure at 11.89 GHz.

edges and also generated the magnetic field inside the EBG structure substrate,

as demonstrated in Fig. 3.28. As a result of the enhanced magnetic field,

the EBG structure behaved as an magnetic conductor so that the reflection

coefficient phase became 0 degrees.

Similarly to the CLL–based metamaterial, some parameters of the EBG

structure were changed to further study the magnetic resonance response. In

addition, these simulations show in–phase reflection bandwidth (defined by

frequency region in which the phase is from -π/4 to +π/4 [103]) and its ratio

to the centre frequency of each magnetic resonance. In Fig. 3.29 the via height

was increased from 0.5 to 1.5 mm so that the magnetic resonance frequency

shifted to lower frequency. This dependence may be attributed for the increase

of the current path, which resulted in the increase of the total inductance and
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thus the decrease of the resonant frequency.

Fig. 3.30 represents the dependence on the gaps between the top patches.

As the gap width increases, the magnetic resonance frequency was found to

increase. This shift is assumed to be due to the decrease of not only the total

inductance but also total capacitance, leading to the relatively large shift of the

resonant frequency, compared to the result of Fig. 3.29.

In Fig. 3.31 and 3.32 the relative permittivity and permeability of the sub-

strate were respectively changed. As found in the results of the CLL–based

metamaterial (c.f. Figs. 3.22 and 3.23) the increase of the electromagnetic

properties of the substrate shifted the magnetic resonance to lower frequency.

It is found from Figs. 3.29 to 3.32 that the in–phase reflection bandwidth

and the ratio to the centre frequency change differently depending on the

parameter being changed. For example, the increase of the top patch gap led

to the "increase" of the magnetic resonant frequency and the increase of the

in–phase reflection coefficient bandwidth ratio. In contrast, the increase of

the permeability of the substrate resulted in the "decrease" of the resonant

frequency, while still increasing the in–phase reflection coefficient bandwidth

ratio. These trends may be useful in designing broadband artificial magnetic

conductors in high frequency and low frequency regions, respectively.
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Figure 3.29: Reflection coefficient phase dependence of EBG structure on via

height. The top figure shows the reflection coefficient phase as

a function of frequency up to 40 GHz. The bottom figure shows

the in–phase reflection bandwidth (grey bars) and its ratio to the

centre frequency (crosses).
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Figure 3.30: Reflection coefficient phase dependence of EBG structure on top

patch gap. The top figure shows the reflection coefficient phase as

a function of frequency up to 40 GHz. The bottom figure shows

the in–phase reflection bandwidth (grey bars) and its ratio to the

centre frequency (crosses).
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Figure 3.31: Reflection coefficient phase dependence of EBG structure on rela-

tive permittivity of substrate. The top figure shows the reflection

coefficient phase as a function of frequency up to 40 GHz. The bot-

tom figure shows the in–phase reflection bandwidth (grey bars)

and its ratio to the centre frequency (crosses).
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Figure 3.32: Reflection coefficient phase dependence of EBG structure on rela-

tive permeability of substrate. The top figure shows the reflection

coefficient phase as a function of frequency up to 20 GHz. The bot-

tom figure shows the in–phase reflection bandwidth (grey bars)

and its ratio to the centre frequency (crosses).
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3.5 Conclusion

In this chapter electric resonance of y–shaped metamaterial and magnetic reso-

nance of CLL–based metamaterial were studied with the scattering properties.

It was shown that for the electric resonance, electric field was induced due to

the resonance of the metal composite along the direction of the external electric

field, while for the magnetic resonance magnetic field was induced along the

external magnetic field. In addition to these structures, an EBG structure was

also simulated to study its resonance mechanisms. The properties of these three

structures were investigated in more detail by decomposing the metal geome-

try or changing the component values. As a result, the trends and relationships

between various design parameters and resonant frequencies were clarified.
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CHAPTER 4

Predictions of Resonant Frequencies

4.1 Introduction

4.1.1 Predictions of Resonant Frequencies by Equivalent Cir-

cuits

Based on the results of chapter 3, in this chapter equivalent circuits applicable

to predictions of resonant frequencies of CW metamaterials are studied. The

use of equivalent circuits is useful for a systematic metamaterial design and

enables us to obtain a first estimate of the dimensions needed for resonances at

particular frequencies.

Equivalent circuits are composed of the total (or effective) inductance L

and total capacitance C. If a loss mechanism is involved in the resonance

behaviour, then the total resistance R is inserted in the circuit. For a series

circuit the total impedance Z of the circuit becomes

Z = R + j ·
(

ωL − 1
ωC

)
. (4.1.1)

The current flowing in the circuit can be calculated from

I =
Vin

R + j ·
(

ωL − 1
ωC

) , (4.1.2)
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where Vin is the applied voltage. I and Vin are phasors. Taking the magnitude

of the current,

|I| = |Vin|√√√√R2 +

(
ωL − 1

ωC

)2
. (4.1.3)

At the resonant frequency |I| reaches the maximum value, i.e. (ωL − 1/ωC) =

0. Therefore, the general condition of the resonant frequencies is

ω =
1√
LC

(4.1.4)

or

f =
1

2π
√

LC
. (4.1.5)

Note that in more complex cases the total inductance L and total capacitance C

may consist not only of self inductance Ls and self capacitance Cs, but also of

mutual inductance(s) Lm and mutual capacitance(s) Cm etc.

4.1.2 CW Metamaterials

In this chapter equivalent circuits for CW metamaterials (see the insets of Fig.

4.1 for the structures of a single CW and symmetrically paired CW) are de-

signed for the following reasons. Firstly, the CW metamaterials are very simple

structures and the periodic unit is composed of only a dielectric substrate and

a single or paired CW. Due to their simplicity, CW metamaterials can be the

basic elements of other more complex types of metamaterials [22, 23], so they

play an important role in fundamental metamaterial research. Secondly, the

CW metamaterials are readily scalable to higher frequency regions, compared

to most other metamaterials. This is due to relatively simple manufacturing

processes in fabrication and the absence of bent metal geometry, which leads

to strong loss mechanisms in the high frequency region [11]. Thirdly, the

CW metamaterials do not require any extra metal components to produce

a NRI. For example, the first metamaterial developed [1–3] is composed of
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Figure 4.1: Scattering parameters of single CW metamaterial (top) and sym-

metrically paired CW metamaterial (bottom).

split–ring resonators, yielding a negative value of permeability, and long metal

strips, yielding a negative value of permittivity, and hence two types of metal

structures are necessary to produce a NRI. However, the CW metamaterials

can exhibit both negative permittivity and permeability through a simply

paired CW.
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As a brief introduction to CW metamaterials, the fundamental scattering

characteristics are shown in Fig. 4.1. The top of Fig. 4.1 shows the calcula-

tion results of a single CW metamaterial whose periodic unit is composed

of one metal strip, while the bottom of Fig. 4.1 represents the results of a

symmetrically paired CW metamaterial whose periodic unit is composed of

two metal strips on either side of the substrate. To simplify the situation, the

relative permittivity εr of the substrate was set εr = 1.0 · (1.0 + j0.0). The

CW structure had a width of 0.3 mm along the y axis (H–field) and a length

of 5.1 mm along the x axis (E–field). The thickness of the CWs was set to be

infinitesimally thin thickness, and the sheet resistance was 0.0 Ω�−1. The

dimension of the periodic unit was Ax = Ay = 6.3 mm where Ax and Ay

represent the periodicities along x and y axes, respectively. This structure was

modelled using cubical TLM unit cells having the edge lengths of ∆l = 0.075

mm. The scattering parameters were calculated using observation planes 15

mm away from the top surface of the CW metamaterial, and a Gaussian pulse

was excited on a plane one cell above the observation plane for the calculation

of the reflection coefficient. Since periodic boundaries were applied for the xz

and yz plane boundaries, the CW metamaterial unit modelled was assumed to

belong to infinite array on xy plane.

As shown in Fig. 4.1, the simulated single CW and paired CW metamate-

rials exhibited reflection coefficient peaks at around 26.65 and 26.71 GHz,

respectively. In addition, the paired CW metamaterial showed a dip in the |S11|

at around 24.89 GHz. The former peaks and latter dip are respectively known

as electric resonance and magnetic resonance [22].

More details of the resonance behaviour of the paired CW metamaterial

are clarified with Figs. 4.2 and 4.3 where the electric field and the conduction

current in time domain and at the resonant frequencies are summarised. As

seen in the top of Fig. 4.2, when an incident wave is excited with the electric
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0       125.4

Figure 4.2: Electric field (top) and the conduction current in time domain (bot-

tom) at 24.89 GHz (magnetic resonance).

field parallel to the direction of the CW metals, the conduction currents flow

in opposite directions in each CW at the magnetic resonance. In this case the

electric field is anti–parallel at the two edges of the CW metamaterial, and

a magnetic field (not shown here) concentrated within the area bounded by

the paired CW is generated. This magnetic field plays the role of an artificial

magnetic dipole and can lead to a negative value of permeability. On the other

hand, at the electric resonance shown in Fig. 4.3 conduction currents in the

CWs become dominant, resulting in a strong unidirectional electric field at the
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Figure 4.3: Electric field (top) and the conduction current in time domain (bot-

tom) at 26.71 GHz (electric resonance).

edges of the CWs. Similarly with the magnetic resonance this electric field

behaves as an artificial electric dipole so as to produce a negative value of

permittivity. A similar unidirectional electric field is found in the |S11| peak of

the single CW metamaterial.
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4.1.3 Focus

So far equivalent circuits for geometrically symmetric paired CW metamate-

rials have been reported to calculate the resonant frequencies [22]. However,

geometrically asymmetric cases in which the CW positions are shifted parallel

to the incident E field have not been fully discussed using equivalent circuits,

despite the fact that introducing asymmetry is one of the easiest ways to re-

alise NRI [104]. For this reason this chapter aims at the realisation of equivalent

circuits to predict the resonant frequencies of the asymmetrical CW metama-

terials. The equivalent circuit is designed to predict magnetic resonances (i.e.

Fig. 4.2), since this resonance mechanism is similar to that of CW metamaterial

absorbers introduced in chapter 7. In this chapter, firstly, an equivalent circuit

for a single CW in a periodic array is introduced and then extended to that for

a symmetrically paired CW. Finally, an equivalent circuit for an asymmetrically

paired CW is proposed. The calculated results are compared to those obtained

by numerical simulations. In [105] the equivalent circuits introduced here for

the single CW and symmetrically paired CW have been reported. The equiv-

alent circuit models introduced in this thesis are extended to the prediction of

absorptance peak frequencies of CW metamaterial absorbers in [106].

4.2 Calculation Models

Based on reference [104] for the basic structure, the CW metamaterial illustrated

in Fig. 4.4 (also see Table 4.1 for the details of each component) was modelled

and analyzed. For simplicity, however, the substrate was set εr = 1, no dielec-

tric or conductive loss. The CW length lt along E field of an incident wave was

varied from 9.6 to 15.6 mm except for the asymmetrically paired CW which

used the fixed value of lt = 9.6 mm. Instead, for the asymmetrically paired CW

the offset length dx was changed from 0 to 9.6 mm. Both the metal width w and

metal thickness tm were set to be 0.3 mm. The basic metamaterial unit had the

dimension of 19.2 × 9.6 mm2, respectively, for x axis (parallel to E field) and y
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Figure 4.4: Calculated default CW metamaterial model. The illustrated struc-

ture represents the asymmetrically paired CW metamaterial. For

the symmetrically paired CW metamaterial the offset dx was set

to zero. For the single CW metamaterial the bottom CW was re-

moved. The details of each components are summarised in Table

4.1.

axis (parallel to H field). The analysis space was composed of (Nx × Ny × Nz) =

(128 × 64 × 408) cells and the cube unit cells had the edge lengths of 0.15 mm.

4.3 Calculation Results

4.3.1 Equivalent Circuit for Single CW

First of all, a resonant frequency of a single CW in a periodic array is considered

based on an equivalent circuit. In this calculation the back metal was removed

and the front metal was approximated by a round wire, where the wire radius

r was set to be [107]

r =
w
4

. (4.3.1)
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Table 4.1: Details of calculation parameters used for resonant frequency pre-

diction of CW metamaterial (Fig. 4.4).

lx 19.2 [mm]

ly 9.6 [mm]

lt 9.6 [mm]

(for asymmetrically paired CW)

9.6 to 15.6 [mm]

(for the other CWs)

w 0.3 [mm]

tm 0.3 [mm]

ts 1.2 [mm]

dx 0.0 to 9.6 [mm]

(for asymmetrically paired CW)

0.0 [mm]

(for the other CWs)

Relative permittivity of substrate 1.0 · (1.0 + j 0.0)

Relative permeability of substrate 1.0 · (1.0 + j 0.0)

TLM unit cell size 0.15 × 0.15 × 0.15 [mm3]

(for numerical simulations)

This approximation facilitates analytical calculations. All inductances used in

this chapter were calculated from the next equation [108]:

L(a1, a2) =

µ0a2

(
ln

[
a2

a1
+

√√√√( a2

a1

)2

+ 1

]
+

a1

a2
−

√√√√( a1

a2

)2

+ 1

)
2π

[H/m]

(4.3.2)

where µ0 is the permeability of vacuum and, as illustrated in Fig. 4.5, a1 is the

radius for self inductance Ls and the distance vertical to next wire for mutual

inductance Lm. In terms of a2 the wire length lt is substituted. Therefore, the

total inductance L1 became
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Figure 4.5: Parameters used for self inductance and mutual inductance calcu-

lations (eq. (4.3.2)).

L1 = Ls(r, lt)− 2Lmy(ly, lt) (4.3.3)

where the subscript y of Lmy represents the mutual inductance with the neigh-

bour CW metamaterial units along y axis and the sign was determined by nu-

merical simulations in which the substrate dimensions (ly in this case) were

varied. Regarding the total capacitance C1 the self capacitance Cs and mutual

capacitances Cmx with CWs neighbour along x axis were incorporated. Cs was

estimated from the relationship between the self resonance frequency fs and

the metal length lt, i.e.

fs =
c0

2lt
=

1
2π
√

Ls(r, lt)Cs
(4.3.4)

where c0 is the speed of light in vacuum. Cmx was calculated from the capaci-

tance C′
mx of a parallel plate capacitor, i.e.

C′
mx =

ε0wtm

lx − lt
[F/m], (4.3.5)

and the fringing effect, which was taken into account by using a coefficient

Cn(a3) obtained from [109]

Cn(a3) =
π
(1 + εr)

εr

ln (8a3) +
1

16a2
3(1 + εr)

+
εr − 1

εr

[
0.041

a2
3

− 0.454

] , (4.3.6)
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+
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Figure 4.6: Parameters used for fringing effect calculations (eq. (4.3.6)). w and

g represent the plate widths and the gap between the plates.

where a3 represents a ratio of the gap between the parallel plates to the width,

as illustrated in Fig. 4.6. εr is the relative permittivity and here set to εr = 1.

Therefore, Cmx was estimated from

Cmx = C′
mx

[
Cn

(
lx − lt

w

)
+ Cn

(
lx − lt

tm

)
− 1

]
[F/m] (4.3.7)

and the resultant resonance frequency f1 became

f1 =
1

2π
√

L1C1

=
1

2π

√√√√[Ls(r, lt)− 2Lmy(ly, lt)

](
Cs +

Cmx

2

) [Hz], (4.3.8)

where C1 is the total capacitance. The mutual inductances and mutual capaci-

tances used here are visualised in Fig. 4.7, and in Fig. 4.8 the equivalent circuit

is drawn. As is found from Fig. 4.9, the resonant frequencies calculated by the

equivalent circuit were close to those by numerical simulations, the average dif-

ference being about 4 %. Note that by the use of Lmy and Cmx this equivalent

circuit takes account of the mutual coupling between array elements.
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Ls, Cs

Cmx

LmyLmy

Cmx

Figure 4.7: Mutual inductances and mutual capacitances used for equivalent

circuit of single CW array. The subscripts s and m represent self

and mutual values. The subscripts following m indicate main di-

rections along which the mutual effects work. The directions of the

conduction currents are described by the black arrows.

L1
Cs

CmxCmx

Figure 4.8: Equivalent circuit for predicting electric resonant frequencies of

single CW arrays. The equivalent circuit is based on eq. (4.3.8).
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Figure 4.9: Resonant frequencies for single CW arrays. The resonant frequen-

cies were derived by equivalent circuit (see Fig. 4.8 and eq. (4.3.8))

and numerical simulations.
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4.3.2 Equivalent Circuit for Symmetrically Paired CW

Regarding the magnetic resonance frequency f2 of the symmetrical paired CW

metamaterial, mutual capacitances Cmz and a mutual inductance between the

pair of the CWs were also incorporated in addition to the parameters used

above. As is seen from Fig. 4.10 where E field along z axis was calculated in the

paired CW at f2, the E field is not evenly distributed and varies almost linearly

in the CWs.

To estimate this mutual capacitance, the electrostatic energy W stored in

the parallel plate structure illustrated in Fig. 4.11, where the potential differ-

ence linearly decreases to zero, was firstly calculated and its mutual capacitance

C was then obtained from

W =
CV2

in
2

(4.3.9)

where all the symbols used here correspond to those in Fig. 4.11 (e.g. Vin is the

potential difference at one edge of the parallel plates).

CWs
x

z
y

Figure 4.10: Normalised Ez in substrate of paired CW. This result was numeri-

cally obtained.
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First of all, potential difference V0 at position x illustrated in Fig. 4.11

is

V0 = Vin
x
lc

, (4.3.10)

where lc is the parallel plate length. Hence, the electric field E0 at x is

E0 =
V0

dc
=

Vin

lcdc
x, (4.3.11)

where dc is the gap between the plates. Next the stored energy W can be ob-

tained from

W =
∫ lc

0

1
2

ε0E2
0 · wcdc · dx =

1
2

ε
V2

inwcdc

l2
c d2

c

[
x3

3

]lc

0

=
ε0wclcV2

in
6dc

, (4.3.12)

where wc is the CW width. From eq. (4.3.9),

C = ε0
wclc
3dc

. (4.3.13)

Vin/2

-Vin/2 0

0

dc

wc

0lc x

V0 = Vinx/lc

Parallel plates

 in vacuum

E0 = V0/dc

W =  ∫        ε0E0wcdcdx =      CVin

C = ε0wclc/3dc

lc
0 2

1
2

1 2

lc

Figure 4.11: Calculation method for mutual capacitance C of two parallel

plates having linearly changing potential difference.
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In the constant potential difference case, since E0 = V0/dc = Vin/dc, the energy

W becomes

W =
∫ lc

0

1
2

ε0E2
0 · wcdc · dx =

1
2

ε0
V2

inwcdc

d2
c

[x]lc0

=
ε0wclcV2

in
2dc

. (4.3.14)

Hence, equalising this equation to eq. (4.3.9) gives

C = ε0
wclc
dc

. (4.3.15)

Compared to eq. (4.3.15), it is found that the capacitance of the linearly chang-

ing case (i.e. eq. (4.3.13)) is one third of that of the constant potential difference

case (i.e. eq. (4.3.15)). Therefore, this coefficient 1/3 was applied to the mutual

capacitance between the CW pair, and the resultant Cmz became

Cmz =

ε0ltwCn

(
ts

w

)
6ts

[F/m], (4.3.16)

where Cmz was additionally divided by two and multiplied by Cn to consider

lt/2 and the fringing effect, respectively. Regarding the mutual inductances,

Lmz was similarly calculated from eq. (4.3.2) and Lmy was set to zero due to

cancellations from the pairs of the CWs. As a result, the magnetic resonant

frequency f2 became

f2 =
1

2π
√

L2C2

=
1

2π

√√√√[Ls − Lmz(ts, lt)

](
Cs +

Cmx

2
+

Cmz

2

) [Hz], (4.3.17)

where L2 and C2 represent the total inductance and the total capacitance, re-

spectively. The mutual inductances and mutual capacitances used here are vi-

sualised in Fig. 4.12, and in Fig. 4.13 the equivalent circuit is drawn. Fig. 4.14

shows the calculation results of the resonant frequencies. It is found from this

figure that the calculation results were close to numerically derived values, the

difference being only about 6 %. Note that this equation also takes account of

the mutual coupling between the array elements by the use of Cmx.
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Ls, Cs

Cmx

Cmz

CmzCmx

Lmz

Figure 4.12: Mutual inductances and mutual capacitances used for equivalent

circuit of symmetrically paired CW array. The subscripts s and

m represent self and mutual values. The subscripts following m

indicate main directions along which the mutual effects work. The

directions of the conduction currents are described by the black

arrows.

L2
Cs

CmxCmx

CmzCmz

Figure 4.13: Equivalent circuit for predicting magnetic resonant frequencies of

symmetrically paired CW arrays. The equivalent circuit is based

on eq. (4.3.17).
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Figure 4.14: Magnetic resonant frequencies for symmetrically paired CW ar-

rays. The resonant frequencies were derived by equivalent circuit

(see Fig. 4.13 and eq. (4.3.17)) and numerical simulations.

4.3.3 Equivalent Circuit for Asymmetrically Paired CW

For the asymmetrically paired CW the same equivalent circuit as that used for

the symmetrical case (Fig. 4.13) was applied, but some mutual parameters were

modified. First of all, for the mutual capacitances between the pair of the CWs

(i.e. Cmz) it was assumed that as the geometrical offset (asymmetry) dx increases,

the mutual capacitance decreases linearly and reaches zero at dx = lt/2, i.e.

C′
mz =


lt − 2dx

lt
Cmz (for 2dx < lt)

0 (for 2dx ≥ lt)
. (4.3.18)

In addition, Lmy was incorporated again as the geometrical symmetry is broken.

Before the calculation procedure for Lmy is explained, a simpler case is

considered first in Fig. 4.15 where a mutual inductance between different
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Mutual inductance 

Lm of 

A           B         C

  Lm

= (LAB + LBC - LA - LC) / 2

if (A = C)

  Lm

= LAB - LA

A           B

B         C

+

A                       C

-

LL

A          B          C
=

Identical Identical

=

÷  2 and  =  

A          B          C

A          B          C

Figure 4.15: Calculation processes for mutual inductance between different

lengths of two wires [110].

lengths of two wires is calculated. These calculation processes are described in

[110]. In this figure the longer wire (the top wire in Fig. 4.15) is decomposed

into the three parts: the centre part B which is geometrically symmetric to the

bottom wire; the left part A; the right part C. Also, the corresponding parts of

another wire are used in some calculations (i.e. the A and C parts of the shorter

wire and those surrounded by the dashed lines in the left column of Fig. 4.15).

To begin with, the mutual inductance between the two wires whose lengths

correspond to the AB parts is calculated (the top of the centre column in Fig.

4.15). The same calculation is performed for the BC parts (the middle of the

centre column in Fig. 4.15). If the summation of these values is subtracted

from the mutual inductances of the A part and C part (the bottom of the centre

column in Fig. 4.15), then it is found that the calculation result becomes double

of the mutual inductance of the original structure (the top and middle of the
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right column in Fig. 4.15). Hence, dividing the value by two leads to the

mutual inductance of the initial two wires (the bottom right in Fig. 4.15)).

A similar idea is applied for the geometrically asymmetric case whose

calculation processes are summarised in Fig. 4.16. For this case too the wire is

divided into three parts, and the centre part B corresponds to the geometrically

symmetry part. The other two parts A and C are the left and right parts of the

rest.

First, the calculation processes used for the simpler case (i.e. Fig. 4.15)

are applied to this case so that the mutual inductances between A and B, B and

B and B and C are obtained, and only the mutual inductance between A and C

is left (the centre column in Fig. 4.16). When the mutual inductance between

the ABC parts is subtracted from those between the AB and BC parts and

Mutual inductance Lm of 

  Lm

= (LABC - LA + LB - LC) / 2

if (A = C)

  Lm

= (LABC + LB) / 2 - LA

+

-

[(LAB + LBC - LA - LC) / 2] 

gives 

÷  2 and  =  

A          B          C

The rest is obtained from

-

A          B B          C

+

B

+

÷  2 

then  =  

A          B          C

A          B          C
A          B

B          C

A                      C

A          B          C

Figure 4.16: Calculation processes for mutual inductance between geometri-

cally asymmetric but same lengths of two wires.
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added to that between the B part (the centre of the right column in Fig. 4.16),

the calculated value becomes double of the mutual inductance between the AC

parts. Therefore, dividing it by two and adding this to the previous calculation

result lead to the mutual inductance between geometrically asymmetric wires

asmLm (the bottom of the right column in Fig. 4.16), i.e.

asmLm =
(LAB + LBC − LA − LC) + (LABC − LAB − LBC + LB)

2

=
LABC − LA + LB − LC

2
, (4.3.19)

where the subscripts A, B and C represent the corresponding parts of the wires.

If the A and C parts are a same length as the asymmetrically paired CW used

in this subsection,

asmLm =
LABC + LB

2
− LA. (4.3.20)

Therefore, the mutual inductances with the bottom CWs in the neighbouring

units, Lmy_btm, can be calculated from

Lmy_btm =

L

(
ly + dx,

√
l2
t + t2

s

)
+ L

(
ly − dx,

√
l2
t + t2

s

)
2

−L

(
dx,

√
l2
t + t2

s

)
. (4.3.21)

Because of the symmetric geometry a straightforward calculation is applied for

the mutual inductances with the top CWs in the neighbour units

Lmy_top = L(ly, lt). (4.3.22)

Due to the asymmetry the Lmz calculation uses the same calculation processes

with Lmy_btm, i.e.

Lmz =
L(ly + dx, ts) + L(ly − dx, ts)

2
− L(dx, ts). (4.3.23)

Adding these modified parameters to the equivalent circuit for the asymmetri-

cally paired CW metamaterials, the resonant frequency of the asymmetrically
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paired CW metamaterials, f2_asm, is given from the next equation:

f2_asm =
1

2π
√

L2_asmC2_asm

=
1

2π

√√√√[Ls − Lmz + 2

(
Lmy_top − Lmy_btm

)][
Cs +

Cmx

2
+

C′
mz
2

] [Hz],

(4.3.24)

where L2_asm and C2_asm represent the total inductance and total capacitance,

respectively. The mutual inductances and mutual capacitances used here are

visualised in Fig. 4.17, and the equivalent circuit is drawn in Fig. 4.18. The

comparison results between the magnetic resonant frequencies calculated by

eq. (4.3.24) and those by numerical simulations are shown in Fig. 4.19. This

figure demonstrates close agreement between them, the difference being only

about 4 %.

Ls, Cs

Cmx

C’mz

C’mzCmx

Lmz
Lmy_btm

Lmy_top

Lmy_btm

Lmy_top

Figure 4.17: Mutual inductances and mutual capacitances used for equivalent

circuit of asymmetrically paired CW array. The subscripts s and

m represent self and mutual values. The subscripts following m

indicate main directions along which the mutual effects work. The

directions of the conduction currents are described by the black

arrows.
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L2_asm
Cs

CmxCmx

C’mzC’mz

Figure 4.18: Equivalent circuit for predicting magnetic resonant frequencies of

asymmetrically paired CW arrays. The equivalent circuit is based

on eq. (4.3.24). This equivalent circuit is same with that for sym-

metrically paired CW arrays (illustrated in Fig. 4.13), although

some mutual parameters are modified to take account of the geo-

metrical asymmetry.
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Figure 4.19: Magnetic resonant frequencies for asymmetrically paired CW ar-

rays. The resonant frequencies were derived by equivalent circuit

(see Fig. 4.13 and eq. (4.3.17)) and numerical simulations.
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4.4 Discussion

In this section comparisons with a previous equivalent circuit, improvements

in the proposed equivalent circuits and another explanation for resonant fre-

quency shift of paired CW compared to those of single CW, are discussed.

4.4.1 Previous Equivalent Circuit for Symmetrically Paired

CW

In reference [22] a different equation for the magnetic resonance frequency of

a symmetrically paired CW is provided. However, one of the most important

differences with [22] is that, while [22] uses a numerical factor having a certain

range to obtain the resonant frequency, the equivalent circuit offered in this

chapter avoided the use of such a factor. Other merits of the proposed equiv-

alent circuit include that it enables us to consider some small influences of the

substrate thickness ts (and width ly if Lmy is included) and other characteristics.

Furthermore, [22] did not study the asymmetric case, which is considered here.

4.4.2 Calculation Errors for Asymmetrically Paired CW

Although generally good agreement was obtained for the asymmetrically

paired CW, the difference with numerical simulation exceeded 8 % around dx =

4.8 mm. This is assumed to be due to some factors which were not incorporated

in the equivalent circuit.

Figs. 4.20 and 4.21 respectively summarise all the inductances and capac-

itances used here as a function of the offset length. Referring to the resonant

frequencies calculated in Fig. 4.19, it is found that the sharp increase of the

resonant frequencies from 0.0 to 4.8 mm offset can be attributed to the sharp

decrease of the total capacitance, which was dominated by Cmz. The formulae

used here do not take into account edge effects, thus explaining the observed
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Figure 4.20: All inductance values used for equivalent circuit of asymmetri-

cally paired CW arrays.
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Figure 4.21: All capacitance values used for equivalent circuit of asymmetri-

cally paired CW arrays.

discrepancies. In Fig. 4.22 the electric field at the zx plane of the CW positions

is shown for dx = 1.2 mm, and these effects are highlighted by the two black

dashed circles.
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0

227.23

E [V/m]

Figure 4.22: Electric field of asymmetrically paired CW at the magnetic reso-

nant frequency of dx = 1.2 mm.

4.4.3 Mutual Inductances

As mentioned in the subsection 4.3.1 the impact of the mutual inductances

was determined by numerical simulations. In these simulations the dimension

of the substrate (periodicity) of the CW metamaterials was changed so that it

was confirmed whether the mutual inductances have influence over the total

inductance positively or negatively.

Although straightforward trends were confirmed in the single CW and

symmetrically paired CW, for the Lmy (which is calculated from the difference

between Lmy_top and Lmy_btm) of the asymmetrically paired CW, a complicated

situation was found as shown in Fig. 4.23. In this figure the magnetic resonant

frequencies are shown as a function of y axis dimension. It turns out from these

results that for the shorter offset length the magnetic resonance decreases as the

y axis dimension decreases. Since the influence of Lmy_top becomes relatively

stronger than that of Lmy_btm due to the shorter distance, these results indicate

that Lmy_top and Lmy_btm respectively have positive and negative influences on

the total inductance here. However, the opposite phenomenon is confirmed for
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Figure 4.23: Magnetic resonant frequencies for asymmetrically paired CW ar-

rays with various y axis periodicities.

the longer offset case and, for example, for dx = 9.6 mm Lmy_top and Lmy_btm

respectively have negative and positive influences. Though the contribution

of Lmy to the total inductance is relatively limited as found from Fig. 4.20,

clarifying these trends may be useful to further understand the resonance

mechanism of the asymmetrically paired CW.

4.4.4 Resonant Frequency Shifts from Single CW

In electric and magnetic resonances of symmetrically paired CW metama-

terials, the resonant frequencies tend to shift from that of the single CW

metamaterial to lower and higher frequencies, respectively (see Fig. 4.1). As

found from Fig. 4.1, the induced magnetic field and electric field appear

between the CW pair in each case, which indicates that the pair of the CWs

is coupled by capacitors and inductor, respectively. These resonant shifts can
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For capacitive coupling

For inductive coupling

Figure 4.24: Equivalent circuit to predict resonant frequency shift of symmet-

rically paired CW from single CW.

be explained by a circuit illustrated in Fig. 4.24. In this circuit each CW is

described by the total capacitance C and total inductance L, and the capacitive

coupling and inductive coupling are described by Cm and Lm located in the

position of the impedance Z.

As an example, the inductive coupling (i.e. Z = jωL) is considered be-

low. In this case the following equations are obtained from this circuit (Fig.

4.24):  Ig − Im1 = 1
sLV1 + sCV1

Im1 = 1
sLV2 + sCV2

, (4.4.1)

where jω and 1/jω are respectively replaced with s and 1/s, V1 and V2 are the

voltages of the two CWs, Ig is the applied voltage and Im1 is the current flowing

in Z. Also, from the voltage differences, V1 − V2 = sLm Im1

1
sLm

(V1 − V2) = Im1
. (4.4.2)

Substituting eq. (4.4.2) into eq. (4.4.1) gives 1
sL + sC + 1

sLm
− 1

sLm

− 1
sLm

1
sL + sC + 1

sLm

 V1

V2

 =

 Ig

0

 (4.4.3)

Y

 V1

V2

 =

 Ig

0

 , (4.4.4)
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where

Y =

 1
sL + sC + 1

sLm
− 1

sLm

− 1
sLm

1
sL + sC + 1

sLm

 . (4.4.5)

At resonant frequency det Y = 0. Therefore,

LCs4 +

(
2 +

2L
Lm

)
s2 +

1
LC

+
2

LmC
= 0. (4.4.6)

Solving this equation for s2 leads

s2 =

−
(

1 + L
Lm

)
± L

Lm

LC
. (4.4.7)

Substituting s = jω and ω0 = 1/
√

LC where ω0 is the angular resonant fre-

quency of the single CW,

ω2 = ω2
0

(
1 +

L
Lm

± L
Lm

)

ω = ω0, ω0

√
1 +

2L
Lm

. (4.4.8)

This equation indicates that the electric resonance frequency of the paired CW

is shifted from that of the single CW to higher frequency.

Similarly the resonance frequency shift of the capacitive coupling can be

predicted by using the mutual capacitance Cm instead of the mutual induc-

tance Lm. The resultant resonance frequency becomes

ω = ω0,
ω0√

1 + 2Cm
C

. (4.4.9)

Hence, the magnetic resonant frequency of the paired CW is found to shift to

lower frequency region, compared to that of the single CW.

This notion can be applied to the coupling of some other structures. For

example, in [111] where the authors study metamaterial units composed of
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more than two SRRs, capacitive and inductive coupling are found between

the SRR units. Although they explained the resonant frequency shifts in a

different way, the explanations introduced here are also applicable to this case

and consistent with the results shown in [111].

In addition to the two CW pair case, the three CW pair case can be also

derived in a similar manner by using the circuit sketched in Fig. 4.25. Similar

calculation processes can be applied for this case as well and the result of the

magnetic resonant frequency becomes

ω = ω0,
ω0√

1 + 3Cm
C

. (4.4.10)

This indicates a further shift from the magnetic resonance frequency of the two

CW pair to lower frequency. Numerical simulations showed that the electric

resonance frequency of a single CW (lt = 9.6 mm) and the magnetic resonance

frequencies of the two and three CW pairs appear around 14.70, 13.85 and 13.11

GHz, respectively, and supported the resonant frequency shifts predicted by

eqs. (4.4.9) and (4.4.10).

Ig L

C

Z Z

L

C

L

C

Im1 Im2

V1 V2 V3

Lm

Cm

For capacitive coupling

For inductive coupling

Figure 4.25: Equivalent circuit to predict resonant frequency shift of three CW

pair from single CW.
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4.5 Conclusion

Equivalent circuits for three types of CW metamaterials have been proposed in

this chapter. Close agreement with numerically derived values was obtained,

the difference being approximately 4, 6, and 4 % for single CW, symmetrically

paired CW and asymmetrically paired CW, respectively. In reference [22] a

different equation for the magnetic resonance frequency of the symmetrically

paired CW is provided. However, one of the most important differences with

[22] is that, while [22] uses a numerical factor having a certain range to obtain

the resonant frequency, the equivalent circuit offered here avoided the use of

such a factor. Other merits of eq. (4.3.17) include that it enables us to consider

some small influences of the substrate thickness ts (and width if Lmy is included)

and other characteristics. Furthermore, the equivalent circuit introduced here

was extended to asymmetric cases which are useful when a negative refractive

index is desired. In the asymmetrically paired CW the differences between esti-

mates from the equivalent circuit and numerical simulations became relatively

large at around dx = 4.8 mm. This discrepancy may be reduced by accounting

for edge effects.
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CHAPTER 5

Characterisation by Retrieval

Methods

5.1 Introduction

This chapter introduces a calculation method to effectively perform large–

scale metamaterial simulations [72]. This is possible by using retrieved (ho-

mogenised and extracted) metamaterial properties. In the first part of this

chapter some retrieval methods [58, 59] are introduced and applied to basic

metamaterial structures. Then a numerical simulation method based on such

retrieved properties is explained and used to confirm fundamental metamate-

rial behaviour in the TLM. This is one of the ways introduced in this thesis to

reduce computational effort of metamaterial modelling, since the original fine

features of metamaterials can be described by coarse cells with bulk properties.

This chapter shows calculation results obtained by the simulation techniques

already reported in past research works [58, 59, 72]. However, these results

are still necessary to clarify differences between these techniques and DF tech-

niques introduced in the next chapter.
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5.2 Retrieval Methods

So far many retrieval methods have been suggested based on the type of the re-

trieving processes and what metamaterial is considered. In reference [112], for

example, the existing methods are categorised into groups depending on the

techniques used, e.g. retrieval using scattering parameters [58, 59, 61], averaged

fields [113, 114], quasi–mode theory [115] and wave propagations [112, 116]. In

addition to these, the classical Snell’s law can be simply applied for exact meta-

material structures to solve for the refractive index, e.g. [3, 117, 118] (note this

is a solution to derive only refractive indices). This chapter utilises the retrieval

method proposed by Smith et al. in 2002 [58] (termed Smith’s method here) and

the one by Ziolkowski in 2005 [59] (termed Ziolkowski’s method here), both of

which solve for the effective electromagnetic parameters, based on scattering

parameters. Since these techniques are well known and the details can be found

from [58, 59], only brief introductions are given below.

5.2.1 Smith’s Method

Smith’s method derives relative permittivities εr and relative permeabilities µr

of metamaterials from the following classical transmission line equations in-

cluding the reflection coefficient S11 and transmission coefficient S21 [58]:

1
S21

=

(
cos (nk0d)− 1

2
j

(
z +

1
z

)
sin (nk0d)

)
exp (jk0d), (5.2.1)

S11

Ŝ21
= −1

2
j

(
z − 1

z

)
sin (nk0d), (5.2.2)

where

Ŝ21 = S21 exp (jk0d), (5.2.3)

k0 is a wavenumber of the incident wave (i.e. k0 = ω/c0) and d is the total thick-

ness of the metamaterial structure considered. n and z represent the refractive
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index and normalised wave impedance calculated from

n = ±√
εrµr (5.2.4)

z =

√
µr

εr
, (5.2.5)

where εr and µr represent the relative permittivity and relative permeability,

respectively. The negative sign is added to n in the above expression to take

account of n′ < 0, when ε′r < 0 and µ′
r < 0, where ′ indicates the real part of the

complex number [4, 9].

Solving eqs. (5.2.1) and (5.2.2) for n and z leads to [58]

z = ±

√
(1 + S11)2 − Ŝ2

21

(1 − S11)2 − Ŝ2
21

, (5.2.6)

n” = ±Im

[arccos
1 − (S2

11 − Ŝ2
21)

2Ŝ21
k0d

]
, (5.2.7)

n′ = ±Re

[arccos
1 − (S2

11 − Ŝ2
21)

2Ŝ21
k0d

]
+

2πm
k0d

, (5.2.8)

where ” represents the imaginary part of the complex number, Re and Im de-

note taking the real part and imaginary part and m is an integer. As seen from

these equations, each parameter has at least two candidates for the answer,

since n and z in eqs. (5.2.1) and (5.2.2) are associated with the trigonometrical

functions. Also, since n was inverted from the cosine function (see eqs. (5.2.7)

and (5.2.8)), n′ has multiple candidate answers.

For retrieval methods based on scattering parameters, overcoming these

ambiguities is an issue and some approaches to this problem have been

suggested (e.g. [61]. This method is introduced in appendix C). In Smith’s

method the double sign issue is simply solved by imposing the following

requirements:

z′ > 0, (5.2.9)

n” > 0. (5.2.10)
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These conditions are expected to be valid, unless metamaterials include gain

media, which may lower n” below zero (this is not a stable condition as

explained in subsection 1.4.1).

Also, as a solution for n′, Smith’s method proposed to retrieve different

numbers of metamaterial units and compare the answers to each other. In this

way, although there may be interaction(s) between the metamaterial units,

which can slightly affect the retrieved results, n′ is basically independent of the

number of the metamaterial units. Therefore, the result closest to that of other

metamaterial unit numbers can be the right answer for n′.

Although this is not mentioned in [58], to maintain the consistency of

following the Maxwell’s equations for negative refractive index media as well

[4], the next expressions were used in this chapter:

µr = ±nz (5.2.11)

εr = ±n
z

. (5.2.12)

These signs are normally set to + signs. If n′ < 0 which indicates that µ′
r and ε′r

are expected to be both negative (see eq. (5.2.4)), the ± signs were manipulated

so that µ′
r < 0 and ε′r < 0 are obtained.

5.2.2 Ziolkowski’s Method

Similarly to Smith’s method, Ziolkowski’s method [59] retrieves relative per-

mittivity and permeability of metamaterials from the scattering parameters, but

different equations are applied to avoid the ambiguous signs and branch issue

in n′ (i.e. the m term in eq. (5.2.8)). This method is essentially based on the

conditions

S11 ∼ 0 (5.2.13)

S21 ∼ Zt, (5.2.14)
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where Zt stands for the transmission term and

Zt ∼ exp (−jkd) (5.2.15)

and k = k0n. Eqs. (5.2.13) and (5.2.14) can be satisfied, if the metamaterial has a

negative refractive index and limited loss factor(s).

Ziolkowski’s method derives εr and µr by introducing the interface re-

flection coefficient term Zr and transmission term Zt, both of which are

defined in [59]

Zt =
V1 −Zr

1 −ZrV1
(5.2.16)

Zr =
Zt − V2

1 −ZtV2
, (5.2.17)

where

V1 = S21 + S11,

V2 = S21 − S11. (5.2.18)

Eqs. (5.2.16) and (5.2.17) can be rearranged to yield [59]

1 −Zt =
(1 − V1)(1 +Zr)

1 −ZrV1
, (5.2.19)

z =
1 +Zr

1 −Zr
=

1 +Zt

1 −Zt

1 − V2

1 + V2
. (5.2.20)

Here, assuming k′d ≤ 1 where k′ is the real part of the complex wave num-

ber calculated from k = ω
√

εrµr/c = k0
√

εrµr, the next approximation can be

obtained [59]:

Zt ∼ 1 − jkd. (5.2.21)

In this case the complex wave number and permeability can be calculated by

using eq. (5.2.21) in eqs. (5.2.19) and (5.2.20), i.e.

k ∼ 1
jd
(1 − V1)(1 +Zr)

1 −ZrV1
(5.2.22)

µr ∼ 2
jk0d

1 − V2

1 + V2
. (5.2.23)
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Also, the permittivity can be solved as [59]

εr ∼
2

jk0d
1 − V1

1 + V1
. (5.2.24)

However, in [59] it is reported that if both electric resonance (yielding ε′r < 0)

and magnetic resonance (yielding µ′
r < 0) are very close to each other, this

equation may fail to produce physically proper values. Instead, the following

equation is applied [59]:

S11 ∼ 2jkd(z2 − 1)
(z + 1)2 − (z − 1)2 = 2jkd

z2 − 1
4z

, (5.2.25)

which yields [59]

εr ∼ µr + j
2S11

k0d
. (5.2.26)

It is stated in [59] that even if both resonances are in close proximity to each

other, when negative index occurs, S11 approaches zero and similar responses

are found from ε′r and µ′
r (since εr ∼ µr).

However, the detailed derivation of eq. (5.2.25) is not clarified in [59]. In

addition, since in this chapter the simulated metamaterials are not designed to

have electric resonance close to magnetic resonance, eq. (5.2.24) instead of eq.

(5.2.25) is used for εr. Also, even in Ziolkowski’s method the refractive index n

was determined from eq. (5.2.4) so that only if both ε′r and µ′
r were negative, a

negative n′ was obtained.

5.3 Applications of Retrieval Methods

In this section the retrieval methods introduced in the last section are applied to

three simple structures: straight wires, SRRs, and left–handed material (LHM)

which combines the first two. The straight wire structure is expected to yield

negative permittivity well below the cut off frequency [5, 6], and the SRRs are

likely to produce negative values of permeability around the magnetic reso-

nance frequency [7]. The LHM has both straight–wire–like and SRR–like prop-
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erties, i.e. this structure is expected to exhibit both negative permittivity and

permeability, which results in a negative refractive index [58].

5.3.1 Calculation Conditions

The calculation conditions and models are shown in Figs. 5.1 and 5.2 and Table

5.1. In these simulations three or four metamaterial units were used without

gap between the metamaterial units (i.e. the total length along z axis, or the

propagation direction of the incident wave, was 3Az or 4Az, where Az is the

periodicity along z axis). As may be noticed from the retrieval methods intro-

duced above (e.g. from eqs. (5.2.1) and (5.2.2)), the total metamaterial thickness

is involved in the calculation processes. It is possible that the use of only one

metamaterial unit leads to misinterpretation of the periodic unit length. In

addition, for Smith’s method, calculation results with different numbers of

metamaterial units need to be compared so that the proper branch integer m is

ascertained (see eq. (5.2.8)). According to calculation results of [58], retrieving

three units appears to be enough. Therefore, this section compares the results

of the three metamaterial units with those of the four for the derivation of the

proper branch integer m.

The positions of the metamaterials were changed depending on the structures

simulated. For example, the straight wire structure illustrated in the left of Fig.

5.2 was placed next to the left edge of the periodic unit, while for the LHM

there was a distance of dwire2 between the wire and the left edge. In this way

the front position of each structure was placed at the same distance from the

excitation source. For the SRRs the wire part was removed from the LHM

illustrated in the right of Fig. 5.2.
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Excitation plane
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Matched boundary (xy),

Periodic boundary (the others)
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d
Figure 5.1: Analysis space and calculation condition for retrieval.
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Figure 5.2: Retrieved periodic structures. The left and right figures respec-

tively illustrate a wire structure unit and LHM unit. For a SRR unit

the wire part was removed from the LHM unit.
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Table 5.1: Details of retrieval simulation space.

Analysis space (Nx × Ny × Nz) (11 × 15 × 137) cells

Periodic structure unit (Ax × Ay × Az) (11 × 15 × 15) cells

TLM unit cell size 0.33 × 0.33 × 0.33 [mm3]

Dz 8.0 [mm]

d 0.3 [mm]

dwire1 0.3 [mm]

dwire2 0.3 [mm]

twire 0.1 [mm]

dSRR1 0.4 [mm]

dSRR2 0.6 [mm]

tSRR 0.1 [mm]

gSRR 0.1 [mm]

sSRR 0.1 [mm]
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5.3.2 Straight Wires

First of all, n′ retrieved by Smith’s method is shown in Fig. 5.3 with the different

branch integer ms. As expected from eq. (5.2.8), as m increased, the value of n′

also increased. It is also found from Fig. 5.3 that m = 1 of both three and four

units exhibited the closest result from 10 to approximate 13 GHz, while from

13 GHz m = 1 of the three units and m = 2 of the four units were the closest.

Hence, the results of m = 1 of the four units from 10 to about 13 GHz and m = 2

of the four units from 13 to 16 GHz were used for the following retrieval. As ref-

erence data, n′ retrieved by Ziolkowski’s method is illustrated in Fig. 5.4. This

result was found to be closer to zero, compared to the result of Smith’s method.

In Fig. 5.5 ε′r retrieved by both methods is shown in addition to analyti-

cally derived values [5]. The analytical values were obtained by approximating

the square wire to a round wire (where the original wire thickness twire was
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Figure 5.3: n′ retrieved by Smith’s method using wire units.
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Finer scale

Figure 5.4: n′ retrieved by Ziolkowski’s method using wire units. The finer

scale of the result is described in the inset.

Wider range

Figure 5.5: ε′r retrieved by Smith’s method and Ziolkowski’s method using

wire units. The wider range of the result is described in the inset.
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associated with the radius of the round wire r through r = w/4 [107]) and

calculated from [5]

εr = 1 −
ω2

p

ω2 , (5.3.1)

where ωp is the cutoff frequency obtained from

ω2
p =

2πc2
0

p ln
p
r

, (5.3.2)

p is the periodicity (i.e. here p = Ay = Az). It is seen from Fig. 5.5 that the

result obtained by Ziolkowski’s method is relatively close to the analytical val-

ues. For Smith’s method, however, the sign of ε′r was strangely flipped. This

is assumed to be due to z, which is used for calculating εr through eq. (5.2.12).

As confirmed from Fig. 5.6 where z was retrieved by both methods, the sign of

the imaginary part calculated by Smith’s method changed as well. These sign

changes occurred to maintain the requirement of z′ > 0 (see eq. (5.2.9)).

5.3.3 SRRs

Similarly the SRR structure was retrieved. However, as demonstrated in Fig.

5.7, Smith’s method showed complicated results for n′, which made it difficult

to determine the proper values. It is also found from the results of m = 0 that

not only z” but also the signs of n′ can be flipped. This is assumed to be due to

the requirement of n” > 0 (see eq. (5.2.10)).

Owing to the complicated and ambiguous results obtained by Smith’s

method, only Ziolkowski’s method was used to retrieve the other properties

of the SRR units. Fig. 5.8 represents the real part of the relative permeability.

It is found that the retrieved permeability becomes negative in parts of the

frequency range shown.
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Figure 5.6: z retrieved by Smith’s method (top) and Ziolkowski’s method (bot-

tom) using four wire units.

123



10 11 12 13 14 15 16

-2

0

2

4

R
ea

l p
ar

t o
f r

ef
ra

ct
iv

e 
in

de
x

Frequency [GHz]

 Smith (4 units, m = 0)
 Smith (3 units, m = 0)
 Smith (4 units, m = 1)
 Smith (3 units, m = 1)
 Smith (4 units, m = -1)
 Smith (3 units, m = -1)

Figure 5.7: n′ retrieved by Smith’s method using SRR units.
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Figure 5.8: Real part of relative permeability retrieved by Ziolkowski’s method

using SRR units.
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5.3.4 LHM

Again, as shown in Fig. 5.9 where the LHM was simulated, the use of Smith’s

method led to complicated n′. For this reason only Ziolkowski’s method was

applied for the LHM as well. The calculation result of n′ is illustrated in Fig.

5.10. This figure demonstrates that the LHM simulated here can exhibit the

negative values of the refractive index.

As found from Figs. 5.11 and 5.12 where the retrieved ε′r and µ′
r are re-

spectively displayed, both real parts became negative where the negative n′

was obtained. Compared to Figs. 5.5 and 5.8 respectively showing ε′r of the

wire units and µ′
r of the SRR units, it was found that the properties of the

individual structures were still maintained in the LHM, although interactions

between them changed the electromagnetic properties slightly.
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Figure 5.9: n′ retrieved by Smith’s method using LHM units.

125



10 11 12 13 14 15 16
-4

-2

0

2

4

R
ea

l p
ar

t o
f r

ef
ra

ct
iv

e 
in

de
x

Frequency [GHz]

 Ziolkowski (4 units)
 Ziolkowski (3 units)

Figure 5.10: n′ retrieved by Ziolkowski’s method using LHM units.

Wider range

Figure 5.11: ε′r retrieved by Ziolkowski’s method using LHM units. The wider

range of the result is illustrated in the inset.
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Narrower range

Figure 5.12: µ′
r retrieved by Ziolkowski’s method using LHM units. The nar-

rower range of the result is illustrated in the inset.
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5.3.5 Discussion

A use of retrieval methods has been demonstrated in this section. However,

it was difficult to judge from the calculation results only whether or not

the retrieved values are good estimate for the metamaterial properties. It

appeared that while Smith’s method tended to have difficulties in retrieving

the simulated structures, especially the SRRs and LHM, Ziolkowski’s method

seemed to have succeeded in extracting the metamaterial properties. Despite

the successful demonstration of the negative n′ in the LHM, one discrepancy

arose from the real part of the permittivity, compared to a result of [58] where

a similar LHM was retrieved. In Fig. 5.11 the extracted ε′r increased with

frequency and changed largely around the magnetic resonance of the SRRs.

However, as illustrated in Fig. 5.13, when the magnetic resonance occurs, the

anti–resonance response is generally expected to happen in the permittivity

instead. In other words, at the left side of the magnetic resonance frequency

the real part of the permittivity decreases, while at the right side ε′r increases,

which is the opposite phenomenon found in the result of Fig. 5.11. This

may be partly due to Ziolkowski’s method based on some assumptions and

approximations, which were not satisfied for the simulated structures (e.g. eqs.

(5.2.13) and (5.2.14) are not always satisfactory).

Frequency
fm fm

Frequency

εr
’

μ
r’

Figure 5.13: Expected anti–resonance behaviour in ε′r of LHM. fm stands for

the magnetic resonance frequency.
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In addition, it is also pointed out that Ziolkowski’s method assumes metama-

terials having a weak reflection (see eqs. (5.2.13) and (5.2.14)), which does not

correspond to the simulated SRRs. Although a reasonable permeability was

obtained for the SRRs, the real part of permittivity shown in Fig. 5.14 did not

show the anti–resonance behaviour and n′ became partially negative as found

from the inset of Fig. 5.14. This is assumed to be affected by the scattering

parameters contradicting the premise (e.g. eqs. (5.2.13) and (5.2.14)).

Although only simple periodic structures were simulated here, retrieving

the electromagnetic properties did not appear to be straightforward pro-

cesses. The applications to more complicated structures such as ones having

bianisotropies, chiralities, non–linearities and gain media are anticipated to

encounter more difficulties in obtaining the proper values, since such proper-

Figure 5.14: Real part of relative permittivity retrieved by Ziolkowski’s

method using SRR units. The inset describes the retrieved n′.

129



ties generally require further extra calculation processes. Also, the scattering

response is not as straightforward as for the metamaterials simulated here,

indicating that it will be more difficult to determine the physically reasonable

values.

For the validation of the retrieved properties, one of the most secured

ways is to perform numerical simulations using exact models with a fine

mesh and compare with the results obtained using retrieved values with a

coarse mesh. However, it is not always possible to carry out such large–scale

simulations due to limited computational resources.
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5.4 Metamaterial Simulations Based on Retrieved

Metamaterial Properties

This section describes a simulation method to incorporate retrieved electro-

magnetic properties of metamaterials. It is possible to represent the negative

properties of metamaterials in many simulation methods, e.g. [72, 119–123]. In

this section a simulation technique reported in [72] is briefly introduced below

to demonstrate the behaviour of negative refractive index metamaterials using

the TLM method. The electromagnetic properties of a bulk metamaterial used

were set to εr = µr = −1 as mentioned later.

5.4.1 Theory

In [72] metamaterial properties are embedded between regular symmetrical

condensed nodes (SCNs) as extra stubs called "inter–cell networks," as shown

in Fig. 5.15. Compared to regular SCNs (see Fig. 2.1), the positions of the

capacitance and inductance elements are opposite, which makes negative

properties of metamaterials possible, and the direction of the phase velocity

can be opposite to that of the group velocity.

The extra node is connected to that of the neighbouring cell, forming one

inter–cell network (see Figs. 5.15 and 5.16). Due to the sharing of the inter–cell

networks, the implementation of the negative properties into the TLM method

requires six extra calculations per a TLM unit cell. Since the details of the

derivation of this technique is introduced in [72], only the scattering matrices

used in the following simulations are shown below.

The scattering matrices for the inter–cell networks are different, depend-

ing on what type of material is modelled in the next unit cell. For example, a

scattering matrix between same metamaterials is given by [72]
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Figure 5.15: Inter–cell network between regular SCNs. RHM and LHM respec-

tively stand for right–handed material and left–handed material

here.
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Figure 5.16: Notations of voltage nodes used for inter–cell network between

regular SCNs.
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k



V1

V2

Vc1

Vc2

Vll



r

=



α β χ −β δ

β α −β χ δ

κ −τ ϑ τ −ζ

−τ κ τ ϑ −ζ

ξ ξ −ξ −ξ γ


×

k



V1

V2

Vc1

Vc2

Vll



i

, (5.4.1)

where the notations of each voltage node correspond to those illustrated in

Fig. 5.16 (i.e. not to Fig. 2.3) and each coefficient is given in appendix B. The

subscript ll of Vll indicates that same properties of metamaterials are used for

the TLM unit cells.

A scattering matrix between a metamaterial and regular dielectric mate-

rial (including vacuum) can be obtained from [72]

k


V1

V2

Vc1

Vl1



r

=


d11 d12 d13 d14

d21 d22 d23 d24

d31 d32 d33 d34

d41 d42 d43 d44

×

k


V1

V2

Vc1

Vl1



i

. (5.4.2)

Again, each coefficient is introduced in appendix B.

Scattering matrices for different connection patters, such as connections

with PEC, PMC, absorbing boundary and different metamaterial, are found in

[72].

5.4.2 Calculation Conditions

The details of the metamaterial simulations are summarised in Fig. 5.17 and Ta-

ble 5.2. The analysis space was composed of (100 × 100 × 120) cells for x, y and

z axes, respectively, where ∆l = 1.0 mm. For the boundary conditions, matched

boundaries were applied for the xy boundaries, while the yz and zx boundaries
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Boundary conditions: 

Matched boundary (xy), 

Periodic boundary (yz, zx for plane excitation), 
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g
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Ax
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Figure 5.17: Analysis space of numerical simulations based on retrieved elec-

tromagnetic properties. Each parameter is given on Table 5.2.

applied periodic boundaries for a plane wave excitation and matched bound-

aries for a point excitation, respectively. A bulk metamaterial was placed in the

centre of z axis with one cell gap from the yz and zx boundaries. The relative

permittivity εr and relative permeability µr of the metamaterial were both set

to −1.0 · (1.0 + j0.0). The constant sinusoidal wave of 16.31 GHz was excited

at the plane 20.0 mm away from the metamaterial surface to the negative di-

rection of z axis (as a plane source) or at the centre cell of the plane (as a point

source). The electric field and magnetic field were oriented along x and y axes,

respectively, so that the incident wave propagated along the positive direction

of z axis.

5.4.3 Calculation Results

The calculation results for the plane wave excitation are summarised in Fig.

5.18, where the electric field obtained at the centre of y axis is visualised for

different numbers of the time step. It was found from Fig. 5.18 that the plane

wave excited at the bottom of each figure propagated towards the top, as the
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Table 5.2: Parameters used in numerical simulations based on retrieved elec-

tromagnetic properties. The analysis space is illustrated in Fig. 5.17.

Analysis space (Nx × Ny × Nz) (100 × 100 × 120) cells

Metamaterial size (Ax × Ay × Az) (98 × 98 × 40) cells

TLM unit cell size 1.0 × 1.0 × 1.0 [mm3]

Frequency of incident wave 16.31 [GHz]

Relative permittivity of metamaterial -1.0 · (1.0 +j0.0)

Relative permeability of metamaterial -1.0 · (1.0 +j0.0)

dx 50.0 [mm]

dz1 39.0 [mm]

dz2 20.0 [mm]

g 1.0 [mm]

time step increased. However, inside the metamaterial (39 to 79 mm from the

bottom) the phase velocity became opposite to the group velocity due to the

negative n′. As a result, the wave behaved as it propagated downward in the

metamaterial. This can be more clearly confirmed from Fig. 5.19 where the

electric field at the centre of xy plane is plotted with finer time step resolutions.

In this figure the region of the metamaterial is represented by the DNG

indicating Double NeGative, and the others by the DPS indicating Double

PoSitive.

The results for the point excitation are illustrated in Figs. 5.20 and 5.21

with different numbers of time step. Again the phase velocity was opposite to

the group velocity in the metamaterial cells. Another feature confirmed from

this simulation is that the incident wave refracted to the negative directions at

the first interface of the metamaterial (i.e. at z = 39 mm) was concentrated in

the metamaterial (i.e. at around (x, z) = (50, 59) mm). After the second interface

(i.e. at z = 79 mm) the incident wave was concentrated in the DPS region again

(i.e. at around (x, z) = (50, 99) mm). This is a well–known phenomenon of a

135



0      20     40     60   80  100

-1      1
Ex [V/m]

x [mm]

120

100

80

60

40

20

0

z [mm]

0      20     40     60   80  100

-1      1

120

100

80

60

40

20

0

Ex [V/m]

x [mm]

z [mm]

(a) 50th time step. (b) 250th time step.

0      20     40     60   80  100

-1      1

120

100

80

60

40

20

0

Ex [V/m]

x [mm]

z [mm]

0      20     40     60   80  100

-1      1

120

100

80

60

40

20

0

Ex [V/m]

x [mm]

z [mm]
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Figure 5.18: Calculation results of Ex at centre of y axis with various numbers

of times step. A plane wave was excited at z = 19 mm.

perfect lens [30].
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Figure 5.19: Calculation result of Ex at centre of xy plane with various numbers

of time step. A plane wave was excited at z = 19 mm.
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Figure 5.20: Calculation results of Ex at centre of y axis with various numbers

of time step. The excitation point was (x, y, z) = (49, 49, 19) mm.
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Figure 5.21: Finer time step resolutions of Fig. 5.20.
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5.4.4 Discussion

Numerical simulations based on retrieved properties of metamaterial have

been performed. As explained in subsection 5.4.1, this simulation method re-

quires six extra calculations per a TLM unit cell to realise metamaterial proper-

ties in the TLM. This implies that the use of this approach may lead to signifi-

cant increase of the calculation time. For example, in the simulations performed

in the last section, the calculation time required for 1000 iterations was 8.4 hours

where the CPU speed of the calculation machine was 2.26 GHz (Nehalem E5520

2.26 GHz 8 M). A numerical simulation for the same analysis space without the

metamaterial (though the electromagnetic profiles are not shown here) required

only 6 minutes to complete, indicating that the calculation time of the metama-

terial simulations increased more than 80 fold. This calculation inefficiency may

lead to a serious bottleneck in some cases.

5.5 Conclusion

This chapter has introduced retrieval methods and a numerical simulation

method to embed the retrieved bulk metamaterial properties into the TLM

method. As examples of the retrieval methods Smith’s method [58] and

Ziolkowski’s method [59] were applied to three simple periodic structures:

straight wire structure, SRRs and LHM. Although in some cases the use of these

methods appeared to have succeeded in extracting the properties, the extraction

was not straightforward and appeared to be complicated in some cases. Then,

using retrieved metamaterial properties, the behaviour of a negative refractive

index metamaterial was confirmed in TLM simulations based on a technique

reported in [72]. However, it was also clarified that this simulation technique

requires longer simulation time, compared to a simulation without the meta-

material.
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CHAPTER 6

Characterisation by DF Techniques

6.1 Introduction

This chapter demonstrates an efficient modelling method for artificial materials

using digital filtering (DF) techniques. The DF technique [81–83, 124] is the

method used to convert the frequency domain characteristics into the time

domain. The modelling efficiency enhanced by the DF techniques results from

incorporating the characteristics of the fine features of the artificial materials

into the surface of coarse cells (see Fig. 6.1). As described in the beginning

of chapter 5, the reason of the modelling inefficiency of artificial materials

lies in a huge gap between the minimum cell size resolutions required for

precise calculation results in the TLM simulations (i.e. a tenth of wavelength

[85]) and those for modelling the fine features of the artificial materials. In

general, the artificial materials have finer periodicities than the wavelength

of the operating frequency. Moreover, the periodic units are composed of

further finer features. Hence, the use of the cell sizes fine enough to resolve the

structural details requires using a huge number of the unit cells, resulting in the

heavy computational burden and inefficient simulation. To demonstrate the

efficiency of the DF technique it is applied to an EBG structure and CLL–based

metamaterial.
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Coarse mesh

Digital filter

Incorporation of 
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Figure 6.1: Use of DF techniques in the TLM. The scattering properties ob-

tained with the fine mesh can be incorporated in the digital filter

deployed on the surface of the coarse TLM unit cell.

For the first step in the DF implementation, this chapter describes fine

mesh simulations, in which a very small cell size (0.1 × 0.1 × 0.1 mm3) is used

to model the details of an element of the structures to calculate the scattering

parameters. Secondly, the scattering parameters are approximated with Padé

forms and then factorised. Finally the factorised Padé forms are converted

from the frequency domain to the time domain. As a result, the initial features

in the fine meshes are effectively embedded into a numerical simulation with

the DF boundary, in which the use of a coarse mesh is feasible (1,000 times

larger in the EBG structure simulation and 680 times larger in the metamaterial

simulation in terms of the volumes). The use of the coarse cell size results in

much faster yet accurate simulations for artificial materials.

Also, this chapter describes an antenna simulation as a specific applica-

tion example of the DF techniques in the electromagnetic compatibility (EMC)

field. In this simulation, an electric field radiated from a dipole antenna

is enhanced by an artificial magnetic conductor surface derived from the

CLL–based metamaterial and modelled using the DF techniques as well. As

is shown in the antenna simulation, the DF techniques model efficiently and

accurately large–scale configurations. The results introduced here can be also
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found in [83, 124].

6.2 Theory

To incorporate the DF technique into the TLM method, first of all, it is assumed

that the frequency dependent reflection and transmission coefficients may be

approximated by a Padé form [81]:

F(s) =

NP

∑
i=0

bisi

NP

∑
i=0

aisi

=
b0 + b1s + · · ·+ bNPsNP

a0 + a1s + · · ·+ aNPsNP , (6.2.1)

where s is the complex frequency (s = jω), NP is number of poles, the a and

b coefficients are real and aNP is always set at one. The number of the poles is

decided depending on the approximated response (e.g. the complexity of the

scattering parameters and approximation accuracy required).

The coefficients ai and bi, where i is 0 to NP, may be obtained in various

ways. For example, in this chapter the frequency–domain Prony method

is used [125]. In the Padé form approximation (i.e. eq. (6.2.1)) NS sets of

frequency domain data (e.g. F(ω0), F(ω1), · · · , F(ωNS−1)) are used to solve

for the fitting coefficients ai and bi. Rearranging eq. (6.2.1) gives

F(s)
NP−1

∑
i=0

aisi −
NP

∑
i=0

bisi = −sNPF(s) (6.2.2)

By setting s = jω and employing the notation Fk = F(jωk), this equation be-

comes

Fk

NP−1

∑
i=0

ai(jωk)
i −

NP

∑
i=0

bi(jωk)
i = −(jωk)

NPFk. (6.2.3)
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Therefore, the matrix equation for the unknown coefficients ai and bi is ex-

pressed by the next form:

H ·



a0

a1
...

aNP−1

b0

b1
...

bNP



= −


(jω0)

NPF0

(jω1)
NPF1

...

(jωNS−1)
NPFNS−1

 (6.2.4)

where H = [H0|H1] and

H0 =


F0 (jω0)F0 · · · (jω0)

NP−1F0

F1 (jω1)F1 · · · (jω1)
NP−1F1

...
...

...

FNS−1 (jωNS−1)FNS−1 · · · (jωNS−1)
NP−1FNS−1

 , (6.2.5)

H1 =


−1 −jω0 · · · −(jω0)

NP−1

−1 −jω1 · · · −(jω1)
NP−1

...
...

...

−1 −jωNS−1 · · · −(jωNS−1)
NP−1

 . (6.2.6)

By inverting eq. (6.2.4), ai and bi can be calculated, i.e.

[a0 a1 · · · aNP−1 b0 b1 · · · bNP−1]
t = −A−1 · E, (6.2.7)

where the superscript t indicates taking the transposed matrix,

A = Re[Ht · H], (6.2.8)

E = Re[Ht · R], (6.2.9)

R = −[(jω0)
NPF0 (jω1)

NPF1 · · · (jωNS−1)
NPFNS−1]

t (6.2.10)

and Re stands for the real part of the matrices.
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As the second step in the DF technique implementation, eq. (6.2.1) obtained by

the above method may be factorised to yield

F(s) =
bNP(s − sz0)(s − sz1) · · · (s − sz(NP−1))

(s − sp0)(s − sp1) · · · (s − sp(NP−1))
, (6.2.11)

where sp and sz respectively express the poles and zeros. This factorisation

was achieved by the Laguerre’s method in this study.

To convert this response from the frequency domain to the time domain

the bilinear Z–transform is applied to eq. (6.2.11). For instance, assuming that

q is p or z, (s − sqi) is transformed to

(s − sqi)
Z−−−→ αqi

1 − z−1βqi

1 + z−1
(6.2.12)

where

αqi =
2 − sqi∆t

∆t
, (6.2.13)

βqi =
2 + sqi∆t
2 − sqi∆t

(6.2.14)

and the arrow with the Z represents that the bilinear Z–transform is per-

formed. Hence, applying the bilinear Z–transform to eq. (6.2.11) gives

F(z) = B0

NP−1

∏
i=0

1 − z−1βzi

1 − z−1βpi
, (6.2.15)

where

B0 = bNP

NP−1

∏
i=0

αzi

αpi
. (6.2.16)

After some manipulations the next form is obtained:

F(z) =

NP

∑
i=0

Biz−i

NP

∑
i=0

Aiz−i

= B0 +

NP−1

∑
i=1

B′
iz
−i

NP

∑
i=0

Aiz−i

, (6.2.17)

where

B′
i = Bi − B0Ai. (6.2.18)
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Supposing F(z) represents a reflection function, i.e. F(z) = k+1Vi/kVr, then

after some algebra, suppressing the k indices, the incident voltage is expressed

in the form of

Vi = B0Vr + B′ · X (6.2.19)

where

B′ = [B′
1 B′

2 B′
2 · · · B′

NP] (6.2.20)

X = z−1A′ · X + z−11′Vr, (6.2.21)

A′ =



−A1 −A2 −A3 . . . −ANP−1 −ANP

1 0 . . . . . . . . . 0

0 1 . . . ...
... . . . . . . . . . ...
... . . . 1 . . . ...

0 . . . . . . 0 1 0


, (6.2.22)

1′ = [1 0 0 . . . 0]t. (6.2.23)

From eqs. (6.2.18) to (6.2.22), by using X and Vr of previous time step, the fre-

quency dependence may be represented in the time domain. The signal–flow

diagram to describe eqs. (6.2.19) to (6.2.23) is shown in Fig. 6.2.

kV

B0

A’

z
-1

B’1’
X

State equation

Output equation

+

+

+

+

r

k+1V i

Figure 6.2: Signal–flow diagram to calculate new incident voltages for cells

with embedded digital filter.
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6.3 Calculation Results

6.3.1 Calculation Models

As examples of the application of the DF techniques, an EBG structure and a

CLL–based metamaterial are simulated. The geometries and electromagnetic

properties of these structures are the same as those used in chapter 4, except

for the metal thickness of the CLL–based metamaterial. These details are

summarised in Fig. 6.3 and Table 6.1 for the EBG structure and in Fig. 6.4 and

Table 6.2 for the CLL–based metamaterial.

The fine mesh used to model the EBG structure shown in Fig. 6.3 and the

y (H)
w

h d

Via

g

t

Top square patch

z (k)

x (E)

Figure 6.3: EBG structure unit simulated for DF technique implementation.

Table 6.1: Details of EBG structure simulated for DF technique implementa-

tion.

w 4.0 [mm]

d 0.8 [mm]

t 0.1 [mm]

h 1.5 [mm]

g 0.2 [mm]

Relative permittivity of substrate 2.2 · (1.0+j0.0)

Relative permeability of substrate 1.0 · (1.0+j0.0)

TLM unit cell size 0.1 × 0.1 × 0.1 [mm3]
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Figure 6.4: CLL–based metamaterial unit simulated for DF technique imple-

mentation.

Table 6.2: Details of CLL–based metamaterial simulated for DF technique im-

plementation.

L 2.5 [mm]

S 1.2 [mm]

T 0.5 [mm]

U 1.7 [mm]

W 4.1 [mm]

g 0.5 [mm]

ts 0.8 [mm]

tm (thickness of CLL metal) infinitesimally thin

Relative permittivity of substrate 2.2 · (1.0-j0.00090)

Relative permeability of substrate 1.0 · (1.0+j0.0)

TLM unit cell size 0.1 × 0.1 × 0.1 [mm3]

CLL–based metamaterial shown in Fig. 6.4 is comprised of cells of size 0.1

× 0.1 × 0.1 mm3. In both simulations an observation plane to sample the

reflected wave is placed 40 cells away from the top surface of each structure
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Table 6.3: Coefficients of Padé form (eq. (6.2.1)) used for EBG structure.

i ai bi

0 5.50562 × 1021 -5.49485 × 1021

1 2.69504 × 1010 2.59674 × 1010

2 -9.92844 × 10−1

and, at the plane of another one cell above the observation plane, a Gaussian

pulse is excited along the positive direction of the z axis. The polarisations

of the incident waves in each model are as shown in Figs. 6.3 and 6.4. There

is a further 2–cell gap between the excitation plane and the top xy boundary.

The boundary conditions on the xy plane are perfectly matched and all other

planes have a periodic boundary condition so that each structure is assumed to

belong to infinite array on the bottom xy plane.

6.3.2 Calculation Results

To begin with, the reflection coefficients for the single elements of the arti-

ficial materials are calculated using a fine mesh, and the result is converted

into the Padé forms to obtain each coefficient of eq. (6.2.1). In Fig. 6.5, the

complex reflection coefficient of the EBG structure element is compared with

that approximated with the Padé form, using two poles. In Table 6.3, the

coefficients used for the Padé form approximation are summarised. From Fig.

6.5 and Table 6.3, it is confirmed that in using the two poles, the reflection co-

efficient obtained from the fine–mesh is accurately described by the Padé form.

Next, the reflection coefficient obtained by the DF technique and that of

the fine mesh are compared. First, the result of Fig. 6.5 is factorised and second,

A′, B0 and B′ of eqs. (6.2.19) and (6.2.22) are calculated to decide the boundary

condition of the digital filter. In this calculation, the cell size using the digital

filter implementation is set to 1.0 × 1.0 × 1.0 mm3, which is 10 times larger than
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Figure 6.5: Scattering parameter comparison of EBG structure between fine

mesh simulation and Padé form.

that of the initial simulation (the fine mesh simulation), yielding a reduction

by a factor of a 1,000 in the number of cells compared to the original problem.

Nevertheless this cell size is still small enough to simulate the frequency range

of interest (around 9 GHz) in which the simulated EBG structure behaves as an

artificial magnetic conductor. The comparison result is shown in Fig. 6.6.

As a result of the application of the DF technique, it is found from Fig.

6.6 that, when the coarse mesh is used with the DF simulation, the reflection

coefficient shows close agreement with that of the fine mesh. In addition,

increasing the cell volume by a factor of a 1,000 means that the simulation to

model the EBG structure can be implemented at a fraction of the computational

cost of the fine–mesh simulation.
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Figure 6.6: Scattering parameter comparison of EBG structure between fine

mesh and coarse mesh simulations.

The improvement of the calculation efficiency by the DF techniques can

be confirmed from Table 6.4 where the details of both simulations are sum-

marised. For these simulations a calculation machine composed of AMD

Athlon (tm) 64 Processor 2.00 GHz and 2.00 GByte RAM was used. As found

from Table 6.4, the simulated area of the xy plane in the coarse mesh was

slightly bigger than that in the fine mesh, although the length along the z axis

was far longer to put the same number of the unit cells as that used for the

fine mesh simulation (i.e. 40 cells) between the observation plane and surface

of the MUT. However, the calculation time was improved from 3 hours to less

than 1 minute. This is primarily because the total number of the simulated

cells was reduced by the use of the coarser mesh. In addition, the reduction

in the calculation time can also be accounted in part for the removal of the

EM field calculation for the dielectric substrate, which makes the calculation
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Table 6.4: Comparison between fine and coarse mesh simulations. Details of

calculation machine used for both calculations are as are followed:

CPU is AMD Athlon (tm) 64 Processor 2.00 GHz; memory is 2.00 GB

RAM.

Coarse mesh Fine mesh

Cell size [mm3] 1.0 × 1.0 × 1.0 0.1 × 0.1 × 0.1

Analysis space size (5 × 5 × 44) (44 × 44 × 60)

(Nx × Ny × Nz)

Calculation time < 1 minute 3 hours

slower than that for the free space. Furthermore, from the viewpoint of not

only the calculation time, but also of the computer memory requirements, this

method is very efficient as the total numbers of the simulated cells are reduced

from 116,160 to 1,100. These facts confirm the efficiency of the DF technique in

modelling artificial materials.

In a similar manner with the approach used for the EBG structure, the

DF technique was applied for the CLL–based metamaterial but in this case

both polarisations needed to be considered, since it had an asymmetrical

design in respect of the x polarisation and y polarisation. Using the coefficients

represented in Tables 6.5 and 6.6 for the x and y polarisations, respectively,

close agreement between the fine mesh results and Padé forms was obtained

(not shown here). Furthermore, the agreement was still maintained in both

coarse mesh simulations, as is seen in Fig. 6.7. In the coarse mesh solutions,

the cell size was set to 0.88 × 0.88 × 0.88 mm3, which is 8.8 times larger than

that of the fine mesh, resulting in the use of the unit cell volume approximately

680 times larger in volume than that of the fine mesh. Again, the CLL–based

metamaterial has effectively been modelled with the coarse mesh as well as the

EBG structure.
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Table 6.5: Coefficients of Padé form (eq. (6.2.1)) used for x polarisation of CLL–

based metamaterial.

i ai bi

0 2.68826 × 1021 -6.95509 × 1019

1 4.57198 × 1010 -1.70162 × 1010

2 -1.31087 × 10−2

Table 6.6: Coefficients of Padé form (eq. (6.2.1)) used for y polarisation of CLL–

based metamaterial.

i ai bi

0 1.51919 × 1033 -1.45125 × 1033

1 9.87916 × 1021 9.44325 × 1021

2 4.09534 × 1011 -3.91523 × 1011

3 8.95901 × 10−1

In the above simulations the unit cell sizes of the coarse mesh simula-

tions for the EBG structure and the CLL–based metamaterial were respectively

set to 1.0×1.0×1.0 and 0.88×0.88×0.88 mm3. As long as the coarse mesh is

finer than λ/10 then basic accuracy in the TLM is maintained. The important

factors affecting overall accuracies here are the approximations by the Padé

form and the factorised Padé form, i.e. as long as these forms are in good

agreement with the fine mesh results, the original properties obtained in the

fine mesh simulations are maintained.
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Figure 6.7: Scattering parameter comparisons in x polarisation (top) and y po-

larisation (bottom) of CLL–based metamaterial between fine mesh

and coarse mesh simulations.
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6.4 Large–Scale Metamaterial Simulation Based on

DF Techniques

This section demonstrates an antenna simulation to show that the DF tech-

nique is applicable in realistic EMC problems as an example of large–scale

simulations. In this simulation a dipole antenna is placed close to a DF

boundary representing the CLL–based metamaterial simulated above. Since

the CLL–based metamaterial has the complex reflection coefficient of nearly

(1.0 + j0.0) behaving like a perfect magnetic conductor (PMC), the DF boundary

behaves as an artificial magnetic conductor (AMC) so that the electric field

radiated from the antenna should be enhanced at the front side [42].

The analysis conditions including the simulated model are summarised

in Fig. 6.8 and Table 6.7. The dipole antenna was located at the centre of

the TLM unit cells of 0.88 × 0.88 × 0.88 mm3 along the y axis. The radius

of the cylindrical dipole antenna was set to 0.1 mm and the total length was

set to 11–cell long (9.68 mm). All parts of the antenna were composed of the

DF boundary

Dipole antenna

db

Observation cell

g
z

y

Implementation of 

CLL-based metamaterials

z
y

M: Matched boundary condition

M

M

g

df

2r

l

Figure 6.8: Calculation conditions of antenna simulation to show practical ap-

plication example of DF techniques in EMC field.
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Table 6.7: Details of calculation conditions of antenna simulation illustrated in

Fig. 6.8.

Analysis space (Nx × Ny × Nz) (21 × 27 × 60) cells

TLM unit cell size 0.88 × 0.88 × 0.88 [mm3]

d f 3.86 [mm]

db 0.34, 1.22 or 2.10 [mm]

g 7.04 [mm]

r 0.10 [mm]

l 9.68 [mm]

Resistance of centre cell of antenna 50.0 [Ω]

metal without conductive loss except for the centre cell which contained a 50

Ω resistor. The modelling method for the cylindrical dipole antenna was as

described in section 2.2. The DF boundary was placed behind the antenna at

various distances db (0.34, 1.22 or 2.10 mm corresponding to the lengths of half,

1.5 or 2.5 cells subtracted by the radius, respectively). The distance between the

observation cell to sample the electric field and the centre cell of the antenna,

d f , was 3.86 mm.

The simulation results are illustrated in Fig. 6.9, in which the magnitudes

of the electric fields were divided by those obtained using the matched condi-

tion (the top figure) or the PEC (the bottom figure) instead of the DF boundary.

It is found from the top of Fig. 6.9 that the ratio of the electric field before and

after replacing the DF boundary with the matched condition is improved in

the lower part of the calculated frequency range due to the AMC–like response

confirmed in the bottom of Fig. 6.7. In addition, a similar improvement is

shown in the bottom of Fig. 6.9 as well.

In these antenna simulations, similar to the individual CLL–based meta-

material simulation performed in the last section, the calculation method
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Figure 6.9: Comparisons of electric fields obtained with DF and matched

boundaries (top) or PEC boundaries (bottom) having various gaps

between dipole antenna and the DF boundary. The electric field

when the DF boundary was deployed behind the antenna was di-

vided by that obtained in the matched boundary case or PEC case.
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shows even greater efficiency than the conventional fine mesh simulation due

to the use of the approximately 680 times larger cell volume. These confirm

that the DF techniques can be used as an efficient technique in modelling

large scale problems in EMC which otherwise would be intractable by simply

fine–mesh modelling.

6.5 Discussion

As clarified on Table 6.4, the modelling efficiency of the artificial materials

(including the EBG structure and the metamaterial) was markedly improved

through the implementation of the DF techniques into the TLM method. The

DF techniques are similar to using retrieval methods from the viewpoint that

both of them do not require us to model the fine features of the structures.

Thus, the use of a coarse mesh becomes possible and computational effort is

reduced in both cases. However, there are some differences as explained below.

Firstly, one of the major differences between the two methods in terms of

the computational efficiency is where and how the metamaterial properties

are implemented. In the simulations based on the retrieved properties, the

metamaterial is modelled as a bulk structure, which indicates that extra

calculations are necessary for all the TLM voltage ports to incorporate the

metamaterial properties [72]. However, in the case of the DF techniques

the metamaterial properties are implemented as a digital filter at boundary

between TLM unit cells, which implies the extra calculations are needed at two

ports. This difference points to the DF techniques being more efficient.

Another advantage of the DF techniques is that they avoid problem en-

countered in thin metamaterial property retrieval. As reported in [70], for

example, retrieved electromagnetic properties of CW metamaterials and

fish–net structures can depend on the number of the metamaterial units used.
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The reason for this issue lies in the strong interactions between metamaterial

slab units. These nonnegligible interactions affect the retrieved results so that

the electromagnetic properties can depend on the number of the metamaterial

units. However, this dependence is physically unreasonable, and the properties

of the same structures must not relate to the structure sizes, because this means

that the bulk metamaterial changes its electromagnetic properties depending

on the structure size. For this reason, applying the retrieval methods to

thin metamaterials is still a controversial issue [70, 71]. However, in the DF

techniques this problem can be avoided, since these techniques do not rely on

deriving the electromagnetic properties but just scattering parameters. It is

possible that the scattering parameters vary depending on the number of the

metamaterial units, or the metamaterial bulk size. In view of the difficulties in

interpreting results obtained using retrieval methods, the use of the proposed

DF techniques appears to have distinct advantages both conceptual and in

practical implementation.

Thirdly, retrieval needs to be performed based on proper retrieval meth-

ods. Some metamaterials have bianisotropies [67], chiralities [68] or gain media

[54–57], which cannot be properly taken into account in the retrieval methods

used in the last chapter [58–60]. To incorporate these characteristics some

modifications are necessary (e.g. [56, 67, 126, 127]). At the same time, however,

such modifications can lead to complicated solutions so that implementation

in numerical simulations becomes difficult [128]. In contrast, in the DF tech-

niques the necessary step is just associating the incident voltage ports with

the relevant voltage ports for the reflection or transmission, and no complex

process is involved. Also, the bianisotropic properties can be incorporated

by using different DF boundaries for the two sides of the metamaterial surfaces.

Moreover, the application range of the DF techniques is not limited to

metamaterials but can include EBG structures, as demonstrated in this chapter.

In the retrieval methods the structures retrieved need to be small enough to
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be regarded as homogenised structures. This is the same as when using the

properties of natural materials. In principle the naturally available materials

can be represented by macroscopic properties (i.e. electromagnetic properties),

since the components determining their properties (i.e. molecules) are small

enough compared to the wavelength of the incident wave. In other words,

from the macroscopic viewpoint these nature materials can be modelled as

homogenised (or bulk) materials. This premise must also hold when using

retrieval methods for artificial materials. However, the periodicities of the

EBG structures are multiples of the half–wavelength [9] and comparable to the

wavelength of the incident wave, resulting in the failure of the homogenization.

In contrast, the DF techniques do not have such a limitation. As long as enough

distance is taken from the simulated structure surface, the evanescent region

can be avoided and the scattering characteristics can be properly extracted.

Despite these advantages some improvements could make the DF tech-

niques a more powerful simulation tool. Firstly, incorporating the angular

characteristics of scattering parameters is necessary to simulate more complex

and more realistic situations. Secondly, in this chapter the Padé form was

approximated by the frequency domain Prony method. This approximation

was performed based on sampled frequency data (as used in eq. (6.2.1)), and

the results needed to be close enough to the original scattering parameters

depending on the simulation accuracy required. In some cases, however, it was

found that the coefficients used for eq. (6.2.1) could not be obtained or very

long time was needed to obtain the answers. Hence, solving these issues can

make the DF techniques easier to implement.

6.6 Conclusion

In this chapter an efficient modelling method for artificial materials has been

presented through the application of DF techniques in TLM simulations. It was
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shown that a reflection coefficient in a simulated EBG structure can be accu-

rately represented. This result was then used to obtain the constants required

to embed the DF boundary into a coarse mesh TLM. The comparison of the

fine–mesh simulation of the EBG element with the coarse–mesh simulation sup-

plemented by the DF boundary showed very close agreement but in the latter

case at a fraction of the computational cost. Next the DF technique was ap-

plied for a CLL–based metamaterial. Again, close agreement between the fine

mesh and coarse mesh solutions was confirmed for both polarisations. Finally

the DF boundary incorporating the properties of the CLL–based metamaterial

was used in an antenna simulation to offer a practical large–scale application

example in EMC field. Due to the AMC–like behaviour of the CLL–based meta-

material, the radiated electric field from the antenna improved in parts of the

simulated frequency range. It has been demonstrated in this chapter that these

efficient models can be used in large–scale EMC simulations which are capable

of describing the complex behaviour of the artificial materials in a coarse mesh.

In addition to these simulation results, differences between the DF techniques

and retrieval methods were discussed and improvements to the DF techniques

were suggested.

161



CHAPTER 7

Metamaterial Absorbers

7.1 Introduction

7.1.1 Past Achievements and Outstanding Issues

So far metamaterial absorbers have exhibited attractive features which are

not available from conventional wave absorbers [73–80]. One example is in

the manipulation of the electromagnetic properties. In conventional absorber

design options are limited by the properties of the substrate and its mixture ra-

tios to realise the desired permittivity and permeability values. In some cases,

however, this is not easy to accomplish. In metamaterial absorbers changes

of metallisation length and geometry enable us to modify the electromagnetic

properties with relative ease [77, 129].

More importantly the use of metamaterials makes the absorber substrate

thicknesses significantly smaller. In the conventional absorbers the total

thickness of the structures needs to be comparable to a quarter wavelength λ0

of the operating frequency. However, the λ0/4 thickness can limit the range

of application, for example, where available working space is restricted. This

issue has successfully been solved by use of thin metamaterials, which allowed

us to relax the limitation of the physical size remarkably (e.g. in [130] 1 mm

162



thickness at operating frequency 6 GHz, i.e. approximately one fiftieth of the

wavelength), and more flexible design options became possible.

Despite past achievements there still remain some problems unsolved.

One of the outstanding issues is the limitation of the absorption band width. In

most cases absorption is concentrated in a narrow frequency band. Although

narrow band absorbers may be useful in some applications, the real need is

for broadband absorbers with customised characteristics to meet specific user

demands.

7.1.2 Focus

To address this issue, this chapter shows that highly customisable broadband

absorption is possible using metamaterials as wave absorbers. This property is

obtained, when different lengths of conductive and lossy CWs are deployed as

a periodic metamaterial absorber unit and independent conductive loss optimi-

sation is performed in each CW. In addition, this property can be obtained for

arbitrary polarisations without any serious absorptance reduction, when other

pairs of CWs are introduced. Furthermore, it is also demonstrated that not only

enhancing absorptance but also reducing it are possible by suitable use of loss-

less CWs. These results indicate that the CWs make it possible to design very

flexible absorptance characteristics. Before the customisable absorber configu-

rations are explained in detail, the basic properties of single CW metamaterial

absorbers and paired CW metamaterial absorbers are presented. The related

work can be found from [78, 79], although these results did not fully consider

reflections of both polarisations. Also, most metamaterial designs introduced

here include conductive loss. This indicates that the structures take account of

the conductive loss issue pointed out in subsection 1.4.1 and are thus expected

to be a more realistic metamaterial representation.
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7.2 Calculation Models and Conditions

This thesis uses CWs as the basic geometry of metamaterial absorbers for the

following reasons (some other advantages were discussed in subsection 4.1.2).

First, compared to fishnet structures which have some similar properties to

CW metamaterials, the CW metamaterials can exhibit greater losses, which

although undesirable in most other metamaterial applications they are needed

in absorber applications [11]. Moreover, from the fabrication viewpoint the

CW form is straightforward to manufacture due to its simple geometry. This is

expected to be useful in reducing the periodicity and increasing the operating

frequency, indicating that the CW metamaterials are easily scalable. Finally,

CWs with conductive loss can produce multi–absorptance peaks as will be

demonstrated in this chapter.

In absorber applications described in this thesis conductive loss is exploited

instead of dielectric loss which is assumed to be the primary loss mechanism in

most conventional metamaterial absorbers (e.g. [76]). One of the reasons is that

materials with suitable conductive losses are readily available through recently

developed technologies, e.g. conductive inks [131–133]. Also, independent

optimisation of the metal resistances gives us more flexible options for the

design of absorption profiles (shown in section 7.6).

The default structures of the simulated CW metamaterials are summarised in

Fig. 7.1 and Table 7.1. They are the same as those used in Fig. 4.1. To simplify

the situation and consider the absorption effect due only to the conductive loss

of the CW metals, the relative permittivity εr of the substrate was set εr = 1 and

all other loss mechanisms were removed. The CW structure had a width of 0.3

mm along the y axis (H–field) and length of 5.1 mm along the x axis (E–field).

The dimension of the unit cell was Ax = Ay = 6.3 mm. This structure was

modelled using cubical TLM unit cells having edge lengths of 0.075 mm. The

conductive loss was quantified by the unit of Ω�−1 (see subsection 2.4.3).
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Figure 7.1: Simulated CW metamaterials. The default parameters are sum-

marised on Table 7.1.

Table 7.1: Default parameters of single CW metamaterial absorber illustrated

in Fig. 7.1.

Ax 6.3 [mm]

Ay 6.3 [mm]

l 5.1 [mm]

w 0.3 [mm]

tm 0.0 [mm]

ts 1.2 [mm]

Relative permittivity of substrate 1.0 · (1.0 + j 0.0)

Relative permeability of substrate 1.0 · (1.0 + j 0.0)

TLM unit cell size 0.075 × 0.075 × 0.075 [mm3]

The scattering parameters were calculated using observation planes 15

mm away from the absorber surface and a Gaussian pulse was excited on a

plane one cell above the observation plane for the reflection coefficient. Since

periodic boundaries were applied for the xz and yz plane boundaries, the CW

metamaterial absorber unit modelled was assumed to belong to infinite array

at xy plane.
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7.3 Single CW Metamaterial Absorbers

This section investigates the fundamental absorptance characteristics of the

single CW metamaterial absorbers. First of all, conductive loss is distributed in

one of three ways: allocations to all the metal part, both of the edges (0.9 mm

from each edge and 1.8 mm in total) and one of the edges (1.8 mm or 1.2 mm).

Secondly, the conductive loss is inhomogeneously distributed. Thirdly, the

absorptances of different CW lengths are investigated and they are combined

as one metamaterial unit to achieve broadband absorption. In the first and

third simulations all the lossy parts have the same value of sheet resistance R

and the resistance value does not depend on position of the CW, while in the

second simulations R is dependent on the position.

In Fig. 7.2 the absorptance A of the single CW composed of only lossy

metal is shown for various sheet resistance values. The absorptance was

calculated from

A = 1 − |S11|2 − |S21|2. (7.3.1)

It is found from Fig. 7.2 that the positions of the maximum absorptance are

fixed at around 26.59 GHz, which is close to the resonant frequency found in

the top of Fig. 4.1, where the same dimension but lossless single CW (i.e. the

5.1 × 0.3 mm2 CW with 6.3 × 6.3 mm2 periodicity) was simulated.

In addition, it turns out that the absorptance peak curve reaches the maximum

values with a sheet resistance R = 6.0 Ω�−1, as described in the inset of

Fig. 7.2. This absorptance peak dependence can be easily explained with

the equivalent circuit drawn in the inset of Fig. 7.3. This equivalent circuit

is composed of the sheet resistance R, the total inductance L and the total

capacitance C. At the resonant frequency the circuit impedance becomes Z = R

(refer eq. (4.1.3)). In terms of the conduction current I, numerical simulations

revealed its dependence on R as the curve with closed circles shown in Fig.
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Figure 7.2: Absorptance of the single CW composed of only lossy metal. In the

inset the absorptance dependence on R at 26.59 GHz is illustrated.

L C

R

[Ω□  ]-1

Figure 7.3: Conduction current I and dissipated power P (= IR2) in CW with

various values of R. The inset describes an equivalent circuit for

the single CW, where R, L and C represent the sheet resistance, the

total inductance and the total capacitance, respectively.

7.3. Therefore, the power dissipated in the circuit, P (= I2R), as illustrated by
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the curve with open squares in Fig. 7.3, corresponds well to the result in the

inset of Fig. 7.2. Note that this equivalent circuit is applicable to only a single

CW, and it is expected that in other structures (e.g. paired CW simulated later)

some modifications are necessary, since the structures and resonant behaviour

becomes more complicated.

Similar maximum absorptance peaks were obtained when the conductive

loss area was restricted to one or both of the edges of the CW metal (see Figs.

7.4 to 7.6). However, further increase of the loss amount exhibited different

absorptance peaks at higher frequencies. These absorption positions were

expected to correspond to resonances of CWs effectively shortened by the lossy

metal part(s), since the conductive losses were so high at to cause a highly

distorted current distribution. Numerical simulations confirmed that the 3.3

mm–length CW, whose length corresponds to the lossless parts of Figs. 7.4

and 7.5, has resonant frequency at 38.06 GHz, which is in the vicinity of the

Lossy parts

Lossless parts

Ω□ -1

Ω□ -1

Ω□ -1

Ω□ -1

Ω□ -1

Figure 7.4: Absorptances of single CW composed of both lossless metal part

and lossy metal part. The lossy metal parts were restricted to both

edges (0.9 mm per each edge and 1.8 mm in total).
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Figure 7.5: Absorptances of single CW composed of both lossless metal part

and lossy metal part. The lossy metal parts were restricted to one

edge (1.8 mm).
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Figure 7.6: Absorptances of single CW composed of both lossless metal part

and lossy metal part. The lossy metal parts were restricted to one

edge (1.2 mm).
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absorptance peaks at the higher frequencies in Figs. 7.4 and 7.5. Similarly the

3.9 mm–length CW, whose metal length is same with the lossless part of Fig.

7.6, was found to have resonant frequency at 33.55 GHz, which is also close to

another absorptance peak of Fig. 7.6. Although the absorptance effect obtained

from these structures is weak, one point noticed from Figs. 7.5 and 7.6 is that

the decrease of the absorptance at the frequency range between the two peaks

can be reduced by restricting the lossy metal part to a narrow area.

Secondly, the conductive loss values were inhomogeneously distributed

along the CW. The distribution patterns used here are illustrated in the top

of Fig. 7.7 and the maximised absorptances for each case are summarised in

the bottom of Fig. 7.7, where the resistance values in the legend were used as

maximum resistance (i.e. R in the top of Fig. 7.7) of each distribution. It turns

out from these results that the loss distributions do not significantly improve

the maximum absorptance.

Thirdly, the absorptances of different CW lengths were calculated. The

calculation results are summarised in the top of Fig. 7.8 where the simu-

lated CWs had lengths of 3.3 to 5.1 mm in 0.6 mm steps. It is found from the

top of Fig. 7.8 that as expected the absorptance peak depends on the CW length.

Next several of the single CWs studied at the top of Fig. 7.8 were com-

bined as one metamaterial unit and the resultant absorptance curves are

illustrated in the bottom of Fig. 7.8. The inset in the bottom of Fig. 7.8 describes

a structure consisting of the four CWs. In this structure the distance between

the CWs was 0.3 mm and one end of the CWs were positioned at a same x axis

position (0.3 mm from one of the xz plane boundaries). In the other structures

only the corresponding parts were included at the same positions with those

of the four CW case (e.g. for the result of 5.1 and 4.5 mm CWs the right two

CWs were removed). Compared to the results in the top of Fig. 7.8, the results

in the bottom figure exhibited broadband behaviour. However, the maximum
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Figure 7.7: Absorptance of single CW with various loss distributions. The dis-

tributions used here are illustrated in the top figure. The calculation

results are summarised in the bottom figure. The resistance values

in the legend of the bottom figure are used as maximum resistance

R in the top figure.

absorptance values of all the single CW metamaterial absorbers simulated here

were only 0.5.
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Figure 7.8: Absorptance of different lengths of single CWs (top) and absorp-

tance of structure composed of part or all of the CWs (bottom). The

lengths and the resistances in the legends represent the CW length

and R, respectively.
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7.4 Paired CW Metamaterial Absorbers

This section examines absorptance characteristics of paired CW metamaterials.

As was demonstrated in subsection 4.1.2, the paired CW metamaterials have

two types of resonance: electric resonance and magnetic resonance. These

resonant frequency positions can be manipulated and in [104], for example, one

of the CW pairs is shifted a distance dx (see Fig. 7.9). In this case the magnetic

resonance frequency is increased, while the electric resonance frequency is

reduced. This effect can be also confirmed from Fig. 7.10 where the depen-

dence of the scattering parameter curves on the offset lengths dx is shown. It is

known that, when the magnetic resonance frequency is greater than the electric

resonance frequency, a NRI is obtained in the paired CW metamaterial due to

overlap of the negative permeability with the negative permittivity [22]. In

[104], for instance, a similar model is simulated to exhibit a negative refractive

index. Since the scattering parameters of Fig. 7.10 are analogous to those in

[104], the paired CW simulated here is also expected to show a negative value

of refractive index. In this section the geometrical asymmetry is utilised to

change the resonance positions and investigate the possibility of enhancing

absorption characteristics due to this change.

Before the asymmetrically paired CW is simulated, the absorption char-

acteristics of the symmetrically paired CWs are investigated. The calculation

y(H)

x(E)

z(k)

x(E)

dx

Front CW

Back CW

Front CW

Back CW

Substrate

Figure 7.9: Configurations of simulated asymmetrically paired CW metamate-

rial.
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Figure 7.10: |S11| of lossless paired CW having various geometrical offset

length dx. The inset shows |S21| of each structure. dx is expressed

in each legend. In this figure same values of R described in the

brackets of the legends were used for the front CW and the back

CW.

results are summarised in Fig. 7.11 in which various sheet resistance values,

R, are applied equally to the front and back CWs. In Fig. 7.11 the electric and

magnetic resonant frequencies ( fe and fm) obtained in Fig. 7.10 are marked and

it is seen that the absorptance peak shifts from fm to fe as R increases. It is also

found that with the sheet resistance of 6.5 Ω�−1, the symmetrically paired

CW shows the stronger absorption (A ≃ 0.696) than that of the single CWs

(A ≃ 0.500).

Next, the absorptance of the paired CW metamaterial absorber with vari-

ous values of dx was optimised. The calculation results are summarised in

Table 7.2 and Fig. 7.12. Again, the same resistance values were applied for both

front CW and back CW. It turns out in this case that the maximum absorptance

of the symmetrically paired CW is increased by nearly 10 % for dx = 1.8 mm.

Moreover the absorptance of the paired CW was further enhanced by us-
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Figure 7.11: Absorptance of the symmetrically paired CW with various R. In

this figure same values of R described in the brackets of the leg-

ends were used for the front CW and the back CW.
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Figure 7.12: Absorptances of the paired CW with various dx. dx is expressed

in each legend. In this figure same values of R described in the

brackets of the legends were used for the front CW and the back

CW.
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Table 7.2: Absorptance peaks of paired CW with various x axis offset dx.

dx [mm] Absorptance Frequency [GHz] R [Ω�−1]

0.0 0.696 26.35 6.5

0.6 0.711 26.17 5.5

1.2 0.746 26.23 4.0

1.8 0.766 26.71 4.0

2.4 0.761 27.20 4.0

3.0 0.754 27.45 4.0

3.6 0.757 27.39 4.0

ing different sheet resistance values for the front CW and the back CW. In Fig.

7.13 the absorptances for dx = 0.0 mm, 1.2 mm and 2.4 mm are illustrated. Each

distribution was calculated at the frequency corresponding to each absorptance

peak in Fig. 7.12: 26.35, 26.23 and 27.20 GHz, respectively. In this figure the

sheet resistance values were varied from 0 to 12 Ω�−1 in 2 Ω�−1 steps. The

intermediate values between the calculated results were estimated using spline

interpolation. Despite the coarse resolution, the simulations confirm that the

absorptance is further increased in each case by the use of the different sheet

resistance values. In addition, the distribution of the absorptance depends on

the offset length dx. Although the absorptance of the symmetrically paired CW

metamaterial was enhanced by the manipulation of the resonant frequency

positions and by the use of the different resistance values, the maximum value

was still far from perfect absorption (i.e. A ∼ 1.0). In the next section the

absorptance of the CW metamaterial absorber is significantly improved and

approaches perfect absorption by placing a single CW metamaterial on a PEC

wall.
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Figure 7.13: Various combinations of R applied for paired CW. The top left,

top right and bottom left figures show the absorptances of no off-

set at 26.35 GHz, 1.2 mm offset at 26.23 GHz and 2.4 mm offset at

27.20 GHz, respectively. The dots in the figures represent the cal-

culated sheet resistance patterns and the intermediate values were

estimated by using spline interpolation.
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7.5 Single CW Metamaterial Absorbers on PEC Wall

This section studies single CW metamaterial structures placed on a PEC wall

(see the inset of Fig. 7.14 for this configuration). The use of the PEC wall as

a back metal is described in some past metamaterial absorbers and leads to

strong absorptance value (e.g. [77, 130]). In the simulations performed here the

CW length was changed from 3.3 to 5.1 mm in 0.6 mm steps again. The CW

positions were the same as those used in the inset of the bottom figure of Fig.

7.8, while the sheet resistance values were optimised to extract the maximum

absorptances. The calculation results are shown in Fig. 7.14. As demonstrated

in this figure, these structures exhibited very strong absorptances of A ∼ 1.0.

Considering the results obtained, the case of the CW with the metal backing

gives the highest absorptance (A ∼ 1.0) followed by two CWs without the

metal backing (A ∼ 0.75). Finally a single CW gives the lowest absorption

(A ∼ 0.5). It is also pointed out that the conduction current in the single CW

with the PEC wall is different from that in the symmetrically paired CW as

already demonstrated in the bottom of Fig. 4.3.

Next the same pattern of CWs was deployed along the y axis to reduce

polarisation dependence. The calculation results are shown in Fig. 7.15, where

the sheet resistance of each CW was optimised again. The inset of Fig. 7.15

describes the simulated structure. Comparing with Fig. 7.14, we observe that

the absorptance is still maintained at strong level despite the use of another

orthogonal CW. According to [6], straight conductors orthogonal to the electric

field do not react with the external field significantly so that the electromagnetic

properties of the whole structure are not significantly affected. Although the

absorptance values of the short CW pairs tended relatively small, an extended

work of the author in [134] introduces improvement methods of the absorbing

performance by simple geometrical modifications. In the following sections

of this thesis, however, we can still confirm important characteristics of the
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Figure 7.14: Absorptances of different lengths of CWs placed near to PEC wall.

The inset describes the simulated situation.
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Figure 7.15: Influence of another pair of CW used in Fig. 7.14. The pair of each

CW was placed orthogonally, as is illustrated in the inset.

CW metamaterial absorbers, such as broadband behaviour and customisable

absorbing performance.
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7.6 Customisation of Absorptances

In this section the customisation performance of the absorptance of CW–based

metamaterial absorbers is investigated. First, to obtain broadband behaviour

some or all of the pairs of the CWs used in Fig. 7.15 were combined as one

metamaterial unit. The inset of Fig. 7.16 illustrates the structure having all the

CW pairs. In these simulations the sheet resistance values were the same as

those used in Fig. 7.15. The calculation results are shown in Fig. 7.16. This

figure indicates that the absorptance properties in the high frequency region

are improved by the use of the additional lossy pairs.

Also, the addition of extra CWs can introduce additional absorption peaks,

as shown in Fig. 7.17 where the two CW pairs of 5.1 and 3.3 mm show two

absorptance peaks corresponding to those of the individual CWs. The sheet

CW

Substrate

E
H

1.00

22      23      24   25  26

0.96

0.92

0.88

0.84

0.80

Figure 7.16: Absorptance of combinations of CW pairs used in Fig. 7.15. In this

figure part or all of the CW pairs used in Fig. 7.15 were combined

as one metamaterial unit. The inset shows the structure having all

the CW pairs.
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Figure 7.17: Demonstration of double absorptance peak. 5.1 and 3.3 mm CW

pairs were combined as one metamaterial unit here.

resistance values were unchanged from Fig. 7.15. Although the case of two

absorptance peaks has been recently reported [77, 135], the advantage of

using the lossy CWs introduced here is to easily customise the absorptance

characteristics for both polarisations. Furthermore, as is explained below, it

is also easy to realise several absorptance peaks (i.e. not just two peaks) by

adding extra pairs of CWs.

The absorption characteristics may be further enhanced by optimising

the sheet resistance values. This is shown in Fig. 7.18 in which the three CW

pairs of 5.1, 3.9 and 3.3 mm are deployed. In this figure the sheet resistance

value of only the 3.3 mm CWs is varied, while the values of the other CWs are

the same as those of Fig. 7.15. It is found from Fig. 7.18 that the absorption

characteristics are improved by the use of the adjusted resistance values, lead-

ing to a triple absorptance peak (0.985 at 24.28 GHz, 0.918 at 32.08 GHz and

0.928 at 35.68 GHz). Despite the use of the lossless CWs, Fig. 7.18 still showed

the third absorptance peak, which corresponds to the individual resonance
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Figure 7.18: Demonstration of triple absorptance peak. 5.1, 3.9 and 3.3 mm CW

pairs were combined as one metamaterial unit here. Modification

of the resistance value used for the 3.3 mm CW leads to the triple

absorptance peak. The resistance values used for the 3.3 mm CW

are shown in the legend. The other resistance values are the same

as those of Fig. 7.15.

of the 3.3 mm CWs. This is assumed to be because the absorption occurred

in the other CW pairs which were coupled to and resonated by the 3.3 mm

CW. Again, this structure will interact with both polarisations, compared to

those of [77, 135] and is an important advantage of the lossy CW metamaterial

absorber. Although only the triple absorptance peak was demonstrated here,

further absorptance peaks are possible by using extra CW pairs.

Use of additional pairs of CWs enables us not only to increase absorp-

tion, but also to decrease it. In Fig. 7.19 a lossless 4.5 mm CW pair was

introduced in the 5.1 and 3.3 mm CW structure used in Fig. 7.17, where R of

the 3.3 mm CWs was changed to 3.5 Ω�−1. The inset of Fig. 7.19 illustrates

the configuration of this structure. Compared to Fig. 7.17, the absorptance

magnitude between the two absorption peaks is markedly reduced due to the
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Figure 7.19: Absorptance of two CW pairs of 5.1 and 3.3 mm is improved by

use of adjusted resistance values. In addition, the use of a lossless

4.5 mm CW pair exhibits a strong reduction of the absorptance at

about 30 GHz.

resonance of the 4.5 mm CW pair. As expected, the centre of the absorptance

reduction is close to the resonant frequency of the 4.5 mm CW. This allows a

fully customised absorptance characteristic.
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7.7 Experimental Validation

This section provides an experimental validation of results obtained for conduc-

tively lossy metamaterial absorbers. At the final step the metamaterial absorber

is deployed in a metal box to reduce its resonance frequency and enhance its

shielding effectiveness. The metal geometry of the metamaterial used is trans-

formed from CW shape to I–shape [59, 136], as a straight CW was too large to

fit inside the metal box. Essentially the nature of the resonance in an I–shaped

or straight strip is the same as shown in Fig. 7.20, but the height of the I–shape

became almost half of the CW–shape.

7.7.1 Models

The actual metal box and measurement system used are shown in Fig. 7.21.

The metal box was composed of the top part and bottom plate and had the

external dimension of (118 × 295 × 295) mm3, respectively for x, y and z axes,

where the directions of each axis correspond to those shown in the centre of

Fig. 7.21. The top part of the metal box had (5 × 50) mm2 of a slot along y

axis at the negative direction of z axis. The position of the slot was located

at the centre of xy plane of the metal box. The incident wave was excited

from a log–periodic antenna (The Electro–Mechanics Company; Model 3146)

connected to an amplifier (ENI; 604L Broadband Power Amplifier) and placed

E

H

Figure 7.20: Resonances of CW metamaterial (left) and I–shaped metamaterial

(right). The red arrows represent the movements of the induced

electric charges.
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at 1.5 m away from the box. The electric field was measured by using the value

of conduction current flowing in 2.5 mm of a straight wire (the bottom left of

Fig. 7.21) connected to a network analyzer (Agilent Technologies; E5062A ENA

series 300 kHz – 3 GHz Network Analyzer) through the bottom plate of the

metal box. The position of the straight wire was the centre of the bottom plate.

All the measurements were performed in a screened room (Belling & Lee LTD.;

Shielded enclosure), as shown in the centre of Fig. 7.21.

The numerical model of the metal box used for the simulation is illustrated

in Fig. 7.22. This box was placed in the centre of a (44 × 81 × 81)–cell–space

surrounded by Huygen’s surface (see section 2.3 for the implementation to the

TLM method), where ∆l ∼ 4.9 mm. Another five cells were placed between the

Huygen’s surface and matched boundary. The metal of the box was modelled

by infinitesimally thin lossless metal (i.e. 0.0 Ω�−1). Similarly to the metal

box used for the measurements, the simulation model of the metal box was

composed of the top part and bottom plate. The bottom plate had a sampling

port and this consisted of metal blocks and wire (see the right of Fig. 7.22 for

the configuration and section 2.2 for the wire modelling). The wire had a 5∆

length and only the bottom one cell had resistance of 50 Ω (i.e. the other parts

were lossless). The metal box size in the simulation was slightly smaller than

the external dimension of the box used in the measurements. This was to

remove the thickness of the metal box and approximate the internal dimension

of the measurement model.

The left of Fig. 7.23 shows the experimental model of the I–shaped meta-

material. By using a commercial nickle spray (RS; RS247–4267 Nickel screening

compound), 5 mm width of the metal geometry was drawn on the centre of an

epoxy substrate (Injectorall electronics corp.; Epoxy glass board PC7 Unclad),

where the relative permittivity and thickness were approximately 4.5 and 1.6

mm, respectively. The height and width of the I–shaped strip were both 70

mm, while those of the substrate were respectively 114 and 230 mm. The top
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Figure 7.21: Experimental setup and metal box.

part of the substrate was connected to the top of the metal box with almost

no gap, and for the y axis position the substrate was placed at the centre of
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Figure 7.22: Simulation model of metal box.

the metal box. The distance between the back surface of the epoxy substrate

and the back wall of the metal box was 3.0 cm, and the four corners of the

substrate were fixed with screws (see the bottom left of Fig. 7.23). The sheet

resistance of the nickle spray was measured by a tester (Tenma; 72–7730 20,000

Count 4–1/2 digit true RMS USB multimeter DMM) and found to be 1.5 Ω�−1.

The simulation model of the I–shaped strip is described in the right of

Fig. 7.23. The structure was modelled by 1.5 Ω�−1 of infinitesimally thin

metal. The strip width was expressed by one unit cell. The height and width of

the I–shaped metal were respectively 14 and 13 cells. Since the thickness of the

epoxy substrate used for the measurement (i.e. ∼ 1.6 mm) was much thinner

than ∆l (i.e. ∼ 4.9 mm), the substrate was excluded from the simulation space.
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Figure 7.23: Experiment model (left) and calculation model (right) of I–shaped

strip.

7.7.2 Results

The measurement and simulation results of the shielding effectiveness of the

empty metal box (i.e. without the I–shaped strip) are drawn by the solid curves

in Fig. 7.24. In both cases, first the magnitudes of the incident wave were ob-

tained without the top box, and then the differences with those using the top

box were calculated for the shielding effectivenesses. As seen from Fig. 7.24,

the shielding effectivenesses in both simulation and measurement became less

than 0 at around 0.72 GHz due to the resonance of the metal box. These results

can be corroborated by the analytical value for the resonance. According to

[137, 138], the resonance frequencies fbox of metal boxes can be calculated from

fbox =
c0

2

√√√√(m
a

)2

+

(
n
b

)2

+

(
p
d

)2

[Hz], (7.7.1)
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Figure 7.24: Measurement and simulation results of shielding effectiveness of

metal box and its improvement by I–shaped strip. The resistance

part of the I–shaped strip was composed of 1.5 Ω�−1 of sprayed

resistor.

where a, b and d are each internal dimension of the box in meters. m, n and p

are integers where no more than two can be zero. Using the dimension of the

metal box, the analytical value became 0.71 GHz and corresponded well to the

simulation and measurement results.

The improvement of the shielding effectiveness by the I–shaped strip can

be confirmed from the dashed curves of Fig. 7.24. In this case the shielding

effectiveness dips found at around 0.72 GHz were split into two weaker dips.

In the measurement the shielding effectiveness at the resonant frequency was

improved from -4.0 to 35.7 dB, while at 0.767 GHz the value decreased from

29.2 to 20.2 dB. However, the shielding effectiveness decrease was still far

above 0 dB, indicating that in total the shielding effectiveness of the metal box

was significantly enhanced by deploying the I–shaped strip only.

The similar trend was found in the simulation result in Fig. 7.24. The
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shift to the high frequency can be partly attributed to neglecting the substrate

in the simulation, which can shift the resonant frequency of the I–shaped

strip to a lower value. However, even in the simulation result, the shielding

effectiveness was much higher than 0 dB across the frequency range shown

here, which agrees with the measurement result.

A similar improvement can be obtained, when a lumped resistor is used

instead of the nickel spray for the resistance of the I–shaped strip. The

measurement model is shown in the top of Fig. 7.25. In this case, the metal

strip was fabricated by copper tape, and a 50 Ω lumped resistor was deployed

in the centre of the strip. In the simulation, all the metal parts were modelled

by lossless metal except for the centre two cells which had 25 Ω�−1 per each

so that the total resistance became 50 Ω (the detail of this conversion is found

from appendix A). As seen from Fig. 7.25, the shielding effectiveness of the

empty metal box was also improved by using the lumped resistor. In addition,

the improvement was confirmed in both measurement and simulation.

In this section an experimental validation of conductively lossy metama-

terial absorbers was provided using the metal box and I–shaped strip. It was

demonstrated that the conductively lossy I–shaped strip numerically and

experimentally enhances the shielding effectiveness of the metal box. More

results can be found in [139].

7.8 Discussion

Before general conclusions are reached, five points about the proposed ab-

sorbers are highlighted . Firstly, when other CWs were deployed orthogonally

in Fig. 7.15, the magnitude of the absorptance was slightly decreased from

those of Fig. 7.14, especially for the shorter CW pairs. This may be attributed

to the weak mutual coupling with the orthogonal CWs. These decreased
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Epoxy substrate

Copper tape

Lumped resistor (50 Ω)

Figure 7.25: Measurement and simulation results of shielding effectiveness of

metal box and its improvement by I–shaped strip. The top figure

shows the I-shaped strip used. 50 Ω of a lumped resistor was used

for this structure. The other part of the structure was composed

of copper tape. The measurement and simulation results using

the lumped resistor type of the I–shaped strip in the metal box are

shown in the bottom figure.
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magnitudes could be enhanced by modifying the configurations (e.g. by

increasing the CW widths to enhance the mutual coupling with the images

of the CWs beyond the PEC wall). However, the calculation results shown in

this chapter are sufficient to demonstrate the customisation possibilities for the

absorptance of the CW metamaterial absorbers.

Secondly, in the simulations introduced in this chapter, the relative per-

mittivity εr of the substrate was set to 1 to simplify the situation and strong

absorptances were demonstrated under this condition. However, even

if εr > 1, the principles of the interactions remain unaffected, although

the absorptance peaks will be shifted to lower frequency and the sheet re-

sistances need to be modified accordingly to optimise each configuration again.

Thirdly, the resistance of the PEC wall was fixed at zero in this study, al-

though this is strictly an idealisation. This idealisation is not plausible at high

frequencies such as in the THz region, the infrared region and the optical

region. However, the conductive loss becomes very low at lower frequencies,

such as in the microwave region, or for the frequency range of the simulations

performed here. Therefore, approximating the conductive loss of the back wall

as zero is satisfactory.

The structures of the metamaterial absorbers studied here were limited to

one layer (single CWs) or two (paired CWs and single CW close to PEC), pri-

marily because this research aims at thin wave absorbers (less than λ/4), which

is the major advantage of metamaterial wave absorbers over conventional wave

absorbers, such as Salisbury screens. However, in general, it is also interesting

to study such structures composed of more than two layers, since this may

lead to enhancement of the absorptance (e.g. by analogy to the paired CW case).

Finally, in order to check the performance of metamaterial absorbers at

various angles of incidence, the capability was developed of launching waves
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at an angle and improving the absorbing boundary condition at incidence

angles other than normal. This work is described in appendix D. Some tests

were done, confirming that the metamaterials work well at other angles but

further tests are needed to fully validate this model.

7.9 Conclusion

This chapter demonstrated by numerical simulations that highly customisable

broadband absorption for arbitrary polarisation is possible by the use of con-

ductively lossy CWs as metamaterial absorbers. To begin with, the fundamen-

tal properties of the conductively lossy CW metamaterial absorbers were in-

vestigated. A dependence of absorptance peak on the conductive loss was

explained with a simple equivalent circuit. In paired CW metamaterials, ab-

sorptance peaks were improved by manipulating the two resonance frequency

positions and by using independent sheet resistance values for the front and

back CWs. The absorptance of the conductively lossy CW metamaterial was

further improved, when single CW metamaterials were placed on a PEC wall.

The deployment of orthogonal pairs of CWs showed that the structure simu-

lated here works for both polarisations. Moreover, when different lengths of

CWs were combined as one metamaterial unit, broadband absorption was ex-

hibited. Finally, an experimental validation was obtained for the performance

of the conductively lossy metamaterial inside a metal box. Due to the flexible

absorptance characteristics, the idea of using conductively lossy CW pairs of-

fers additional advantages to metamaterial absorbers and opens up a new area

for metamaterial applications. The interesting properties of CW metamateri-

als may be further improved, when the structures are designed and optimised

to absorb off–normal incident waves. This may be possible by using multiple

CWs whose lengths and sheet resistance values are suitably selected.
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CHAPTER 8

Conclusions

This thesis has introduced results of computational studies on electromagnetic

properties of metamaterials and applications. In chapter 2 the time–domain

TLM method [84–86] and some other simulation techniques used in this

thesis were explained. In chapter 3, based on these simulation methods,

the fundamental scattering properties of metamaterials were shown. The

scattering parameters at two types of resonances, electric resonance and mag-

netic resonance, were studied with a y–shaped metamaterial and CLL–based

metamaterial. In addition, the scattering parameters were investigated in

more detail by decomposing these structures into smaller components or by

changing each component size. In this way important factors contributing to

resonances were clarified. Furthermore, the scattering parameters of another

type of artificial structure, the so–called EBG structures, were studied in this

chapter as well.

Chapter 4 addressed the first major objective of the thesis and predicted

resonant frequencies of some forms of CW metamaterials by using approxi-

mate equivalent circuits. The resonant frequencies were calculated from the

equivalent circuits composed of self and mutual capacitive and inductive

parameters. Comparison results with detailed numerical simulations showed

good agreement. Improvements to the equivalent circuits were proposed and

differences with one of the most cited equivalent circuits applicable to CW
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metamaterials were discussed.

Chapter 5 described details of two retrieval methods and showed calcu-

lation results of electromagnetic properties obtained by these methods. Then,

a numerical simulation method able to incorporate retrieved properties was

introduced and some numerical simulation results were shown. This chapter

pointed out some difficulties with these methods, e.g. unclear results obtained

from retrieval methods and a significant increase of calculation time in the

numerical simulation method.

Chapter 6 addressed the second major objective of the thesis, which was

the application of DF techniques for improving metamaterial simulation

efficiency. First of all, the principle of DF techniques was explained in detail

and this technique was illustrated by some examples. Furthermore, a large

scale simulation was performed to demonstrate the applicability of the DF

techniques to realistic situations. In this simulation, metamaterial properties

characterised by the DF techniques were used to improve a directivity of an

antenna. Some discussions were also made to clarify differences between the

simulation method based on retrieval methods and that on the DF techniques.

Chapter 7 presented a study of metamaterial absorbers, which was the

third objective of the thesis. The chapter explored a possibility of using

metamaterials in realistic application such as absorbers. In this study the metal

geometries were based on a simple CW or combinations. The important find-

ing of this chapter was that the CW metamaterial absorbers made it possible

to realise customisable absorptance characteristics for arbitrary polarisation

in a relatively simple way. These structures showed not only customised

enhancement of absorptance but also, if required, reduction of absorptance.

The chapter concluded with an experimental validation of the numerical

results.
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CHAPTER 9

Discussion and Further Work

Since individual discussion has been made at the end of each chapter, the focus

of this final discussion chapter is to summarise findings and look into future

possibilities for metamaterial studies based on results obtained in this thesis

and other research works.

Firstly, in this thesis very simple metamaterial structures have been stud-

ied and it is obvious that their performance can be further enhanced. The

metamaterial used here were composed of simple metal geometries, such as

split–ring shapes shown in chapter 5 and cut–wire shapes in chapters 4 and 7.

In the recent metamaterial research extra elements are usefully applied to meta-

materials to control their performance. For example, use of semiconductors for

metamaterial substrates makes real–time control of scattering characteristics

possible, depending on the applied voltage [140–142]. In [143] scattering pa-

rameters are thermally controlled by forming the CW geometry with vanadium

dioxide, which has a structural transition from an insulating monoclinic phase

to a metallic rutile phase. In [144] the scattering characteristics are changed by

tilting each periodic unit. This is achieved by fabricating the metal geometries

on bimaterial cantilevers which can be tilted in response to a thermal stimulus.

The use of these materials may improve the performance of the metama-

terials introduced here. These metamaterials exhibit unusual behaviour

which is not easily available (or unavailable) from naturally existing mate-
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rials (e.g. negative properties and customisation of absorptance characteristics).

Another point found from these recent works is that metamaterials are

changing from static materials to dynamic materials (time–varying materials).

In a recent metamaterial conference held in 2010 [145], Zheludev described

that the current metamaterial research is in a transient phase where the use of

metamaterials is changed focusing on applications, such as wave absorbers

studied in this thesis too. Then, he speculated that at the next stage, metama-

terials would be treated as systems in which systematically and in large scale

the input signal (i.e. incident wave) is controlled by changing the properties

of each periodic unit separately and dynamically (see Fig. 9.1). In this case

the switchable performances introduced above become essential to realise

real–time–controllable systems. Also, for the realisation of such systems, not

just interactions between the same periodic structures but also those between

different periodic metamaterial units may need to be studied.

Secondly, another recent metamaterial research trend is that metamateri-

als are becoming multi–band materials. This has been exemplified in chapter 7,

where metamaterial absorbers composed of multi pairs of CWs demonstrated

more than two absorptance peaks. This multi–band function is not limited

to metamaterial absorbers. For example, in [146] Ziolkowski et al. reported

Metamaterials

IncidentScattered

Figure 9.1: Image of metamaterial system. The scattered field is dynamically

adjusted depending on the state of the incident field according to

user defined criteria. This control is performed either locally or on

a large scale.
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electrically small and dual band metamaterial antennas. The key issue on

the realisation of the multi–band properties is how to effectively increase the

multiple functions and with what kind of metamaterial geometries. As is

well known, metamaterials have periodicities shorter than the wavelength of

the incident wave, which implies that the metamaterial elements engineering

the electromagnetic properties, such as metal composites or high dielectric

materials, are closely placed to each other. Therefore, with the close proximity,

the additional resonance elements need to coexist in the periodic unit without

weakening the original resonance profile, while exhibiting extra characteristics.

In some cases the additional elements share the geometry with the original

structure, as illustrated in Fig. 9.2, where a metal geometry able to produce

a double absorptance peak is drawn [77]. However, the overlapping of the

metal geometry can result in the disruption of the original feature. For this

reason, as demonstrated in chapter 7, the use of multi–CW pairs can be a

relatively easy and effective ways to add extra functions. Another way leading

to multi–functions may be stratifications. In some EBG structure designs [147],

this idea has been applied for the realisation of multi–stop band. However,
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Figure 9.2: Example of metamaterial absorbers sharing metal geometry for

double absorptance peak [77]. The metal geometry is placed close

to a PEC wall. The middle part of the metal geometry is used for

both first and second absorptance peaks (resonances).
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note that this leads to increase of the periodic structure thickness and difficult

fabrication processes, if further stratifications are needed.

Thirdly, the use of multi–CWs may be useful in designing powerful fil-

tering devices. As explained above, the conductively lossy CW pairs can

produce multiple absorptance peaks. If necessary, one of the pairs can be

removed to achieve polarisation dependence. Also, when the lossless CW pairs

are connected to each other so that L–shaped geometry is made as described in

Fig. 9.3, the reflection coefficient approaches 1.0 with 90 degrees of the polar-

isation change. Also, it is reported in [148] two layers of the complementary

L–shaped metamaterials can realise almost perfect transmission with 90 degree

polarisation change. Combining the idea of the L–shaped metamaterials

with the CW–based metamaterials can provide wider options of scattering

characteristic design due to the multi–band function, such as rejection (i.e.

100 % reflection) of the incident wave, collection (i.e. 100 % absorption),

transparency (i.e. 100 % transmission), half condition (such as 50 % reflection

and 50 % transmission) in addition to the polarisation control. Performance

can be further improved by using the time–varying elements mentioned above

(e.g. use of semiconductor for the connection of CW pair). A related work of

the author for this study is found in [149].

Finally, the realisation of the multi–band functions may introduce further

questions in metamaterial research, which is how to simulate these situations

in computational studies. Chapter 5 introduced a numerical simulation

method to describe negative behaviour in the TLM method. Likewise, many

numerical simulation methods cannot represent the frequency dependences of

the metamaterial properties (e.g. the relative permittivity and permeability).

One solution to this problem is the use of the DF techniques, which converts

the frequency–domain characteristics into time–domain characteristics. As

explained in the discussion part of chapter 6, incorporating the dependence on

the incident angle is an important aspect of this work.
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Figure 9.3: L–shaped metamaterial (top) and its reflection coefficients (bot-

tom). Ax, Ay, l, w, tm and ts were modelled to be 6.3, 6.3, 5.7, 0.3,

0.0 and 1.2 mm by cubical unit cells of ∆l = 0.075 mm. The elec-

tromagnetic properties of the substrate were εr = 1.0 and µr = 1.0.

No loss factor was implemented. The reflection coefficients were

calculated along x axis which was the same as the incident electric

field direction (Γxx) and y axis (Γyx). The polarisation of the electric

field was changed by 90 degrees at around 22 GHz.
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APPENDIX A

Use of Sheet Resistance Unit in the

TLM Method

Resistance R0 [Ω] of the metal illustrated in the top of Fig. A.1 can be expressed

with the resistivity ρ [Ωm]:

R0 =
ρL

TW
=

ρ

T
L
W

, (A.0.1)

where L, W and T are respectively the length, thickness and width of the metal

(all in meter). Assuming that the sheet resistance is R [Ω�−1], from the above

expression

R0 = R
L
W

. (A.0.2)

When TLM unit cells are cubical forms as the bottom of Fig. A.1, i.e. ∆l = ∆x =

∆y = ∆z, where ∆x, ∆y and ∆z are respectively the edge lengths of the unit

cells along x, y and z axes, eq. (A.0.2) becomes

R0 = R
∆l
∆l

= R. (A.0.3)

Therefore, for example, 50 Ω can be modelled by 25 Ω�−1 of two square unit

cells to represent the same resistance.
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Figure A.1: Dimension of metal (top) and infinitesimally thin metal modelled

in the TLM (bottom).
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APPENDIX B

Scattering Matrices Used for

Representation of Metamaterial

Properties

In subsection 5.4.1 scattering matrices applicable to an inter–cell network be-

tween same metamaterials and that between a metamaterial (i.e. eq. (5.4.1)) and

regular dielectric material (including vacuum) (i.e. eq. (5.4.2)) were introduced.

The coefficients used for these matrix equations are given below. For the inter–

cell network between same metamaterials, the following equations can be used

[72]:

α =
Zc + Za − Z0

Zc + Za + Z0

β =
2 · Za · Z0

(Zc + Za + Z0) · (Zc + Z0)

χ =
2 · Z0

Zc + Za + Z0

δ =
2 · Zb · Z0

(Zl + Zb) · (Zc + Z0)

κ =
2 · Zc

Zc + Za + Z0

τ =
2 · Za · Zc

(Zc + Za + Z0) · (Zc + Z0)
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ϑ =
Z0 + Za − Zc

Zc + Za + Z0

ζ =
2 · Zb · Zc

(Zll + Zb) · (Zll + Z0)

ξ =
2 · Za

Zc + Za + Z0

γ =
Zb − Zll
Zb − Zll

Za =
(Zc + Z0) · Zll
Zc + Zll + Z0

Zb =
Zc + Z0

2

Zc =
∆l

2Csxvph

Zl = Zll =
2Lpxvph

∆l
Csx = Cssx

Lpx =
Lppx

2

Cssx = − 4
ω2(µm − µ0)∆l

Lppx = − 4
ω2(εm − ε0)∆l

vph =
2

√
εmµm

εm = ε0 · ε′r

µm = µ0 · µ′
r,

(B.0.1)

where the subscript ll of Zll indicates that the same value of two Lppxs is used

between the TLM unit cells (refer Fig. 5.15).

For the inter–cell network between a metamaterial and regular dielectric

material, the following equations can be applied [72]:

d11 =
ZlZc + Z0Zc − Z2

0
(Z0 + Zl)(Z0 + Zc) + Z0Zl
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d21 = d41 = d12 = −d23 = −d43

=
2ZlZ0

(Z0 + Zl)(Z0 + Zc) + Z0Zl

d31 =
2Zc(Zl + Z0)

(Z0 + Zl)(Z0 + Zc) + Z0Zl

d22 =
ZlZc − Z0Zc − Z2

0
(Z0 + Zl)(Z0 + Zc) + Z0Zl

d32 =
−2ZlZc

(Z0 + Zl)(Z0 + Zc) + Z0Zl

d42 =
2Zl(Zc + Z0)

(Z0 + Zl)(Z0 + Zc) + Z0Zl

d13 =
2Z0(Zl + Z0)

(Z0 + Zl)(Z0 + Zc) + Z0Zl

d33 =
Z2

0 − ZlZc − Z0Zc + 2Z0Zl

(Z0 + Zl)(Z0 + Zc) + Z0Zl

d14 =
2Z2

0
(Z0 + Zl)(Z0 + Zc) + Z0Zl

d24 =
2Z0(Zc + Z0)

(Z0 + Zl)(Z0 + Zc) + Z0Zl

d34 =
−2Z0Zc

(Z0 + Zl)(Z0 + Zc) + Z0Zl

d44 =
Z2

0 − 2ZlZ0 + Z0Zc − ZcZl

(Z0 + Zl)(Z0 + Zc) + Z0Zl
.

(B.0.2)
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APPENDIX C

Solution for n′ in Retrieval Method

C.1 Method

For the ambiguous branch integer m in retrieval methods (see eq. (5.2.8)), the

Taylor series can be applied to approximating n′ and comparing this to the re-

sult obtained with m. This method is introduced in [61]. If n′ at frequency f0,

i.e. n′( f0), is known and n′ at the next frequency f1, i.e. n′( f1), is continuous

from n′( f0), then n′( f1) can be predicted from

exp (jn( f1)k0( f1)d) ∼ (exp (jn( f0)k0( f0)d))(1 + ∆ +
1
2

∆2), (C.1.1)

where up to the third term of the Taylor series was used for the approximation,

the wave number in vacuum k0 is also expressed as a function of frequency (i.e.

as k0( f0) and k0( f1)), and d is the thickness of the whole metamaterial structure

considered. n′ calculated from eq. (5.2.8) with m is expected to be close to the

result from eq. (C.1.1). Also, ∆ is obtained from

∆ = jn( f1)k0( f1)d − jn( f0)k0( f0)d (C.1.2)

= A” + j(N′ + A′), (C.1.3)
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where

N′ = a1n′( f1), (C.1.4)

A′ = −a0n′( f0), (C.1.5)

A” = a0n”( f0)− a1n”( f1), (C.1.6)

ai = k0( fi)d (C.1.7)

and i = 0 or 1. Hence,

1 + ∆ +
1
2

∆2 =

{
1 + A′′ +

1
2

[
A′′2 −

(
N′2 + 2A′N′ + A′2

)]}
+j[N′ + A′ + A′′(N′ + A′)]. (C.1.8)

The only unknown in eq. (C.1.8) is N′, since n′( f1) is included only in N′. If

|z′| < δz where δz is a small positive number, the values of exp (jn( fi)k0( fi)d)

are determined from [61]

exp (jn( fi)k0( fi)d) =
S21

1 − S11
z − 1
z + 1

. (C.1.9)

Therefore, eq. (C.1.2) can be expressed by

A1 + jB1 = (A0 + jB0)(1 + ∆ + ∆2) (C.1.10)

where Ai and Bi are real numbers standing for the real and imaginary parts of

exp (jn( fi)k0( fi)d), respectively, and both known. Substituting eq. (C.1.8) into

eq. (C.1.10) leads to

A1 + jB1 =

{
−1

2
A0N′2 + [A0A′ − B0(1 + A′′)]N′

+A0

[
1 + A′′ +

1
2

(
A′′2 − A′2

)]
− B0A′(1 + A′′)

}

+j

{
−1

2
B0N′2 + [B0A′ + A0(1 + A′′)]N′

+B0

[
1 + A′′ +

1
2

(
A′′2 − A′2

)]
+ A0A′(1 + A′′)

}
.

(C.1.11)
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Using N′ = a1n′( f1), the real part of eq. (C.1.11) can be solved for n′( f1), i.e.

α(n′( f1))
2 + βn′( f1) + γ = 0, (C.1.12)

where

α = a2
1A0/2 (C.1.13)

β = −a1[A0A′ − B0(1 + A′′)] (C.1.14)

γ = A1 − A0[1 + A′′ +
1
2
(A′′2 − A′2)] + B0A′(1 + A′′). (C.1.15)

Eq. (C.1.12) gives two answers for n′( f1). However, substituting these two into

the imaginary part of eq. (C.1.11), i.e. solving

B1 = −1
2

B0(a1n′( f1))
2 + [B0A′ + A0(1 + A′′)](a1n′( f1))

+B0

[
1 + A′′ +

1
2

(
A′′2 − A′2

)]
+ A0A′(1 + A′′), (C.1.16)

and comparing to B1 calculated from eq. (C.1.9) provide the answer. The use of

the right answer of n′( f1) in eq. (C.1.16) is expected to be a closer result to B1.

n′ calculated from eq. (5.2.8) gives many answers due to m. However,

the right answer is estimated to be close to n′ calculated from the above pro-

cesses. In this way the proper branch integer m can be found. This procedure

is repeated for as many frequency points as required.

As mentioned in the beginning of this appendix, this method is based on

the assumption that n′ at a finite frequency is already known so that eq. (C.1.1)

can be repeatedly applied. The first retrieval may be performed at a frequency

satisfying the following condition:

|n′z”| ≤ n”z′ (C.1.17)
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where this condition is obtained from

εr” ≥ 0, (C.1.18)

µr” ≥ 0, (C.1.19)

εr” =
1
|z|2 (−n′z” + n”z′), (C.1.20)

µr” = n′z” + n”z′. (C.1.21)

m can be easily detected, when the right hand side of eq. (C.1.17) approaches

zero but z” is not zero. If only one integer m satisfies this condition, then that

can be the answer and becomes the starting point. If more than two answers

are obtained, then retrieving is performed for each answer in a wider range and

the proper branch integer is determined later with other results.

C.2 Limitation

The retrieval method using the Taylor series can give a solution for the am-

biguous branch integer m in many cases. However, a limitation may be found,

when the method is applied for thin metamaterial structure. In this case, the

starting point determined by eq. (C.1.17) may not be found. This is explained

with Fig. C.1, where the scattering properties of the paired CW metamaterial

simulated in subsection 4.3.2 (9.6 mm length of the paired CW) were used.

Fig. C.1 shows the right hand side of eq. (C.1.17) and one step of the left

hand side of eq. (C.1.17), which is determined from z” and the second term of

the right side of eq. (5.2.8) without m. As seen in this figure, the steps of |n′z”|

in eq. (C.1.17) is far larger than the values of the right hand side so that eq.

(C.1.17) was not satisfied at any frequency point. This is possible, if the method

is applied for thin metamaterial, because the whole structure thickness d used

in the left of eq. (C.1.17) becomes so small, resulting in an extremely large step

of |n′z”|. For this reason, the application of this method to thin metamaterial

structures, e.g. thin metamaterial absorbers may not be possible. It is also
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pointed out that even in this situation, the DF techniques described in this

thesis are applicable.

Figure C.1: Comparison between magnitudes of n′′z′ and 2πz′′/k0d of one

paired CW metamaterial unit.
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APPENDIX D

Oblique Wave Excitation with

Periodicity

D.1 Calculation Methods

D.1.1 Overview

A simulation method for oblique wave illumination to periodic structures is

introduced. The original idea of this method was developed for the FDTD

(Finite Difference Time Domain) method [150]. In this appendix the method is

modified for the TLM.

The overview of this method is described in Fig. D.1. The whole space

consists of the main periodic unit (where the scattering parameters and

electromagnetic profile are calculated), sub periodic unit and auxiliary space.

The oblique wave enters the analysis space from the left of the Huygen’s

surface (refer section 2.3 for its implementation into the TLM) deployed at five

cells away from the top boundary (i.e. the top xy boundary). Then, the wave

propagates to the bottom right as indicated by the green arrow in this figure.

Matched condition is applied for the left and right boundaries, and impedance

boundary (explained in section D.2) is deployed for the top and bottom
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Auxiliary space 

Sub periodic unit Main periodic unit
y

x

z

Same periodic structures

Whole simulation space

Huygen’s surface5 cells

Copied reflection 

for the periodicity
20 cells

Figure D.1: Calculation space for oblique incidence with periodicity.

boundaries. The other boundaries (on yz planes) use periodic boundary.

It is found from the configuration given that the rest of the conditions re-

quired for the periodicity is to realise the periodicity of the left and right

boundaries in the main unit. This can be satisfied by the next two conditions: i)

the use of the reflection in the sub unit for the right boundary in the main unit

and ii) the removal of the error coming from the left side of the whole analysis

space.

For the right boundary the reflection sampled at the boundary between

the main and sub periodic units (i.e. the red arrows in Fig. D.1) can be used at

several time steps later (i.e. as the blue arrows in Fig. D.1).

Since the sub periodic unit has the same structure as that used in the
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main unit, the periodicity can be maintained, as long as any error does not

enter the main unit. This error happens as the matched condition is applied for

the left boundary of the whole simulation space. This indicates that as the time

increases, the periodicity is gradually broken from the left to the right. In [150]

this error is removed both by copying the correct electromagnetic fields in the

right space to those in the left and by returning the time step.

This copy process is summarised in Fig. D.2, where the auxiliary space is

removed for simplicity and the time of the main periodic unit (each right) is

not increased at some phases for the calculation efficiency (see "ON" and "OFF"

in Fig. D.2). First, while the time of the sub unit begins from 0 and increases,

the time t of the main unit is stopped at

t = τdy. (D.1.1)

This is the time required for the right edge of the oblique wave to reach the

boundary between the two units, i.e.

τdy =
Ay

c
sin θ, (D.1.2)

where Ay and θ represent the length of the periodic structure along y axis

and incident angle. c indicates the speed of light in the medium/media

placed below the Huygen’s surface. As the time increases, the incident wave

propagates from the top left to the bottom right (see the middle of the top row

in Fig. D.2). At the same time, however, the error (illustrated as the grey colour

region in Fig. D.2) propagates from the left to right due to the imperfection of

the periodicity.

When the right edge of the wave arrives at the boundary between the

two units (i.e. at t = τdy), the time of the main unit synchronises with that of

the sub unit and starts to increase together. With further increase of the time

step, the error region approaches the right region and comes to the boundary

between the two periodic units. The time required for this propagation τey is

τey =
Ay

c
. (D.1.3)
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Time progress

Second cycle

Third cycle

θ

Figure D.2: Voltage copy process. In each time the left and right spaces repre-

sent the sub periodic unit and main periodic unit.

At this point, there is no error in the main unit. Therefore, by copying the elec-

tromagnetic fields (i.e. all the voltages used in TLM unit cells) in the main unit

to those in the left unit, all the error can be removed from the whole simulation

space. Since the copy process means reversing the time of the sub periodic unit
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by τdy, the time in the left region is returned to

t = τey − τdy. (D.1.4)

The series of these processes indicates that the correct fields can be obtained in

the main periodic unit during

τdy < t < τey. (D.1.5)

As described in the second and third rows of Fig. D.2, this process is repeated

for as many times as required so that, maintaining the periodicity, the oblique

wave propagates in the main periodic unit without contamination by errors.

According to [150], the use of 20 cell width of the auxiliary space can ensure

this.

D.1.2 Implementation in the TLM Algorithm

The implementation to the actual TLM programme code requires some modifi-

cations. Firstly, the condition of eq. (D.1.5) is described by the time step instead

of the time as follows:

Ndy < Nt < Ney, (D.1.6)

where Nt, Ndy and Ney are all integers and correspond to t, τdy and τey, respec-

tively. One point for the derivation of eq. (D.1.6) is that the oblique wave must

cross the periodic unit width Ay by an integer, i.e.

τdy = Ndy∆t,

∆t =
τdy

Ndy
(D.1.7)

where ∆t is the time step. This condition ensures that, when the time step in

the sub region (including the auxiliary space) is returned for the copy process

(i.e. the removal of the error), the time step corresponds to one of the times

used in the past. In this way the time of the sub region can be synchronised
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with that in the main unit later again.

Also, since in the TLM method the characteristic impedance of the TLM

unit cells must be equal to or larger than zero [85] (also refer eqs. (2.1.15) and

(2.1.16)), the next condition is imposed:

∆t ≤ ∆l
2c

. (D.1.8)

From eqs. (D.1.7) and (D.1.8) the next expression is obtained:

Ndy ≥
2yp sin θ

∆l
. (D.1.9)

Thus, for calculation efficiency Ndy is chosen to be the smallest integer among

the ones satisfying eq. (D.1.9). Regarding Ney the following condition is re-

quired:

Ney = floor

(
τey

∆t

)
, (D.1.10)

where floor is the function to derive the highest integer among those equal to

or less than the content of the bracket. To sum up, the correct electromagnetic

fields are obtained in the main periodic unit, as long as the number of the time

step is within the range of eq. (D.1.6), whose limits are determined by eqs.

(D.1.9) and (D.1.10).

For the periodicity of the right boundary in Fig. D.1, the past incident

voltages at the right boundary of the sub periodic unit are stored by the num-

ber of the integer Ney. These are also used for the centre boundary between

the main and sub units, while the time of the main unit stops. Provided that

the oblique wave is excited with the axis notations illustrated in Fig. D.1 and

voltage port numbers in Fig. 2.3, the incident voltages at ports 7 and 12 are

saved in a buffer by the number of the integer Ndy. The voltages stored can be
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expressed in the following form:

V =



0V(7, 12)

1V(7, 12)

2V(7, 12)
...

Ney−2V(7, 12)

Ney−1V(7, 12)


, (D.1.11)

where the oldest voltage is 0V and the latest one is Ney−1V. While Nt < Ndy

(i.e. while the time step in the main unit is not increased), the voltages are used

from Ndy−1V to Ney−1V for the new incident voltages at the centre boundary (i.e.

as the red arrows in Fig. D.1). While the main region is activated (i.e. during

Ndy < Nt < Ney), the voltages stored are used for the right boundary (i.e. as

the blue arrows in Fig. D.1). In this case, always Ney−1−NdyV is used for the new

incident voltages, but at every time step the oldest data is discarded and all the

data is shifted to the older positions by one (e.g. 1V becomes 0V). Then, the

current incident voltages sampled at the center boundary are stored as the new

Ney−1V.

D.2 Impedance Boundary

The use of the above calculation algorithm can work in the FDTD provided that

a good absorbing boundary condition is used such as the perfectly matched

layer, the so–called PML. In [150] a convolution PML [151] is adopted to avoid

strong reflection from the top and bottom boundaries in Fig. D.1. In the TLM

method reflections can be reduced by using impedance boundary instead of

matched boundary [152]. In this approach the impedance of the boundary is

changed depending on the angle of the incident wave.

The reflection coefficient Γ from the impedance boundary can be calculated
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from

Γ =
Zx − Z0

Zx + Z0
(D.2.1)

=



Z0

cos θ
− Z0

Z0

cos θ
+ Z0

= 1 − cos θ
1 + cos θ

(for TE wave)

Z0 cos θ − Z0
Z0 cos θ + Z0

= cos θ − 1
cos θ + 1 (for TM wave),

(D.2.2)

where the TE and TM respectively stand for transverse electric field and

transverse magnetic field and, as illustrated in Fig. D.3, the electric field and

magnetic field are respectively parallel to the impedance boundary. Zx and

Z0 are the characteristic impedance beyond the impedance boundary and that

in the analysis space, where the vacuum is used here as an example. The

new incident voltages can be therefore obtained from the reflected voltages

multiplied by eq. (D.2.2) (e.g. provided that the configuration of Fig. D.1 and

voltage port numbers in Fig. 2.3 are given, k+1Vi
(8, 9) = Γ kVr

(8, 9)). Fig. D.3 also

shows the impedances required to obtain no reflection from the boundary in

each case.
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θ
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z (H)
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E

Impedance boundaries

Zx = - 
Ez

Hy

=
Z0

cosθ

Zx =  
Ey

Hz

= Z0 cosθ

TE

TM

Figure D.3: Use of impedance boundary to reduce reflection of incident wave.

The boundary is connected to Zx of the characteristic impedance

so that the reflection of the oblique wave is reduced.
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Figure D.4: Performance of impedance boundary and matched boundary for

15 degrees of TE wave. Electric field along x axis was calculated at

a sampling plane next to Huygen’s surface.

The performance of the impedance boundary can be assessed from Figs.

D.4 to D.6. In these figures the electric field in time domain is shown using the

impedance boundaries or matched boundaries which were deployed in the top

and bottom boundaries (i.e. the xy boundaries) of the analysis space illustrated

in Fig. D.1 without any periodic structure. The periodicities along x axis (Ax)

and y axis (Ay) are both 21 ∆l where ∆l = 0.3 mm. The z axis length of the

calculation space was 70∆l. For TE wave and TM wave, the incident electric

field and magnetic field were polarised along x axis. The sampling plane was

placed next to the Huygen’s surface in the main periodic unit (i.e. sixth cells

from the top xy boundary).

Ideally the electric field is expected to be zero after the first incidence.

However, the use of the matched boundary (see the blue thin curves in Figs.

D.4 and D.6) led to unwanted reflection from the top and bottom boundaries.

This reflection became more significant, when the incident angle of the TE
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Figure D.5: Performance of impedance boundary and matched boundary for

45 degrees of TE wave. Electric field along x axis was calculated at

a sampling plane next to Huygen’s surface.

wave was changed from 15 degrees (Fig. D.4) to 45 degrees (Fig. D.5). However,

as demonstrated in Figs. D.4 and D.5, using the impedance boundary reduced

the unwanted reflection. Fig. D.6 shows that the same performance is obtained

for the TM wave.
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Figure D.6: Performance of impedance boundary and matched boundary for

45 degrees of TM wave. Electric field along x axis was calculated

at a sampling plane next to Huygen’s surface.
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