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ABSTRACT

The auditory nerve conveys spectral information, reflecting the location of
maximum vibration along the frequentiyned basilar membrane, and also information
reflecting the timing of peaks in the vibrations at each location. Debate continues as to
whether pitch is extracted based on #wailabletemporal or spectral representations of
tonal stimuli, or both. The aim of the current work was to determine the roles of temporal
and spectral harmonicity cues fpitch, under important conditions for derstanding
speech in multtalker environments. Tweuchconditiors are thetemporal integration of
pitch and pitcHbased segregation of sound sources.

Pitch information in running speech changes over time. Therefore;eitcdction
mechanisms must béle to follow these changes to enhance intelligibility, particularly
when listening in modulated backgrounds such as competing speech. However, the
temporal resolution of pitch has received little attention. In the first three chapters, the
roles of tempaal and spectral cues on the temporal resolution of pitch extraction were
determined by measuring pitcdlomain temporal modulation transfer functions and- gap
detection thresholds. Temporal resolution was shown to be unaffected by the availability
of spectré cues, and similarly unaffected by the overall pitch strength of the stimulus.
However, the system was much more sluggish in response to changes in pitch information
in stimuli presented in higfrequency regions compared to kequency regions. This
processing strategy may reflect the progressive loss of accurate temporal information
towards higher frequencies imposed by transduction processes in the auditory periphery.

To understand speech in noise, the ability of the auditory system to integrate pitch
information over long periods is equally important as its ability to detect rapid changes in
pitch. In Chapter 4, discrimination thresholds for pitch value and pitch strength were

measured in the presence and absence of spectral cues as a functionlo$ shimation.
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The assumption was that discrimination thresholds would reach asymptote at the stimulus
duration corresponding to the length of the pitch integration window. However, the pitch
strength discrimination data revealed integration was onlytddniby the stimulus
duration, suggesting that this task may reflect the rate of decrease in the variance of
internal pitchvalue and pitckstrength estimates with increasing stimulus duration, but not
the total integration capacity of the system.

In multi-talker environments, listeners have to process multiptels&aneous tonal
sound sourcesThe fifth study showed that temporal interactions between simultaneous
tonal stimuli could aid detection in the absence of spectral cues. In contrast, harmonic
resohability is thought to be a prerequisite for pHicased simultaneous grouping.
However, data from a second experiment showed that listeners were able to perceptually

segregate tonal sounds in the absence of spectral cues.
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SUMMARY OF MAIN FINDINGS

The size ofthe temporal integration window used by the human auditory system for

the neural extraction of pitch information is quantified in Chapte8sThis was achieved by

measuring the acuity with which listeners were able to detect changes in serial coroflation

a monaural stimulus (perceived as changes in pitch strength) over time under different

listening conditions. Data from listening tests and simulations from computational models of

auditory function suggested that:

1.

The harmonic resolvability by the cdehr filters of individual frequency components

of the stimuli has no significant effect on the duration of the integration window.

The duration of the integration window is inversely proportional to the repetition rate
(perceived as pitch value) of thnsulus.

The auditory system is equally sensitive to changes in temporal regularity in stimuli
presented in different spectral regions. However, the temporal acuity of the pitch
extraction mechanism is poorer in hiffequency regions compared to in low
frequency regions.

The size of the integration window is not dependent on the average pitch strength of
the stimulus, but the auditory system is less sensitive to-gitehgth modulations in
stimuli with weak pitch strength compared to stimuli with maieest pitch.

Established autocorrelatidsased models of pitch perception can be modified to

guantitatively account for all of the experimental observations.

Chapter 4 described a study that measured the total duration over which the brain is

able to acamulate pitch information. This was achieved using paradigms that measured

either pitchvalue or pitchstrength discrimination thresholds as a function of the stimulus

duration.



1. The integration times inferred from the data were far longer for the-gitehgth
discrimination task than for the pitefalue discrimination task.

2. The result was qualitatively accounted for by using a model based on signal detection
theory, comparing the pitevalue or pitchstrength resolution of the auditory system

with the variance in the physical stimulus property responsible for each percept.

In the final Chapter, a pair of simultaneous tonal stimuli was used to investigate the

role of pitch cues in detection and sotsalirce segregation. It was shown that:

1. Detection of aonal signal in the presence of a tonal masker was facilitated by a
reduction in the correlation (heard as a reduction in pitch strength) of the
composite stimulus when the signal was present, relative to when the masker was
presented alone. While the masgk patterns for resolved and unresolved stimuli
were different, an autocorrelatidrased model of pitch was able to account for the
experimental observations with very high accuracy.

2. There was a large effect of harmonic resolvability observed in an ee@ri
where the listeners had to use pitch cues in order to perceptually segregate
competing sounds to perform the task. However, the data suggested that harmonic
resolvability is not a prerequisite for simultaneous sesmarce segregation based
on pitch wes. Listeners were able to separate spectrally unresolved auditory
objects in the acoustic mixture, given a large enough Jiaie difference

between the components.
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GENERAL INTRODUCTION

The most important role dhe humanauditory systenis as a receiver for speech
communications.The pulsation of the vocal chords at regular intervals during the
production of voiced speéc gives the speecla harmonic structureThis harmonic
structure isextracted by the central auditory system, giving rise to a pitch associated with
the speechRitch is generally thought of as the perceptual attribute associated with musical
melodies However, in speech, pitch conveys prosodic information, such as whether an
utterance is a question or a statement. In tonal languages, such as Manidéreyen
contains phonological information. Pitch also conveys information about speaker identity.

In situations with multiple speakers, it is unlikely that each speaker will
concurrently produce speech with identical glottal pulse rates. Therefore, the pitch of each
S p e a koice €as be extracted by the auditory system and used as a cue for grouping
information from the acoustical environment and assigning it to individual sources.
Scheffers (1983) was the first to use a simultaneous vowel paradigm to quantify
segregation performance based on pitch cues. Listeners were presented with two
simultaneous vowetounds and asked to identify each. Performance increased markedly
when a small rate difference was introduced between the vowels. This effect has been
reliably replicated in numerous studi@svicker, 1984, Assmann and Summerfield, 1989,
Assmann and Summfeeld, 1990, Culling and Darwin, 1993)ncidentally, hearing
impaired listeners have considerable difficulty when listening in backgrounds of
competing speech. Hearhngpaired listeners perform somewhat more poorly than
normathearing listeners when tening in the presence of steady background sounds, but
perform considerably more poorly when listening in the presence of modulated
background soundDuquesnoy, 1983)Normathearing listeners are able to exploit the

signal information that is revealedtime low-amplitude segments of background souinds
1



a strategy known adgip listening Conversely, hearingnpaired listeners have little or no
ability to utilize information within the dips, even when sounds within the dips are
amplified to be above abstduthresholdMoore et al., 1999)Therefore, not only is it
important to understand how pitch is extracted from a simple tonal sound, but it is
especially important to understand how it is extracted in complex and highly dynamic
stimuli exhibiting the fetures of speech.

Before one can hypothesize about how the brain extracts pitch information from an
acoustic stimulus, one must first have knowledge of the information conveyed to the
central auditory system via the auditory nerve. Within the cochlea,agitbmembrane
vibrates sympathetically with the temporal waveform of the stimulus. The mechanical
properties of the membrane are such that regions near the base respond maximaHy to high
frequency spectral components, while regions near the apex respomahally to low
frequency components. Information along the length of the membrane is transferred by
individual nerve fibres, giving a place, or spectral coding, of the stimulating sound. If the
sound frequency is not too high, the action potentials iarelocked to the individual
basilar membrane deflections within each spectral channel. The resultant timing
information is referred to as temporal fine structure (TFS). In mathematics, bothatiche
frequencydomain representations of a signal are idshiin terms of the information that
they contain and are related via the Fourier transform. Within the auditory system, the
information conveyed by spectral and temporal representations of the stimulating sound
are not equivalent because the auditorypteny imposes unique limitations upon each
representation.

Each place along the basilar membrane behaves like apaasdilter, attenuating
frequency components away from its best frequency. Each filter has a relatively constant

quality factor (Q); therfere, the bandwidth of each filter increases with its best frequency.
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Harmonic signals contain energy at integer multiples of their fundamental frequency. The
spectral resolution of the auditory filters in hearingpaired people is reduced relative to
nomakhearing people(Glasberg and Moore, 1986)herefore, the accuracy of the
spectral representation of the stimulus is even further reduced. A harmonic signal with
spectral energy distributed across the range of human hearing may be accurately
representg by auditory spectral coding at relatively low frequencies. Here, individual
partials maximally activate distinct spatial regions and are said to be resolved. However, at
higher frequencies, many harmonic components are likely to fall within the passband
individual filters. This gives a flat internal spectral representation, and the individual
partials are said to be unresolved. Therefore, the spectral resolvability of a harmonic
stimulus can be controlled by independent adjustment of its fundamesgakfcy and

the spectral band in which it is presented, thus giving the experimenter control over the
spectral information available to the central auditory system.

The accuracy of the temporal representation of the stimulus is primarily limited by
the mehanicalto-neural transduction process. There is a pfhadéng limit to which this
process is readily able to transmit the timing of peaks in the fine structure to the central
auditory system. This is due to both the inner hair cell (IHC) membranectmsant
(Palmer and Russell, 198éid jitter in transmission at the synapses between the IHC and
primary neurongAnderson et al., 1971)n humans, the breakdown in phase locking is
thought to occur between 0.8 and 1.2 kHz, above which the reliabiliti?® information
is degraded. However, information about the slowly fluctuating amplitude envelope of the
signal within the filter can still be transmitted. Not only do heanmpaired listeners have
a reduced ability to resolve individual frequency comgnts of complex sounds, but it
has also more recently been suggested that heanpmjred listeners have a reduced

ability to process TFS informatiqihorenzi et al., 2006)
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The fact that both temporal and spectral representations of tonal stimuli are
transmitted to the brain has led to the development of corresponding temporal and spectral
models of pitch extraction. Pitch e/oked by stimuli that are periodiand pitchvalue
dependgprimarily on the period of the stimuli. Both spectral and tempatehgextraction
modelsshare the common goaf extracting the periadity from the stimulus, even when
the fundamental partial is missirgpectral pitckextraction models are generally based on
pattern matching. This involves analysis of the distributtdnpeaks in the internal
spectrum of the stimulus. The brain is exceptionally good at recognising patterns from
sensory inputs and also at perceptually reconstructing missing parts. -Ratehing
models assume that this is how pitch is perceived wherfundamental partial of the
harmonic series is missing. The most welbwn of these are the closely related models
of Goldstein(1973) Wightman(1973) and Terhardi{1974) Temporal pitckextraction
models are generally based on an autocorreliyiomprocess that analyses the temporal
regularity of the firing patterns present in auditory nerve fibres. This type of model was
originally proposed by Licklide(1951) and was later reformulated and implemented
computationally(Meddis and Hewitt, 1991a, Megdand Hewitt, 1991b)Other wel
known models based on the same principles includ&dtumlisation @ncelationmodel
(de Cheveigné, 1998and the Strobed Tempral Integration model (Patterson, 1994,
Patterson and Irino, 1998)

Listeners can perceive pit in both resolved and unresolved harmonic stimuli.
While spectral patternecognition models can only extract pitch information from stimuli
containing resolved harmonics, autocorrelatigme models have the distinct advantage of
being able to extractifgh information fromunresolvedas well as resolved stimuli.
However, behavioural studies have shown marked differences between performance in

pitch discrimination(Houtsma and Smurzynski, 1990, Carlyon and Shackleton, 1994,
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Carlyon, 1996b, Carlyon, 1998nd segregation task@or review, see Darwin and
Carlyon, 1995)comparing resolved and unresolved harmonic stimuli, thus suggesting
coexistence of both spectral and temporal pextraction mechanisms.

The ability of the auditory system to detect nelaly rapid changes in sounds over
time is essential for understanding dynamic sounds such as speech. However, there is
much variation in the temporal resolution of the auditory system in response to changes in
different sound attributedn psychoacousta literature, it is customary to present the
contrasting metaphorical images of the monaural hare and the binaural slug. This refers to
the contrast betweedhe excellent temporal resolution of the monaural auditory system in
response to changes imtensty, compared to the inability of the system to detect fast
changes in binaural parametefr$ie peripheral processing of both monaural and binaural
signals is identical; therefore, the sluggishness must arise from differences in the central
integration preesgs involved in extractinginformation. However, this comparison is
based on just one attribute of a monaural sigmslintensity Conversely, the temporal
resolution of the monaural auditory system in response to pitch information has received
little attention(Wiegrebe, 2001)

The general aim of this work was to investigate how pitch is extracted from
complex and highly dynamic stimuli exhibiting the features of speech. The temporal
dynamics of pitch perception were measured, as the ability ofstieadir to hear changes
in pitch over time is crucial for following the running speech of individual talkers. The use
of pitch cues for detection and segregation of simultaneous sound sources was also
measured in order to understand how multiple pitchesexdracted simultaneously.

In Chapter 1 of this thesisthe temporal resolution of theeuralpitch-extraction
mechanism wameasured using a novel stimulisit allowedfor experimental analogues

of classical intensityenvelope resolutioparadigms suchas gap detectio(Fitzgibbons
5



and Wightman, 1982, Plomp, 1964hd modulation detectio(Viemeister, 1979})o be
conducted in the pitcdomain.Resolution was measur&a the presence and absence of
spectral cues bysing both resolved and unresolved stim@ihe results of this study
suggest that harmonic resolvability has no effect on the temporal resolution of the pitch
extraction mechanism.

In the first dapter, stimuli were presented in a listening region where some of the
spectral energy was withindhputative phaskcking range of the mechanie@-neural
transductiorprocess Therefore, TFS information was readily available for both resolved
and unresolved stimulin Chapter 2, the effect of harmonic resolvability on the temporal
resolution of thepitch-extraction mechanism was measungsing stimuli that were
presented in a higfitequency bandWhile the exact limit of human phatscking is
unknown, the fidelity of the TFS within the higrequency band would have been
expected to be severely aaded relative to that in the lefrequency band. Therefore, a
temporal pitch extraction mechanism would have less information to work from, and so an
effect of harmonic resolvability may have been more likely to manifest itself in this band.
However, theresults of this study showed that while the temporal resolution of the pitch
extraction mechanism was more sluggish in the -fighuency band relative to the lew
frequency band, there was still no effect of harmonic resolvability.

The frequency region iwhich a tonal stimulus is presented is known to have an
effect on its subjective pitch strength. The data from Chapter 2 suggested that the pitch
extraction mechanism is more sluggish in a higheguency region. Therefore, the
temporal resolution of thawuditory system may be dependent on the pitch strength
associated with the stimulus. This was testedhapter 3 by varying the pitch strength of
the stimulus directly, rather than changing the frequency region in which it was presented.

The results suggted that the temporal resolution of the auditory system is invariant with
6



pitch strength. However, results suggested that listeners were more sensitive to changes in
pitch strength in stimuli with a higher overall subjective pitch strength. The secdmaf par

this chapter considered the implications of cochlear compression on how sensitivity should
be modelled in a neural model of pitch strength.

As with other senses, in audition, detection and discrimination performance
gererally improve with increasingtimulus duration.Therefore, to understand speech in
noise, the ability of the auditory system to integrate pitch information over long periods is
equally important as its ability to detect rapid changes in pitch Pee®rmancean pitch-
value discrimintion tasks generallymproves with increases in duration up to a point,
after which thresholds no longer improve with further increases in durdtlos. has
generallybeen taken to reflect the integration capacity of the system studies have
shown tha duration over which the system is able to integrate pitch information is
dependent on the availability of spectral c(felack and Carlyon, 1995, White and Plack,
1998) However, data from Chapters 13 showed that the temporal resolution of the pitch
extraction mechanism was not dependent on the resolvability of the stimuli. Furthermore,
the duration of the piteintegration windows measured in a more recent sffyite and
Plack, 2003)were shorter than those required to explain the sluggishness efpitch
extraction mechanism observed in Chapter 2. This paradoxical comparison was
investigated in two separate experimentsGhapter 4 by measuring the effects of
stimulus duration on the discriminability of pitch cues. In the first of these experiments
pitch-value discrimination thresholds were measured, and in the second of these
experiments, pitcistrength discrimination thresholds were measured. If the effects of
stimulus duration can be used to infer the integration capacity of the system, then one
would have expected to see similar effects of stimulus duration in both experiments.

However, results from the pitedtrength discrimination experiment indicated that
7



integration was being performed over much longer durations than indicated by the results
from the pitchvalue discrimination experiment. A model was presented to account for
these different results in terms of the variance of the simulated internal representations of
pitch-strength and pitclalue.

The data from Chapters i1 4 showed no eff@s of harmonic resolvability on
integration times. However, spectral differences between signal and masking sounds are
known to aid the detectability of a signal. Furthermore, pitch differences between
simultaneous sounds are known to play an importarttipagrouping(Darwin, 1981)
allowing the listener to perceptually segregate the two sources. However, this is only
thought to be the case when spectral cues are avdiMicleeyl et al., 2006)

In Chapter 5, the role of pitch cues in aiding detectiamd segregation of
simultaneous tonal sound sources was investigated. This is especially important for
understanding how pitch cues aid intelligibility in miliker environments. Recently, it
has been shown that pitch cues can be used to aid detettamrional signal in the
presence of a tonal masker based on the temporal interactions between the competing
sounds(Krumbholz et al., 2003a)in the first experiment presented in the chapter, the
results of Krumbholz and colleagueg2003a) were extended byncluding harmonic
resolvability as an experimental parameter. While there was an effect of harmonic
resolvability, a temporal model of pitch extraction was nevertheless able to account for the
almost all of the observed masking release. In contrastheétfirst half of the chapter, the
second half measured the ability of the auditory system to segregate simultaneous sound
sources based on pitch cues using a novel paradigm. Contrary to common opinion,
observations from the second half of the study sugdedbkat harmonic resolvability is not

necessarily a prerequisite for pitbased segregation.



Chapter 1

The temporal resolution of pitch perception I: The Monaural Slug



[. INTRODUCTION

Hearing impairment is commonly associated with a redunctio sensitivity to
sounds, which leads to an increase in detection thresholds. However, the biggest problem
for hearingimpaired listeners is understanding speech in noisy environments. Hearing
impaired listeners perform somewhat more poorly than neheeling listeners in the
presence of steady background sounds, but are known to have particular difficulties in
understanding speech in modulated backgrounds, compared to 4h@amialg listeners
(Duquesnoy, 1983)nd this may be the result of a deficitt@mporal processing ability.
Pitch information is one of the most important cueshiearing outindividual talkers in
such environmentgZwicker, 1984, Assmann and Summerfield, 1989, Assmann and
Summerfield, 1990, Culling and Darwin, 1998pwever, theemporal dynamics of pitch
perception are relatively poorly understood in comparison with the temporal dynamics of
other sound attributes such as intensity and binaural cues.

Early studies on temporal resolution in the auditory system generally refer to it
ability to track changes in the intensity envelope of a soAndommon experimental
paradigm useftbr thisis the gapdetection taskFitzgibbons and Wightman, 1982, Plomp,
1964) For this listeners are typically asked to detect a brief decremeneimténsity of a
sound. Detectability of the gagenerallyincreases with gap duration. Another common
paradigm is amplitude modulation detect{®demeister, 1979)where detectability of the
modulation decreases with rafhe success of modulatioandgapdetection paradigms
in quantifying envelope resolution has led to the development of analofjutbese
paradigmsfor use in quantification of binaural temporal resoluti@rantham, 1982,
Akeroyd and Summerfield, 1999)imitations in temporal resolign are usually attributed
to a central integration process that integrates information over a temporal window, thus

reducing the dynamic range of fluctuations in the internal representation of the sound. The
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limitations imposed by theseentral integratin processes are highly dependent ba t
information being integrated; for example, resolution for binaural processing has been
measured to be around tworders of magnitude slower thantensity resolution
(Grantham, 1984, Grantham, 1982, Grantham and tiviigh, 1978)

Temporal regularity withinan auditory stimulus gives rise to the perception of
pitch. The temporal dynamics of pitch have mainly been investigated in tasks measuring
the duration over which the auditory system is able to integrate informiatiorder to
improve performance in pitetiscrimination taskgKrumbholz et al., 2003b, Plack and
Carlyon, 1995, White and Plack, 1998, White and Plack, 20@3yeneral, the results
from thesestudies suggest that theration of the integration windofer pitchdepends on
the harmoniaesolvabilityof the stimulus, and this has betaken to suggest thtte pitch
of relved and unresolved harmonic complex ton@® extracted by different
mechanisms However, the temporal resolution of pitch extractibas received little
attention.

Temporal models of pitch extraction assume that an autocorrelkigoprocess is
responsible for analysis of the periodicity within the firing patterns conveyed by auditory
nerve fibres. To be able to detect changestehpnformation over time, this process must
be calculated within a finitduration window that shifts along the time axis. Licklider
(1951)was the first to suggest that an autocorrelation process may be responsible for pitch
extraction in humans. He suggjed that pitch information may be integrated over an
exponentially decaying windowith a time constant of 2.5 m3he integration window
acts like a movingaverage filter, and so the longer the window, the more it attenuates
rapid fluctuations in pitclinformation. Until relatively recently, the time constant used in

computational realisatior{®/eddis and Hewitt, 1991a, Meddis and Hewitt, 1991b, Meddis

and Omard, 1999 f Li ckl i der 6s model had been treat
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Only two studies havemeasired the temporal resolution of pitch extraction
(BalaguerBallester et al., 2009, Wiegrebe, 200Bpth studies used a class of stimuli
called regulaiinterval noises (RIN) that are derived from random noise but contain some
temporal regularity within thevaveform; therefore, they give rise to ac@mponent
perception consisting of a buzzy pitch and a noise. Wiegrebe (2001) used a subcategory of
RIN known as repeategeriod noise (RPN), which was generated by concatenating
identical noise samples of dumatid. By periodically introducing uncorrelated noise
samples into the sequence, the temporal regularity within the stimulus was switched on
and off. Therefore, when the modulations were slow enough, listeners heard a sound with
a pitch strength that swited between that of a Gaussian noise and that of a rapbase
harmonic complex with fundamental frequency af. Wiegrebe (2001) was unable to
account for his results using a model with a single integration time constant and proposed
that the size of theemporal window depends on the pitch itself.

Balagueret al. (2009) also conductedan experiment to assess the temporal
resolution of pitch perception. For this, a different type of RIN stimulus was used, called
ripple noise (RN). Thisvas generated by thying a Gaussian noise sample by a defay
and adding the delayed copy back to the origibike RPN, RN has temporal regularity
that gives rise to a pitch percept. The pitch value of RN corresponds to the reciprocal of
the delay. This temporal reguigr can be switched on and off over time by replacing
portions of the delayed noise copy with an
(2001) study, the RN stimulus was used in an experiment where the detectability of
squarewave modulations in pitcstrength was measured, and also in an experiment where
the detectability of a single gap in pitch strength was measured. Unlike the stimuli used by
Wiegrebe (2001), where pitedtirength modulation rates were limited to integer multiples

of d, the modulabn rates used in Balaguer (2009) were adjustable as a continuum.
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Thresholds were measured for the shortest detectable gap and the fastest detectable
modulation rate in RNs, wher@ was equal to 1, 2, 4, 8, and 16 ms. The thresholds
measured in this studyre shown in Fig. 1. Both gapnd modulatiordetection thresholds
increase with delay, suggesting that the temporal resolution of the-epitficiction

mechanism is higher for highertched (shorted) stimuli.

800 |-

100

Gap duaration in ms

IRN delay in ms

FIG. 1. Data replotted from Balager et al. (2009) where each thresholdhownis
averagd across five listeners and the parameter is the detectionTthskordinateshows

the delay, d, used in the RN cirguahd the abscissahowsthe gap duration, where gap
duration is the length of the untelated noise sample inserted into the delayed path of

the RN. Error bars represent the intiistener standard error.

Results from Balagueet al. (2009) were singlkwalue measures of temporal
resolution, in that thresholds were measured for the shalédésctable gap in temporal
regularity without adjusting the depth of the g&8wuunen and van Valkenburd979)
showed howthe shortest detectable gapsittmulusintensitywas dependent on the depth
of the gap In singlevalue measures of resolution, tdegree of smearing from the
integration process cannot be disentangled from the sensitivity of the auditory system to

the modulations. Thereforsinglevalue measurements t@mporalacuity do not provide
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enough information to quantitatively determinee thme constants of the integration
process directly from the data.

To overcome the limitations imposed by existing stimuli, the current experiments
used a novel stimulus where the instantanéewporal regularitgould be adjusted to any
desired value as function of time. The new stimulus permitted measurement of the
temporal resolution of pitch in a galetection task, where the gap depth could be adjusted
independently of its duration. hfesholds were measured for the smallest detectable
reductions inpitch strengthfor finite-duration gps placed at the temporal aenvf the
stimulus The novel stimulus also permitted measurement of joitchain temporal
modulation transfer functions (TMTFs), which are a measure of how a system responds to
sinusoidalmodulations in pitch strength at different modulation rates. This approach was
particularly attractive, because if the system is linear in response to fluctuations in serial
correlation, then the TMTF measurements are able to predict the output oftdma gys
response to an arbitrary input. Therefore, no assumptions about the underlying pitch
extraction processes need to be made in order to derive the time constants of pitch
extraction. Comparison of results from gamd modulatiordetection tasks aleed for
determination of whether the time constants of pitch perception areléaskdent. The
harmonic resolvability of the stimuli was also included as an experimental parameter so

that results could be directly compared with those from pitedgration studies.

[Il. THE NOVEL STIMULUS

The temporal regularity and thus the perceived @stobngth assciated with eRN
stimulus can be increased by iterating the dalagadd process times to produce
iterated ripple noise (IRN). One way to achieve tBi®y summing the signal present in

the delay line with the original signal after each iteration: IRN-@tginal (IRNO)(Yost,
14



1996) The autocorrelogram of an IRN consists of a series of peaks at integer multiples of
d. Yost (1996) showed that by subjengy the stimulus to an autocorrelation process
integrated across the stimulus duration, the pitch strength associated with an IRN is
monotonically related to the height of the peak occurring at a lag equal ito the
autocorrelogram. The height of theagen the autocorrelogram of the stimulus occurring

at 1d (H1s) is dependent onand can be determined analytically, as shown in Eqn. 1.

n
Hl.=—— EON. 1.
S n+1 (EQ )

The subscripte®in Hlsis to denote that the autocorrelation is performed thiren the
stimulus, as opposed to a simulated pattern of auditory nerve firing, which is discussed
later in this chapter. In general, IRNs give rise to temporally invariant pitch. However, it is
possible to modify an IRN circuit to facilitate modulatidrttoe delay over timgDenham,

2005) resulting in a temporally dynamic percept of pitch value. Inspired by this
modification, a novel IRN circuit was created (Fig. 2), facilitating modulation of the
temporal regularity within the IRN over time. In the nfal circuit, a new noise from an
uncorrelated source was introduced at each iteration and then mixed with the signal
present in the delay line according to the ratio determinag{thyThisgave rise to a pitch
percept that could be varied anywhere lestv that of a noise and that of an IRN as a
function of time. In the modified circuit used here, the instantaneous temporal regularity
(hlg) at a given point in times defined as a function of and the dynamic gain parameter,

g(t), as shown in Egn. 2.

hlg = —— g(t) (EQN. 2.)
n+1
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Here, thehin hlgis printed lowercase to differentiate between the instantaneous first peak
height and the first peak height calculated by subjecting the signal to an autocorrelation

integrated across the stimulus duwatiH1s.

Output
Y(t)

FIG. 2. Signaiflow diagram showindwo iterations of thenodified IRNO algorithnthat

allows temporal regularity to be varied over time Iyodulation ofg(t). Within each
iteration block an uncorrelated noise signal is introduced with povesiprocal to that of

the signal present in the delay line. This ensures that the total power output of the stimulus

remains constant over time, irrespective of instantaneousgelsan temporal regularity

. METHODS
A. Stimuli

In the current experimesita total of 16 iterations of the dynamic IRN circuit were
used to give a large potential dynamic range of gap depth and modulation Tradex.
investigate interactions between integration time stimdulus repetition rate, thresholds
were measurefor 4 different repetition rates spanning 2 octava®und 75 Hz. IRN
repetition rates were 1 octave abo¥8( H2 and below 37.50 H2 and 0.5 octaves above
(106.07 Hz and below %3.03 H2 a central value of 75 HZRNs have harmonic comb
spectra, the harmoni@solvability of which was an experimental parameter. Harmonic
resolvability isdefined according to the rule of Shackleton and Carl{ag94) when

fewer than 2 harmonics are present in thedBObandwidth of the auditory filter, the
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excitation patterns taken to be resolve@hen 2 to 3.25 harmonics are present in the 10
dB bandwidth, the excitation pattern is in a state of partial resolvalaliy when more
than 3.25 harmonics fall within the -tiB bandwidth, the excitation pattern is unresolved.
The number of harmonics in the B bandwidth of an auditory filter was estimated as
the repetition rate of the IRN divided by 1.8 times the equivalent rectangular bandwidth
(ERB) (Glasberg and Moore, 1990)o measure the effects of the harmonic resolvgbili
stimuli were filtered into a 2:RHz bandwidthwith a centre frequency df.88 kHz The
lower cutoff frequency offte spectral band(78 kH2 was seto coincide with the mean
value of harmonics per 1B bandwidth to achieve partial resolvabilit9.625) at a
repetition rate of 75 HzAccording to tis rule, the 2 lowerates(37.50 Hz, 53.03 Hz)
were entirely unresolvedvhereas the 2 higher ratgi6.07 Hz, 150.00 Hz) contained at
least some resolved components within the lower part of the band

Stimuli were presented at a level of-88 sound pressure level (SPL) and were
gated on and off with-fns cosinesquared ramps to prevent audible clicks at the onset and
offset of stimulus intervals. Stimuli were presented in a continuous noise to makle audi
distortion products below the stimulus passband. This noise was lowpass filtered at 0.5
octaves below the lower cutoff frequency of the stimulus passband using an 8th order
Butterworth filter. Prior tdowpass filtering the noise was filtered in th@exctral domain
SO0 as to produce a roughly constant excitation level otlESOSPL per equivalent
rectangular bandwidth.

Stimuli were generated digitally with a sampling rate of 25 kHz and digHal
analogue converted with a -b# resolution using MATLAB The Mathworks, Natick,
MA, USA) and the reatime processor (TDT RP 2.1) of TDT System 3 (TueRewries

Technology, Alachua, FL, USA). They were passed through a headphone amplifier (TDT
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HB7) and presented via headphones (K240 DF, AKG, Vienna, Austribg tparticipant,

who was seated in a doublalled, sounehttenuating room (IAC, Winchester, UK).

B. Procedure

Gapdetection thresholds were measured for gap duratigag €qual to multiples
of 1, 2, 4, 8, 16, and 32 times each IRN deldy]nformal istering showed that the
modulationdetection experiment was more difficult and required slower modulation rates
to achieve a good dynamic range of thresholds. Therefore, modtdatiection
thresholds were measured for modulation periddsg equal tomultiples of 3, 6, 12, 24,
48, and 96 times each IRN ratédellongestoqusedfor the 37.56Hz IRN was limited to
48 times the respective as Tmo=96d would require a stimulus duration in excess of 2.5
seconds to capture a single modulation cyEhe stimulus duration was set to a factor of
J2 longer than the longest respectiligp or Tmod therefore, durations df.2068 seconds
were usedn the gapdetectionexperiment andiurations 0f1.8102 secondwere usedn
the modulatiordetectionexperiment

Each trial consisted of three observation intervals, which were separated-by 500
ms gaps. Two intervals contained unmodulated stimuli, while the remaining interval
contained the target stimulus with the moduldtégl Intervals were gesented in a random
order within each trial. In the target intervals thle gap experiment, the gap was
positioned symmetrically around the temporal ceaot the stimulus. In the target intervals
of the modulation experiment, the modulation was presasartinuously throughout the
stimuluswith random start phase.

Gap depts weremanipulated bysettingg(t) equal to 1 for the duration of the
stimulus, apart from in the region of the gap, where it was shtmtpwherem is the gap

depth Therefore, a ga depth of 0 dB gavanhls of O in the gap regiorffull depth). A
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gap depth of6 dB correspondetb a gap where thkls in the gapregion wa halfway
between0 and the maximum. In the modulation experimeradulationwas introduced
by settingg(t) accoding to Eqgn. 3, whermis the modulation indexf, is the modulation
rate, and is the random starting phase. The modulation index used was equivalent to that
used in amplitude modulation, but was normalized to values between 0 and 1, lgecause

needs tde in the range of 0 to 1.

a(t) = 1+ mcoszezzfmt + @) (EON. 3)

In a standard amplitudmodulation (AM) detection task, the listener must
discriminate between a modulated signal and an unmodulated signal. In an AM detection
task, the roetmeansquare (RMS)evels of both intervals are equal to prevent overall
loudness cuesDue to the nonlinear relationship betwebids and the perceived pitch
strength(Yost, 1996) some different precautionsare required whemmodulating pitch
strength When the modulationate of hls is increased above the modulatidetection
threshold, it is perceiveds having a static pitch sal@n Pilot testing showd that
perceived pitch strength of an IRN witis modulated at a rate above detection threshold
was greater than thaf an unmodulated IRN, even though both stimuli had an gdilal
This pitch-strength asymmetnywasalsoreported by Wiegrebet al. (1998) To ensure that
listeners based their decisions on modulation deteatidmot salience discriminatiotie
overallsalience cues had to be neutraliZzBde possible solution would have been to rove
the pitch strength of the IRNs in nearget intervals. However, a more elegant solution
was reached by matching the pHstinength of modulated and unmodulated intervals.
Wiegrebeet al. (1998)showed that the pitebtrength differences between modulated and
unmodulated stimuli could be accounted for by an exparnsiveessE (similar to that

shown by Eqn. 4).
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10Ms -1

The expandedE(hls) is prgportional to the pitch strength associated with the stimulus,
wherek is a constant that controls the amount of expansion.-Bitehgth cues between
intervals were neutralised in the current study by adjusting(Hés) of the unmodulated
intervals to qual the mearE(hls) of the modulated intervals. The denominator of the
function shown in Eqn. 4 is slightly different to that shown by Wiegrebe (1998), so that
any value ofk will produce an I/O function in the range of 0 to 1. Pilot testing revealed
that a value ofk=1 was sufficient to make the pitch strength of target andtaiget
intervals indistinguishable when the modulation rate was above the detection threshold.
The idealhlsof a signal generated using a sinusoidally modulgtesdshown beforand

after beingsubjected to the expansive functid@yn. 4.) in Fig. 3.
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FIG. 3. Diagram illustrating sinusoidé§f modulated hd and the expanded version
E(hls). The solid blackhorizontal line represnts the mean of BXi.e. Hlg), and the
dashed bleak line represets the mean of the respective E{hThis is not equal to E(H)L
because the expansive process is nonlinear. The bold gresepnesens the H1s of the
nontarget interval IRN required to match the overall perceptual pitch strengththe
modulated stimulus
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An adaptive staircase technique was used to measure thresholds where the adaptive
parameter was the depth of the gap, or modulation index, depending on the experiment. At
the beginning of each threshold run, the gap depth or moalulsmitlex of the respective
dynamic gain function was set to 0 dB. This was well above the anticipated detection
threshold for all stimulus conditions. The adaptive parameter was decreased after two
consecutive correct responses and increased after eaminegticresponse to track the
signal level that yielded 70.7% correct respondesvitt, 1971) A 3-interval task was
used because aiBterval, 3alternative forceethoice (3I3AFC) task with a-@own, tup
rule converges more efficiently than a 212AFC tasth a 3down, Xup rule(Kollmeier et
al., 1988) The step size for the increments and decrements in gap depth or modulation
index determined bg was 5 dB for the first reversal in level, 3 dB for the second reversal,
and 2 dB for the rest of the eigtgversals that made up each threshold run. The last six
reversals were averaged to obtain a threshold estimate for each run. Three threshold runs
were conducted for each participant per stimulus condition using a chatdeced

design to eliminate traing effects.

C. Listeners

A total of 8 listeners participated in the current experiments. One subset of 4
listeners (2 male and 2 female, aged between 24 and 27 years) participated in the gap
detection experiment, and the other subset of 4 listef2ernak and 2 female, aged
between 25 and 30 years), one ofowhwas the authgmarticipated in the modulatien
detection experiment. Participants were paid for their services at an hourly rate.

Participants had absolute thresholds withirdB5HL at audiometridrequencies and had
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no history of hearing or neurological disorders. The experimental procedures were

approved by the Ethics Committee of the University of Nottingham School of Psychology.

IV.RESULTS
A. Measurements

Results from the modulatiethetectionexperiment are shown iRig. 4 The left
hand panel A) shows data plotted in the same format as the original intensity TMTF
measurementg/iemeister, 1979)where the abscissa is the modulation r&gd in Hz
and the ordinate ithe modulation index tireshold.When plotted in this way, TMTFs
resemble the transfer function ofl@vpassfilter, describing the filtering effect of the
integration of the system as a whokesterisks adjacent to some of thata points at
higher modulatiorrates represent ¢hnumber of listeners who were unable to obtain a
threshold in those conditions. At the highest modulation rates, some listeners were unable
to discriminate the modulated IRN from the unmodulated IRN, even when the madulati
depth was 100% (0 dB). This wavidence that the pitedtrength compensation scheme
used(Eqn. 4.) successfullyprevented listeners from making judgements based on pitch
strength alone. The apparent asymptotes observed in the TMTFs towards higher
modulation frequencies are artefactubthis was due to a combination of ceiling effects
and biasing towards the better performing listeners who were able to obtain thresholds at
these rates.

Results from the gagetection experiment are shownFig. 5. The lefthand panel
(A) shows data plegd in the same format as the TMTF measurematitaving for easy
comparison In Fig. 5(A), the abscissa showse gap rateRyap), which is the inverse of
the qap duration, and the ordinate shothe gapdepth thresholdin contrast with the

TMTF results all listeners were able to obtain thresholds in all conditions measured in the
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gapdetection experimentGapdetection thresholds decrease as the duration of the gaps
increase (i.e. the gap rate decreases). Asymptotic performance was only reached in the
37.50Hz IRN for the very longest gap duration measured. However, no asymptote in
performance was observed for any of the other IRN rates. This could suggest that
integration times responsible for limiting resolution are only limited by the stimulus
duraton. Alternatively, the long gap durations may have invoked a change in listening
strategy. When the gap duration approaches the stimulus duration, the task is more closely
related to pitckstrength discrimination, as opposed to gap detection. Therefare, th
listener was trying to distinguish the stimulus interval with overall weaker pitch, as
opposed to listening for the gap within a given stimulus interval. This strategy may have
involved use of longerm integration mechanisms like those described im4oitegration

studies (see introduction). Use of this alternative strategy was prevented in the
modulationdetection experiments by equalizing the mean pitch strength of stimulus
intervals within a given trial.

The pitchstrength TMTFs share thewpassfilter characteristic observed in
intensity TMTFs. The two TMTFs that had leate IRN carriers exhibit a bammhss
characteristic. This has also been observed in intensity TMTFs at very slow modulation
rates and has been partly attributed to a reductishemumber ofooksat the envelope
fluctuations (Sheft and Yost, 1990, Viemeister, 1979imilarly, in the data presented
here, very few cycles of the modulation were presented to the listeners at the slowest IRN
rates, due to the finite duration of tsmuli.

The functions in Figs. 5(A) and 6(A) are different for each IRN rate. The functions
shift towards higher modulation rates at higher IRN rates, suggesting that the integration
time constants scale with pitch value. The Aigahd panels, Figs. 5(Bhd 6(B), show the

same data but where the abscissa shows the period of the modulatgror gap Tyap
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normalized byd. When plotted in this format, both TMTFs and gap thresholds seem to
scale to a single function, with the exception of thghpassregions observed in the
lower-rate TMTFs. This indicates that the neural time constants of pitch perception scale
linearly withd, as originally suggested by Wiegregl2001)

The mean TMTFexcludingTMTFs exhibitinghighpasscharacteristicscross the
3-dB down point afThod/d = 34.2 (measured from the mean threshold@at/d = 96 by
linear interpolation between neighbouring poinBYyd i vi di ng t hthestime al ue
constant of the system as a whole && coarsely estimated as S4%herefore, the time
constant is defined asmultiplied by a proportionality constant, describedthy symba|
d, from here on.r eldhiectteidmef ramam stthaentpsi tpch TN
d/37.5 = 145 ms) are very |l arge in compar.
TMTFs measured in response to modulations in intenityrest and Green, 1987,
Viemeister, 1979) However, the slope of thpitch-domain TMTFs (assessed through
linear regression follnodd = 12, 24, 48)amounted tcapproximately 4dB per cctave
which was very similar to the retiff observed in the intensigomain TMTFs. This
suggests that while the time constants of thegiration windows may differ markedly

between domains, the function of the underlying integration processes may be similar.
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IRN gain modulation index in dB
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FIG. 4. Both panels show the same datdere each data point is the mean threshold
across listeners and error bars represerd thterlistener standard errorln the lefthand
panel(A), the ordinate is plotted as the modulation rate in Agterisks adjacent to data
points represent the number of listeners unable to obtain a threshold for those conditions.
In the righthand pael (B), the ordinate is shown as the period of the modulation
normalized by the IRN delay. This highlights the scaling of-deiectionthreshold with

pitch value. Ordinate are reversed tgive the TMTF a lowpadilter shape
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plotted as the gap ratéRyap) in Hz. In the righthand panel, the ordinate is shown as the
period of the gap normaied by the IRN delay. This highlights the scaling ofdefaction

threshotl with d Axes are reversed so that the figure is the same format as. Fig.
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B. Statistical analysis

The statistical significance of the results discussed above was tested by performing
linear mixedmodels analyses on both modulation and gap data. Fomtuilation
detection task, the analysis was performedamtors T,o/d and IRN rate For the gap
detection task, the analysis was performedamtorsTg,/d and IRN rate The dependent
variable was mean threshold for each participant in each condihene was a significant
main effect ofTod/d in the modulation experimefi(4,48.048¥68.141, p9.001]and of
Tga/d in the gap experimeifiE(5,84.153)=178.603, p<0.001]. The main effect of IRN rate
was also significant in both modulation [F(3,48.03825D, p<.001] and gap
[F(3,85.007)=178.603, p=0.022] experiments. The interactioh,gfd andIRN rate was
also significant in the modulatieshetection experiment [F(11,48.027)=7.828,0/01]
but not in the gajletection experiment [F(15,69.136)=1.7330.066].

Pairwise comparisons of IRN rate in the modulatietection experiment show
that with the exception of the differences between the 10@Gfd 150.0eHz rates
[F(3,48.037)=14.484, p<0.001], thresholds at all other rate differences were aigfhyfic
different from one another. The significant differences most likely stemmed from the
highpass regions in the TMTFs of the lowate IRNs. To test this, pairwise comparisons
from the interaction were tested. Ao4/d =6, 12, and 24, thresholds westatistically
indifferent. At Tmodd =48, thresholds between the highate 106.07 and 150.0€Hz
IRNs were not significantly different [F(3,48.007)=22.175, p=0.199]; however and
53.03Hz IRN thresholds were different from each other [F(3,48.007)}=%2 p=0.001]
and were both different to thresholds at IRN rates of 150 and 106 Hz [F(3,48.007)=22.175,
p<0.013]. AtTmodd = 96, 106.07 and 150.0eHz IRN thresholds were not significantly
different [F(3,48.007)=22.798, p=0.194]; however, threshold$3m3 Hz were different

from both 150 and 106 Hz [F(2,48.007)=22.798, p<0.001]. There was no data for IRN
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rate=37.50 Hz whefin.dd = 96 to make a comparison. Taken together, results from the
pairwise comparisons confirmed that TMTFs are statisticallyfferdnt when scaled
according tod, with the exception of outlying data points of the highpass regions of the
lower-rate IRNs.

Pairwise comparisons for eathsy/d in the gapdetection experimenhswed that
thresholds foreach vere significantly differen from each otherat the 0.005 level
[F(5,69.136)=201.633, p<0.001] for all comparisons, with the exception of thresholds
betweenTy,/d=16 and 32, where thresholds were still significantly different at the 0.05
level [F(5,69.136)=201.633, p=0.013Pairwise comparisons of IRN rate in the gap
detection experiment showed significant differences between -3arD53.03Hz IRN
thresholds [F(3,69.919)=3.795, p=0.01and between 37.50and 106.0Hz IRN
thresholds [F(3,69.919)=3.795, p=0.002]. These differentay be due to the fact that the
37.50Hz IRN was the only rate for which thresholds appeared to reach asymptote by
Tga/0=32. To test this, pairwise comparisons between thresholds at different IRN rates at
eachTga/d were performed. No significant diffences were observed between thresholds
for the IRNs of different rates at,/d=1,2,4, or § however, thresholds for the 37-6l2
IRN were different to thresholds for the 1Bk IRN atTy,/d=16 [F(3,69.305)=2.097, p
=0.044], and thresholds for the 375z IRN were different to all others &,/d=32
[F(3,69.305)=6.125, @3:014]. Interestingly, the most resolved and most unresolved IRNs
had statistically indifferent thresholds overall. Taken together, this suggests that the 37.50
Hz condition was diffent overall because of the asymptote at long absghjpe
durations.

Combining the observations taken from the statistical analysis of both gap and
TMTF data, the podtoc tests reveal that any main effects of IRN rate were due to

measurementelated proceural issues at low gap and modulation rates, not because the
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auditory system is using a different processing strategy for the -lateerlRNs. The
harmonic resolvability of the stimuli was determined by the IRN rate, where the two
lower-rate IRNs were copletely unresolved, whereas the two highee IRNs contained
resolved harmonics. Therefore, one can imply that there was no effect of harmonic
resolvability, suggesting that pitch was extracted by a temporal mechanism alone, or that

spectral and temporpltch extraction mechanisms feed into a common integrator.

V. MODELLING
A. Rationale

Whil e d was estimated from the TMTFs,
inaccurate because of the limited number of data points from which it was derived.
Furthermore, time constants could not be derived directly from th¢hgaghold patterns,
as theycould be from the TMTFs. Therefore, it was uncertain as to whether the time
constants of pitch perception were tapendent. Use of an auditory model allowed
testing of whet her a single value of d

experimental aradigms.

B. Methods

The first stage of the model consisted of a broad bandifi@sso simulate the
frequency transfer of the outer and middle ear. This filter was a secdad Butterworth
filter with a passband between 0.45 and 8 kHz. To simulatdréquency decomposition
performed by the cochlea; the signal was rhdind filtered using a 36hannel
gammatone filter bank with frequencies evenly distributed on the ERB scale, with
frequencies between 0.2 and 8 kHz. To simulate the mechamigalral transduction

performed by the inner hair cells and peripheral compression, the signal from each output
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of the gammatone filter bank was haléve rectified and compressed using a logarithmic
compression scheme. The signal was subsequently lowpassdfiltesimulate the phase
locking limitation of the inner hair cells. This was implemented as a meaxeage filter,
where the integration window was ¥-2order exponential function, the time constant of
which was set to give a frequency cutoff of kidz. This is identical to the default
implementation used in the current version of the AIM software package (aifh20b8
resulting multichannel signal is referred to as the neural activity pattern (NAP). The NAP
is a perchannel probability of neurdiring over time. The decision statistic was derived
from the instantaneous temporal regularity within the N&IRap. This was generated by
firstly taking the cross product of the NAP at the time lag equalling the IRN delay.
Information about the level dhe stimulus was removed by normalizing the cross product
by the mean power of the NAP across channels and time. Normalized cross products were
generated for 1000 stimuli based on unique noise sources, which were then averaged to
reduce the stimulumduced noise. This mukthannel internal representation was then
averaged across channels and convolved with an exponentially decaying window,
resulting in an internal representation of the running autocorrel®ibr,ap). The values

that an exponentially etaying window returns are negligible beyond 3 times its time
constant, and so integration windows were limited to this length for computational
efficiency. The beginning dk(hlyap) Was truncated by an amount equal to the duration of
the integration windw. This was to remove the initial builth from O to a stable level.

The decision statistid), was then calculated as the maximumRghlyap) over time
minus the minimum. To sample the range of listener thresholds, gap stimuli were

generated with gap ddy ranging from32 dB to O dB in &B steps. Modulated stimuli

! Available fromhttp://www.pdn.cam.ac.uk/groups/cnbh/research/aim.php
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were created with modulation indices ranging fré&2@ to O dB in 5dB steps. Gap stimuli

were generated for all conditions measured in the gap experiment. However, modulated
stimuli were onlygenerated for the pair of IRNs with higher rates to omit the loater

IRNs where the TMTFs exhibited highpass behaviour atffegquency modulations, that

the model presented here was not designed to account for. For each experimental
condition, D was céculated as a function of either gap depth, or modulation index,
depending on the stimulus type. Threshold was defined as the modulation depth at which
D reached a criterion leveC, and this criterion was the main parameter in the fitting
process. Both @ and modulation thresholds were fitted simultaneously, with a fixed
value ofC, and C was then varied to fitlkde valuethat minimized the roetneansquared

(RMS) deviation between the simulated and observed thresholds. This fitting process was

repeated or i nteger dq valwues in the range of 1

C. Predictions
Fig. 6 shows the predicted thresholds superimposed upotisteeer data. The
abscissa is different to those used in the figures presented in the results section (Figs. 5 and
6). By representig both modulation and gap rates terms oflog.(d/ Tyap) and logy(d/
Tmog), data from both gapand modulatiordetection tasks can be presented on the same
set of axes. &ch panel shows the predicic f or a di fferent value
systemai ¢ ef fect of i n smak, ghe time gongfantserdiielatimely ¢ wa s
short, and therefore simulated thresholds did not begin to roll off tefétively fast gap
or modulation rate As d was increased, the time constants became longer, sigeari
larger features in thelyap, and sosimulated thresholdsegan to roll off at low gap and

modulation rates
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IRN gain modulation index and gap depth in dB

-7 -6 -5-4-3-2-10 -7-6-5-4-3-2-120
|Ogg(d/Tgop) or |Ogg(d/Tm°d)

FIG. 6. Each panel shows the model predictions overlaid on top of the data recorded in
the experiment for different valuesdyfdenoted irthe top right of each panel. Each panel
shows both TMTF and gagetection data scaled by the IRN rate. The ordinate is plotted
as a log scale so that both gap and TMTF thresholds can be plotted clearly on the same

axes. Aglincreases from 1 to 8, the sitated cutoff shifts rightwards.

Fig. 7(A) shows how the RMS error of th
and gapdetection data were fitted simultaneously. The best overall fit was achieved when
dq was 7. Fi g. 6 shows t hyagood fif to8he bslereerodat® r 0 d u ¢
overall. However, on careful inspection of the modelled thresholds in Fig. 6, it can be seen
that, in general, gap thresholds are more ¢
the cutoff of the TMTFs are moreacaur el vy si mul ated wusing | owe
and gap thresholds are modelled independently, then thé bestt i ng val ues of

7 respectively, as shown in Fig. 7(B) and (C).
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FIG. 7. RMS error of the fitting process as a functionddbr (A) TMTF and gap data
simultaneously fit, (B) model fit to gap data ordpnd (C) model fit to TMTF data only

The filled symbol in each panel shows the lowest error point.

VI. DISCUSSION

In the current study, the temporal resolution of the monaural -pitfaction
mechanism was measured using pidcmain analogues of standardised intensity
envelope resolution paradigméhe TMTF measurements were able to separately quantify
the temporal smoothing imposed by integration from the sensitivity of the systdra
modulations, thereby providing compelling evidence that the time constants of neural
pitch extraction scale with the interval of temporal regularity within the stimulus. The time
constants derived directly from the TMTFs scaled with the stimuleshwta factord
=5.44. An auditory model was used so that data frorn @ag modulatiordetection tasks
could be compared. For the TMTF dat a, a va
to describe the neur al I ntegrati o= wasi me C
required to minimize the RMS deviation between simulated and measuratktgagion
data. However, this was unlikely to reflect a taglpendent difference in the integration

time constants, because when the gap duration approached the stimuios disners
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probably changed listening strategy from -gkgbection to pitckstrength discrimination.

This meant that no asymptote in thresholds was observed towards longer gap durations.
Use of longer time constants in the model shifted the predistgdpote towards longer

gap durations, thus reducing the RMS deviation between simulated and measured
thresholds. The model was able to accurately predict the sensitivity difference between
gap and modulation detection thresholds when the two were figed) uhe same
criterion, thus providing good evidence that the time constants responsible for limiting
resolution did not vary according to the task.

Interestingly, no effects of harmonic resolvability were observed. This was
surprising in the context @ésults from studies in which the effect of stimulus duration on
pitch-value discrimination thresholds were measyfdck and Carlyon, 1995, White and
Plack, 1998) These studies generally showed large differences between the stimulus
duration requireddr discrimination performance of resolved and unresolved stimuli to
reach asymptote, suggesting that different péxtraction mechanisms were associated
with each. However, a resolution task was used in the current study; the effects observed
using a pith-value discrimination integration paradigm may well be based on different
pitch-extraction mechanisms. While the limit of human phase locking is not known, the
frequency range in which stimuli were presented in the current study would be expected to
coniin at least some frequencies within the putative ploeseng limit. Therefore,
results from the current study suggest that if reliable TFS is available, the initial pitch
extraction process presumed responsible for limiting temporal resolution is dased
temporal mechanism, or at least spectral and temporal mechanisms that feed into a
common integration process, or a pair of identical integration processes.

Another major finding of the current study was that the pitxinaction

mechanism was equallsensitive to changes in temporal regularity, irrespective of the
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repetition rate of the stimulus. Pressniteeal.(2001)showed that, in order to account for

the lower limit of melodic pitch in a temporal model of pitch perception, a weighting
function could be applied that progressively reduced the output of theirberval
histogram towards longer lags. In an unrelated study, Kruml#iaz(2003a)measured

the detectability of a tonal signal in the presence of a tonal masker. To account for the
experimental results of this study using a temporal pitch model, weighting functions
similar to that suggested by Pressnitgerl. (2001)were applied to the simulated time
interval histograms. However, the asymptotic thresholds of the TMTFs measured in the
current study were equal (for those not exhibiting the Ymas$ characteristic),
irrespective of the IRN rate. This suggests that the system is equally sensitive to
modulations in temporal regularity, irrespective of the stimulus rate. This finding is no
compatible with models that apply tinr@erval weightings to reduce the pitghlue
resolution towards the lower limit of pitch, as the weighting would also reduce the
sensitivity of the model to modulations in pitch strength at lower repetition vates.
alternative theory is that the widths of the bins that comprise the internainteneal
histogram are not equal, but greater, at longer time intervals. This alternative model would
lower the frequency resolution towards the lower limit of pitch,rbati nt ai n t he
sensitivity to modulations in temporal regularity.

The temporal resolution of the monaural auditory systeeasured in the current
study exhibitssome striking similarities to the temporal resolution observed in binaural
processing. T& t erm Abinaural sluggishnesso is
the binaural system to follow fast changes in interaural parameters over time when
compared to thexquisite temporal resolutiasf the monaural auditory system in response
to changes in intensity. The sluggishness observed in binaural processing is thought to

reflect the relatively long integration window, estimated to be in the range of several tens
34
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to a few hundred milliseconds, depending on the experimental condiGoastlamand
Wightman, 1979; Kollmeier and Gilkey, 1990ulling and Summerfield, 199&keroyd

and Summerfield1999. Si mi | ar | y, the value of qa = 4
measurements in the current study implies pibtagration time constants in the range

27 ms (for the 150.06iz IRN) to 107 ms (for the 37.88z IRN). The sluggish response

of both binaural and pitch mechanisms may reflect the similarities in the underlying
processing mechanisms, in that both pitch and binaural information may be extracte
using analogous, correlatidrased mechanisms. Therefore, itpgssiblethat the time
constants associated with binaural processing may scale according to the interval of
interaural temporal regularity (interaural time difference) in a binaural sigsags pitch
processing time constants appear to scale according to the interval of temporal regularity
within a monaural stimulus. The binaural system processes interaural time differences in
the range of only a few tens of microseconds, whereas the iécessor works in the
order of milliseconds; t herefor e, one woul
exceed its monaural pitch counterpart. This hypothesis has yet to be tested; however, it
would be relatively simple to replicate the current gtindthe binaural domain.

Pitch is known to be one of the most important cues for helping listeners to hear
out speech in noisy backgrounds, particularly in backgrounds of competing speech.
Speech signals vary rapidly over time; therefore, one would eipestuggishness of the
pitch-extraction mechanism to be a hindrance when trying to follow the-patated
changes in voiced speech. However, in an integration study, Plack and (a00fb)
have shown that gaps in the intensity of tonal stimuli ofts &s 4 to 8 ms were able to
reset the pitclintegration mechanism. In a later stu®lack and White, 2000a}hey
showed that pitch information was integrated across gaps of 8 and 16 ms between tone

bursts when the gaps were filled with noises withmilsir energy spectra to the tonal
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portions of the stimulus. Therefore, it is possible that the time constants that limit temporal
resolution are also resettable, depending on changes in the stimulus intensity. Based on
Pl ack and Whi t e 0 skdepehdet Mifferericesnnthy no bave beea
observed in the current study because the stimuli had relatively constant energy spectra
over time. However, the intensity fluctuations in running speech may reset the integration
window, based on tedown feedbac mechanisms such as those proposed in the model of
BalaguerBallester et al. (2009) thereby improving the temporal resolution of the

monaural pitckextraction mechanism.
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Chapter 2

The temporal resolution of pitch perception Il: Effects of frequercy region
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[. INTRODUCTION

In Chapter 1, a novel stimulus based on iterated rippled noise (IRN) was presented
that allowed measurement of pitdomain analogues of temporal modulation transfer
functions (TMTFs) and gagetection thresholds. The resulterh that study suggested
that the time constants of the leakyegration window presumed responsible for limiting
temporal resolution scale according to the repetition rate of the stimulus, while sensitivity
to modulations in pitch strength is independantRN rate. The harmonic resolvability of
the stimuli was included as a parameter, but, surprisingly, no effects of resolvability were
observed on either the sensitivity of the system or the scaling of integration time constants.

The integration of pitclinformation has also been measured in tasks that quantify
the ability of the auditory system to combine information across time in order to improve
performance in pitch discrimination. In these pilctegration studies, it is assumed that
discriminationthresholds will decrease with increasing stimulus duration until the system
has reached its integration capacity. Once the integration window has been filled, longer
stimulus durations provide no performance benefits. Results from some of these studies
(Plack and Carlyon, 1995, White and Plack, 1998pgest that the duration of the
integration windows is dependent on the harmonic resolvability of the stimuli.

The discrepancies between data measured in integration and resolution studies
suggest that the fefcts of stimulus harmonic resolvability may be dependent on the task.
Functional models designed to simultaneously account for behavioural data from both
integration and resolution tasks generally consist of two separate integration processes: a
lower-level shortterm integration process to explain resolution data, and a Higledr
and longeiterm integration process to explain integration data. Should such an
arrangement of mechanisms exist in the auditory system, it is possible that pitch would be

extracted differently by each mechanism. Alternatively, the effects of harmonic
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resolvability may be dependent on the listening region in which the stimuli are presented.
Acoustic waveformsgenerally consist ofa rapidly fluctuating carrier signal thas
moduated by a slowly varying intensity envelofgéere is a phasecking limit to which

the mechanicalo-neural transduction process is able to transmit the timing of peaks in the
temporal fine structure (TFS) to the central auditory system. For humarzetielown

of phase locking is often modelled as a lowpass filter with a cutoff of 1.2 kHz. In a
listening region below the phasecking cutoff, highfidelity TFS information is available

to convey the frequencies of the resolved harmonic componentsnpfecotonal sounds.

In the frequencyegion above thehaselocking cutoff the transmission dhe TFS from

each harmonic of a resolvestimulus would be severely degradedh contrast, e
relatively slow withinchannel interactionbetween unresolvedarmonics would still be
transmittedaccurately These harmonic interactions have the same periodicity as the
periodicity of the stimulus waveform. Therefore, in higher frequency regions where TFS is
degradedit would be more likelythat a spectral mechams would extract pitch from
resolved stimuli, whereas a temporal mechanism would be expected to extract pitch from
unresolvedstimuli.

In the resolution study conducted in the previous chapter, comparisons between
resolved and unresolved stimuli were madehww a relatively low spectral region (0.78 to
2.98 kHz) where higiidelity TFS would have presumably been available. However, in
the integration study of Plack and Carlyon (1995) where an effect of harmonic
resolvability was observed, a 62 unresoled stimulus and a 258z resolved stimulus
were presented within a relatively hiflequency band between 1.38 and 1.88 kHz; a 250
Hz unresolved stimulus band limited to an even higher region between 5.50 and 7.50 kHz,
and a resolved 258z stimulus lowpasfiltered below 1.88 kHz were also used. Thus,

only the resolved 25861z stimulus was presented with spectral energy below 1.2 kHz. This
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means that no direct comparisons of resolved and unresolved stimuli were made in a
frequency band containing hididelity TFS information. Similarly, in the study of White

and Plack (1998) where an effect of harmonic resolvability was also observedHz 250
resolved stimulus was presented lowpissred below 1.88 kHz, and a 62t resolved
stimulus was presented loagsfiltered below 0.47 kHz. Additionally, a 2858z
unresolved stimulus badomited between 5.50 and 7.50 kHz, and a @2zunresolved
stimulus bandimited between 1.38 and 1.88 kHz were used. Again, no direct
comparisons of resolved and unresolved slinvere made in a frequency band containing
high-fidelity TFS information. In White and Plack (2003), integration times were found to
scale with the stimulus rate, but only unresolved stimuli in frequency regionsi (3.75

and 5.501 7.50 kHz) well abwee the phaséocking limit were used. In the study of
Krumbholz et al. (2003), where integration times were also shown to scale with the
stimulus rate, 31.25 62.5, 125, and 256Hz stimuli were presented batithited
between 800 and 3200 Hz. In this cfpal band, the 2561z stimulus would have
contained resolvable components, whereas the-132.Stimulus, at the other extreme,
would not. Interestingly, no effects of resolvability were observed, perhaps because the
listening region used was very simitarthat described in Chapter 1, which also found no
effects of resolvability.

The aim of the current study was to test whether the effect of resolvability is
dependent on the task of integration, as opposed to resolution, or on the listening region in
which the stimuli are presented. This was achieved by repeating the experiment presented
in Chapter 1 in a listening region above the putative pluaseng limit. While the exact
frequency at which phase locking deteriorates in humans is not known, thiy fodehe

TFS information in a higherequency listening region would be expected to be degraded,
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compared to the fidelity of the TFS information in the lofrequency listening region

used in Chapter 1.

[I. EXPERIMENT 1: MEASUREMENT OF THE TEMPORAL RES OLUTION OF
PITCH PERCEPTION IN A HIGH -FREQUENCY REGION
A. Methods
1. Stimuli

The temporal resolution of pitch perception was measured in affeighency
listening region using the gagetection and TMTF paradigms described in Chapter 1. In
Chapter 1, stimli were filtered between 0.78 and 2.98 kHz using IRN rates of 37.50,
53.03, 106.07, and 150.00 Hz. In that study, the two lower IRN rates were unresolved and
the two higher IRN rates contained resolved harmonics. The lower (unresolved) IRN rates
used in he current study were set to coincide with the higher (resolved) IRN rates used in
the previous study to disambiguate between potential effects of harmonic resolvability,
listening region, and IRN rate. For thiBresholds were measured for IRN repetitiates
that were 1 octave above (424.B&) and below (106.0Hz) and 0.5 octaves above
(300.00Hz) and below (150.081z) a central value of 212.13 Hz (212.13 Hz is 0.5 octaves
above 150 Hz)To test the effects of harmonic resolvabilisgimuli were filered into a
2.2-kHz bandwidthwith a centre frequency & 74kHz. The lower cutoff frequency of the
spectral band was set at 2.64 KHz, which coincides with the mean value of harmonics
(2.625) per 1aiB auditory filter bandwidth, in order to achiever partiesolvabilityat a
repetition rate oR12.13Hz. As for the lowfrequency band used in Chaptetiie 2 lower
repetition rate$106.07 Hz, 150.00 Hayere completely unresolvedhereas the 2 higher

rates (300.00 Hz, 424.26 Hzgontained resolved compemnts To aid the description
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given, the connection between IRN rates, listening regions, and harmonic resolvability
between both Chapters 1 and 2 is shown graphically in Fig. 1.
As in Chapter 1, stimuli were presented at a level efiBSsound pressure lel
(SPL) and were gated on and off withms cosinesquared ramps. Stimuli were presented
in a continuous noise to mask audible distortion products below the stimulus passband

using the same methods and equipment described in Chapter 1.

Unresolved

of 53.03 Hz ;
--7775.00 Hz

706.07 Hz 7
EN

212.13 Hz

Harmonics / Qjq

Part resolved..
—300.00 Hz

Resolved
424.26 Hz
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1S If band __ hf band

1 1 = 1 1 1

0.7 1.3 1.9 25 31 37 43
Centre frequency in kHz

IS Y,

FIG. 1. Graphicd representation of the parameter spasbhowing the relationship
between the IRN rates used in Chapters 1 andH® abscissa represents the centre
frequency of the auditory filters across the listening regions in which the stimuli were
presentedand theordinate represents the number of harmonics of thedpd¢tra falling

into the 10dB bandwidth of those filtersSThe blue arrows mark the lewand high
frequency regions in which stimuli were presented. The parameter is the rate of the
stimuli, where thélack solid lines represent the 4 IRN rates used in each spectral band.
The IRN rates are given by the text below each curve. Note the overlap of trend06
150-Hz conditions between bands. The shaded area in the centre of the figure shows the
region ofpartial harmonic resolvability according to the rule of Shackleton and Carlyon
(1994). The dashed red lines correspond to the limit of harmonic resolvability at the lower

edge of each band (2.625 harmonicg)QThe highetrate IRNs within each band contai
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some resolved harmonics, while the lowate IRNs are completely unresolved

throughout each band. The hiffiequency band is the subject of this study.

2. Procedure

For IRN rates of 106.07 and 150.00 Hz, gkgpth detection thresholds were
measured fogap durationsTyap equal to multiples of 2, 4, 8, 16, 32, and 64 times the
IRN delay,d. The modulatiordetection experiment was more difficult, requiring slower
modulation rates to achieve a good dynamic range of thresholds. Therefore, modulation
detection thresholds were measured for modulation peridgs)(equal to multiples of 6,
12, 24, 48, 96, 192, and 384 tinwksThe longesilnoq Usedfor the 106.07 and 150.0€Hz
IRNs were limited to 192 times the respectiyeas use of aTy.g = 384d would have
required a stimulus duration in excess ®fseconds to capture a single modulation cycle.
The stimulus durations were the same as those used in the previous chapter: 1.2068
seconds fothe gapdetectionexperiment and 1.8102 secondstfoe modulatiordetection
experiment This allowed for at least one complete modulation cycle at the slowest
modulation rate used in the experiment. Thresholds were measured using the same

adaptive staircase procedure as in Chapter 1.

3. Listeners

The same groumf 8 listenerswho participated inChapt er 106s expe
participatedin the current experimentsThe samesubset of 4 listeners (2 male and 2
female, aged between 24 and 27 years) participated in thdegaqtion experiment, and
the other subset of 4 listenef® male and 2 female, aged between 25 and 30 years)
participated in the modulatietletection experiment, one of wim was the authorthe

others were paid faheir services at an hdyirate.
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B. Results
1. Measurements and interim discussion

Thresholds raasured in the current study in the hfgdguency band (2.644.84
kHz) are shown in Fig. 2. TMTFs for the loweate IRNs in the higfirequency region
exhibited a similar bandpass characteristic as for the {oaterlRNs in the lowirequency
region (masured in Chapter 1), because the periodicity of the lowest modulation rates
used approached the duration of the stimulus (for a detailed discussion, refer to Chapter 1).
As in Chapter 1, the asymptotic thresholds in the Hfighuency region TMTFs that dli
not exhibit the bandpass characteristic were equal for IRNs of different rate, which again
suggests that sensitivity is not dependent on IRN rate.

In Chapter 1, both TMTF and gap thresholds scaled to a single function when gap
and modulation rates wereomnalized byd. The same also happened for thresholds
measured in the current study (rigignd panels of Figs. 2 and 3), suggesting that the time
constants of pitch perception also scale with pitch value in thefteghency band.
Importantly, as for théw-frequency region, the scaling of thresholds was independent of
the harmonic resolvability of the stimuli, suggesting that the pitch of both resolved and
unresolved stimuli are extracted using a common integration window in the high
frequency band.

In the current experiment, all listeners were able to obtain thresholds for the lower
rate 106.07 and 150.0Hz IRNs. However, when the gap duration wak they were
unable to perform the task for the 300.G0hd 424.26Hz IRNs. Thus, listeners were
unableto detect gaps much smaller than ~10 ms (4/424.26=9.43 ms), suggesting that
while time constants generally appear to scale wijthhthere is an absolute minimum

integration time. An absolute minimum neural integration time associated with the pitch
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extracton mechanism has also been suggested by Wiegrebe (2001). Furthermore, the
absolute minimum integration time may depend on the spectral band, as listeners were
readily able to detect gap durations af for the 150.06Hz IRN in the lowfrequency
band (1/1586.7 ms).

To enable comparison between the {maquency region data measured in Chapter
1 and the highirequency region data measured in the current study, thresholds from each
study are plotted on the same axes in Fig. 4. Thresholds are only showe foghest
IRN rate used in each band to simplify the comparison. The highest IRN rates were
selected, as the associated TMTFs did not exhibit the artefactual bandpass characteristic.
Thresholds from each frequency band were clearly different at €gstad and Tyay/d. No
asymptotes were observed in the scaleddgpction data; therefore, the differences in
thresholds measured between bands could be a vertical separation, suggesting a sensitivity
difference, or a horizontal separation, suggesting agratien time difference, or even a
combination of the two. However, asymptotes were observed in the scaled TMTF data
from each band. The asymptotic thresholds between bands were similar, suggesting a
constant sensitivity across bands. Therefore, the diftas between data from each band
must be due to a difference in integration time constants. The asymptote in the high
frequency band data occurred at a lowgkd/d relative to the asymptote in the lew
frequency band data, suggesting that the integrétio® constants are longer in the high
frequency band. Therefore, the scalar fact
to dis dependent on the frequency region in which the stimuli are presented.

The time constants of the system as a whote b estimated directly from the
TMTF data. The higiirequency band TMTF shown in Fig. 4 crossed tiB3lown point
at approximatelyl ,o/d = 106.3(measuredy linear interpolation between neighbouring

points from thdowestthreshold: Todd =192). Byd i vi di ng,thevhalsue yof2 "q ¢
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be estimated a&6.92 in the higkirequency band. This is over three times larger than the
value of d=5. 44 -frdguencybandldath in Ghapter h €he slapes of the
roll-offs associated with the TMTHRa Fig. 4 (assessed through linear regression for the

highest 3 modulation rates) baimounted te-4 dB/octave.
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FIG. 2. Mean modulatiotdetection thresholds averaged across 5 listenaeftsere error

bars represent intelistener standard error. The kehand panelshows data plotted in the

same format as the original intensity TMTF measurements (Viemeister 1979), where the

abscissa is the modulation rate{fg in Hz and the ordinate ithe modulation indexat
threshold. Asterisks adjacent to some @f data points represent the number of listeners
who were unald to obtain a threshold in the respecta@nditions,which wasgenerally
the caseat higher modulation rates. The same data from thehkfid panels is shown in
the righthand panels, where ¢hordinate ighe modulation period normalised by the IRN

delay.As in Chapter 1,his showsthe scaling of threshosdwith pitch value.
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Fig. 2 The lefthand panels show gagetection data plotted with reversed axes in a

similar format to the TMTF data, allowing for easy comparison of results.
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FIG. 4. Thresholds from the highelRN rate used in each of Chapters 1 and 2, plotted
adjacent to one another to show the effect of listening reditean gap-detection
thresholdsare shown in the left panel, and mearodulationdetection thresholdsre

shown in the right panel.
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2. Stdistical analysis

The statistical significance of the results discussed above was tested by performing
linear mixedmodels analyses on both modulati@and gapdetection data in the high
frequency region measured in the current study. See Chapter 1séits ref a similar
analysis performed on the lefrequency band dat&or the modulatiofetection task, the
analysis was performed on factofs./d and IRN rate. For the gagetection task, the
analysis was performed on factdig,/d and IRN rate. The@pendent variable was mean
threstold for each participant in eaclondition.

There was a significant main effect Of,4/d in the modulation experiment
[F(6,60.054)=70.511, p<0.001] and ©fsy/d in the gap experiment [F(6,75)=510.092,
p<0.001]. There wer also significant interactions offnd/d with IRN rate
F(16,60.022)=5.597, p<0.001] affg,/d with IRN rate [F(16,75)=2.654, p=0.002]. The
main effect of IRN rate was significant for the g#gtection data [F(3,75)=34.462,
p<0.001], but not for the mothtion-detection data [F(3,60.043)=0.966, p=0.415].
Pairwise comparisons of IRN rate in the ghgiection data indicated that the main effect
was due to the thresholds for the 424k26conditions being significantly different to the
rest of the IRN ratef~(3,75)=5.599, p=0.002], while thresholds for all other IRN rates
were statistically indifferent. Pairwise comparisons of the interaction betWggd and
IRN rate show that the 42426 IRN was only significantly different fronall other
thresholds wan Tga/d = 8 [F(3,75)=17.282 , p<0.001]. Pairwise comparisongf/d
were all significantly different from one another, as werd all/d, with the exception of
the difference betweehn.dd = 96 andTno4/d = 192 [F(6, 60.006)=75.892, p=0.474]. This
was likely due to the bandpass characteristic exhibited by the-laweetRNs. To test this,
pairwise comparisons between IRN rate§ai/d = 192 were made. At this modulation

rate, 106.07and 150.0€Hz IRN thresholds were not significantly differentbel' 300 and
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424.26Hz IRN thresholds were not significantly different either, but both of the lower
rate IRN thresholds were significantly different from the higia¢e IRN thresholds
[F(3,60.006)=20.839, p<0.001]. Thresholds betw&gg/d = 96 andTm.dd = 192 were
significantly different for both of the higher rate IRNs: 300.00 Hz [F(6,60.036)=25.890,
p=0.033], 424.26 Hz [F(6,60.028)=40.723, p=0.001]. Thresholds betfggfd = 192
andTmodd = 384 werenot significantly different for either of the higr rate IRNs: 300.00

Hz [F(6,60.036)=25.890, p=0.304], 424.26 Hz [F(6,60.028)=40.723, p=0.886]. This
analysis suggests that TMTFs that did not exhibit the bandpass characteristic had reached
asymptote bylmodd = 192.

To investigate the significance ofetllifference between higland lowfrequency
bands, another two linear mix@dodels analyses were performed separately for
modulation and gapdetection data across both spectral bands (data from both the current
study and from Chapter 1). This revealesignificant main effect of frequency band for
both the gagletection experiments [F(1,147)=216.177, p<0.001] and the modulation

detection experiments [F(1,111.017)=52.205, p<0.001].

C. Modelling
1. Time constants othe leaky-integration windovws

In the pevious chaptelan aiditory model of temporal pitcéxtractionwasused to
simultaneously predict both gapnd modulatiordetection thresholdsThe fit produced
was reasonably accurate when the time constants used in thenesgation process
scaledwith the IRN delayd, by a factord. Like in the lowfrequency band companion
study, no significant effect of harmonic resolvability was observed in the current high
frequency band study; therefore, it was presumed that a similar temporagxtitabtion

model would be able to account for the current data. Howegwalues derived from the
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TMTF results were substantially different between the two listening regions, and so in the
simulations presented here, independent values fof each frequency bandgere free
parameters in the fitting process.

The model used was almost identical to that presented in Chapter 1. The first stage
of the peripheral model consisted of a broad bandpass filter to simulate the frequency
transfer of the outer and middle eahid filter was a secondrder Butterworth filter with
a passband between 0.45 and 8 kHz. To simulate the frequency decomposition of the
cochlea, the signal was muliand filtered using a 36hannel gammatone filter bank with
frequencies evenly distributexh the ERB scale between 0.2 and 8 kHz. To simulate the
mechanicato-neural transduction performed by the inner hair cells and intensity
compression, the signal from each output of the gammatone filter bank wasgakialf
rectified and compressed usindogarithmic compression scheme. The resulting multi
channel probability of neural firing is referred to as the neural activity pattern (NAP).
Normally at this stage, the signal would be lowpglssred to simulate the phasecking
limitation of neural tansduction. However, it was noticed that the lowpass filter had a
dramatic effect on modelling the differences between the dm highfrequency regions
and was thus omitted at first. The implications of a simulated ghekimg limitation are
discussedn a separate analysis in the current chapter. The NAP was then used to calculate
the simulated internal estimate of instantaneous temporal reguRit$ap), using the
methods described in Chapter 1.

The decision statistid), was then calculated aset maximum oR(hIyap) minus
the minimum ofR(hIyap) in response to the stimulus. To simplify the modelling process,
thresholds were simulated for the limited data set shown in Fig. 4. To sample the range of
listener thresholds, pitepap stimuli were gemated with gap depths ranging fro82 dB

to 0 dB in 8dB steps. Pitcimodulation stimuli were created with modulation indices
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ranging from-20 to O dB in EdB steps. For each experimental conditidrwas calculated
as a function of either gap depth orduntation index. Threshold was defined as the SMR
at whichD reached a criterion leveG, and this criterion was the main parameter in the
fitting process. Both gap and modulation thresholds were fitted simultaneously, with a
fixed value ofC, and C was tbn varied to findhe valuethat minimized the roemean
squared (RMS) deviation between the simulated and observed thresholds. This fitting
process was repeated using 2 free parametersi( n  +tahdehighfrequency bands) to
find the combination of| that best described the results. A ranfid from 1 to 9 was used
in the lowfrequency band, while a rangedfrom 1 to 39 was used in the hifilequency
band.

The results of the fiitng pr ocess are shown in Fig.
gave the minimum RMS deviation between listener data and predicted thresholds were 7
in the lowfrequency band and 28 in the hiffequency band. These values were slightly
larger than those pdected directly from the TMTF measurements. This was because
TMTF and gapdetection thresholds were fitted simultaneously and the absence of an
asymptote in the gagetection data forced the model to use longer time constants than
would be predicted bas@h the TMTF data alone to obtain a reasonable fit (for a detailed
discussion refer to Chapter 1). The data suggested that the auditory system is equally
sensitive to changes imls, irrespective of the listening region in which the stimuli are
presented. e current analysis demonstrated that when the pbekiag filter was
disabled, the model was also equally sensitive to changédsinirrespective of the
listening region in which the stimuli were presented. Furthermore, the model was able to

predict he higher sensitivity to gaps s compared to modulations Iris,
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FIG. 5. The lefthand panel shows contour plot of the RMS deviatidsetween the
predicted and measuredtresholds of the data shown in F&.Theabscissashows high
frequency band, theordinateshows lowfrequency band, and theshading shows RMS
deviation between simulated and measured threshueltsre darker shading represents
lower error. Numbers adjacent to contour bands represent the maxii@ndeviation in
dBwithiheachb ounded region. The 6+06 symbol denot
bandd = 7, high bandd = 29). The model predictions when using the lsestbination of

d are displayed in the righhand panel(filed symbols), superimposed upon the listener
data (@en symbols) from Figl. Squares and circles represent loand highfrequency
band data predictionsespectively. As in Chapter 1g§d and T.4/d are plotted on a
logarithmic scale to enabléhresholds from both experiments to be shown on the same

axes. The ordinate shows gagetection thresholds in dB.

2. Implications of a simulated phasecking limitation
The phasdocking filter was disabled in the simplified model presented in the
previous analysis. The aim of the current analysis was to akgesHdcts of a simulated

phaselocking filter on thehlyap in response to the gap stimuli used in the current study.
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For this, the signal within each channel of the NAP was processedByaiér lowpass

filter, and hlyap was then calculated from thegomessed NAP. The effects of filters with
cutoff frequencies of 3.0 kHz and 1.2 kHz were tested and compate4owhen no

phase locking filter was used. Fig. 6 shows tRén1yap) of gap stimuli with gap depths of

0 dB and gap durations ofl4presentedn both low and highfrequency listening regions.

For demonstrative purposes, a fixed value
was to ensure that the time constants of the integration windows were small relative to the
gap durations and sbé effect of the phadecking filter was not confused with the effect

of integration. When the phasecking filter was disabled, the gap depthsR{hlyap)

were equal in stimuli presented in both of thed@mnd highfrequency bands. When the
phaselocking filter had a lenient cutoff of 3.0 kHz, the gap depthR(nlyap) in stimuli
presented in highand lowfrequency regions were both reduced. However, the gap depth
in R(hlyap) in the highfrequency region stimulus was reduced more compared to that in
the low-frequency region stimulus. When the phéseking filter had a more realistic
cutoff of 1.2 kHz, the gap depth R(hIyap) in response to the higinequency listening
region stimulus wagreatly reduced relative to that of thew-frequency listenig region
stimulus.

In order to understand why the gap depths were reduced by the introduction of the
phaselocking filter, summary autocorrelograms of the NAP in response to regular (no
gap) IRNs from the lowand highfrequency bands were compared (Fig.The summary
autocorrelograms were generated by subjecting each channel of the NAP to an
autocorrelation integrated across the entire stimulus duration, then averaging the resulting
autocorrelograms across channels and normalizing the mean autocometogm@move
level information. The height of the peaks in the autocorrelograms calculated from the

NAP, Hlyap, Were relatively unaffected by changes in the plhaskng filter cutoff
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frequency; however, the background levels at lags between the peakshiglee
dependent on the cutoff frequency of the pHasking filter. In particular, the
background levels of the highequency band stimuli increased more than the background
levels of the lowfrequency band when the cutoff of the phbsking filter was lowered.
The peakto-background ratios of the autocorrelograms of the unmodulated IRNs shown in
Fig. 7 dictated the maximum dynamic range of R lyap) of the modulated IRNs. The
values ofR(hInap) sShown in the gap regions in Fig. 6 were equal tabtdekground levels
of the respective autocorrelograms shown in Fig. 7. Therefore, the higher the background
level in the autocorrelogram, the less sensitive the model is to modulatiohks in

The background levels of autocorrelograms are determined biyntdraction of
the halfwave rectification and lowpasdtering processes involved in the neural
transduction stage. Halfave rectification of the basilanembrane motion removes the
negative portions of the carrier signal, shifting the mean from peeopositive value. In
the frequency domain, this positivedhifted mean manifests itself as a Fourier component
at 0 Hz, referred to as a direairrent (DC) offset. In an autocorrelogram, the DC
component manifests itself as an increased baseline atwrelacross all lags. The
lowpass phastocking filter attenuates the high&requency carrierelated information
present in highHrequency channels more than the lovreguency carrierelated
information present in lovirequency channels. The DC conmgmt within each band,
however, is unaffected by the lowpass filtering. Therefore, the-foelaickground ratio in
autocorrelograms of tonal stimuli in higher frequency channels is less than thtopeak
background ratio in autocorrelograms in lower freqechannels.

The effect of the phadecking filter on predicted thresholds can be seen in Fig. 8.
Thevalueoff was set t-andfighfrequencybands, dnd the phdseking

filter cutoff frequency was varied. The predicted modulation or gap rate at which
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performance reached asymptote was det er mi
stimuli in both spectral bands, irrespective of the cutoff frequency of the fbelsag

filter. When the phaskcking filter was disabled, predicted thresholds from -l@amd
high-frequency bands were almost identical at equal modulation and gap rates. As the
cutoff frequency of the phadecking filter was reduced, the thresholds predicted for the
high-frequency band stimuli increased relative to the thresholds for thdrégwency

band stimuli. Therefore, the phaeeking limit changed the relative sensitivity tfe

model to modulations ihls between bands.
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FIG. 6. Each panel shows the temporal centrdR@ilyap) in response to highand low
frequency band stimuli. Solid lines are an averaged response to 1000 presentations of a
150-Hz IRN filtered into thedw-frequency band, whereg,/d = 4. Dashed lines show the
same, but in response 424.26 Hz IRNSs filtered into the higlequency bandeach panel

shows data for different phasecking filter cutoff frequenciesThe integration time
constant used was gkgible in comparison to the gap durations so as not to affect the

dynamic range of the gaps.
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FIG. 7. Autocorrelograms of the NAR response to nmodulatedversions of the IRNs
used to generat&ig. 6. These are shown because the background levativelto the

peak level of the autocorrelograms of the unmodulated stimulus is indicative of the gap
depth in the gap stimulu$he peak and background levels of each SACF match the peak
and gapdeptts shown in the respecti®®(hlyap) shown inFig. 6. Theautocorrelograms
presented here were calculated over the entire stimulus duration of very long IRNs
(10003. The lefthand panel shows normalizexitocorrelogramsin response to low
frequencyband 156Hz IRNswhen the phaskcking filter waseither disabked or was
enabled with cutoff frequencie$ 3.0 and 1.2 kHz. The rightand panel shows the same

for 424.26Hz IRNSs filtered into the higirequency band.
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FIG. 8. Predictions from a modified version of the model used previobgly %), whered

was set to 7 in both lowand highfrequency bands to isolate the effects of the phase
locking filter. Model predictions are shown superimposed upon the listener data
(originally shown in Fig. 9, where each panel shows predictions using a differerdgoha

locking filter cutoff frequency.

The phasdocking limitation imposed a sensitivity difference between predictions
of thresholds for both lowand highfrequency band stimulHowever, listeners were
equally sensitive to modulations g, irrespectie of the spectral band in which the
stimuli were presented. Therefore, some form of neural compensation mechanism may be
responsible for equalizing the internal representations of modulation and gap depths across
frequency regions. Yost (1996) showed thia perceived pitch strength of Rijpe
stimuli are monotonically related to the height of the peak occurring at the shortest non
zero lag,H1s, after being subjected to an autocorrelation. Yost (1996) suggested that the
function relatingH1s to pitch stength is expansive, whekedetermines the amount of

expansion.
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The same kind of expansive function could be used to equalize the simulated internal
(h1vap) representations of the gap depths between listening redibaseffectiveness of

this expansive nonlinearity in equalizing gap depths is shown in Fig. 9. The upper panel
shows the difference between théyap gap depths in lowand highfrequency band
stimuli as a function ok, where the parameter is the cutadduency of the phadecking

filter. At a supposedly more realistic cutoff frequerie$.2 kHz), the values dfrequired

to equalize the gap depths are large (6.4), and thus have rather severeuipput

functions, as shown in the lower panel of Fig. 9
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FIG. 9. The upper panel shows the mean difference between the depth of the gaps in high
and lowfrequency bandR(hlvap) (Fig. 6) after being passed through the expansive
nonlinearity (Eqn. 1) as a function of the expansive constant, k. The paraséber
phase locking filter cutoff (shown by the legend in lower panel). As the cutoff frequency of
the phasdocking filter is lowered, a greater k is required to eqmalthe depth of the

gaps. The lower panel shows the inputput relationship of th@onlinearity for each
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phaselocking cutoff when the k is us#tht produces the minimum gajepth difference

between lowand highband stimuli.

[ll. EXPERIMENT 2: MEASUREMENT OF THE TEMPORAL RESOLUTION OF
PITCH PERCEPTION OVER A RANGE OF FREQUENCY REGIO NS
A. Rationale

Taken together, results from Experiment 1 in the current study and results from
Chapter 1 suggested that the time constants associated with neural pitch extraction scale
with the interval of temporal regularity within the stimulus and &by according to the
listening region in which the stimuli are presented. However, data from the two frequency
bands used so far did not provide enough information to predicr an arbitrary
frequency band. The aim of the current experiment was toureetiee temporal resolution
of pitch extraction over a range of frequency regions in order to gain a better picture of
how d varies as a function of frequency band.

Singlevalue measures of temporal resolution are generally less informative than
more thoraigh experimental paradigms, such as measurement of TMTFs, because the
sensitivity of the system cannot be disambiguated from the temporal smoothing imposed
by integration(Buunen and van Valkenburg, 197%owever, if one knows priori that
the system isequally sensitive across the parameter space to changes in the stimulus
attribute of interest, then singl@lue measures are a much faster way of obtaining
estimates of temporal resolution, because a single threshold is sufficient for each condition
undertest, as opposed to the multitude of thresholds required for a TMTF. In the current
case, it is known that sensitivity is the same, because thresholds measured in the
asymptotic regions of both lewand highfrequency band TMTFs were the same.

Therefore,the scaling of integration times could be rapidly estimated by measuring the
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shortest detectable gap in the temporal regularity of a-baited IRN stimulus as a
function of centre frequency. Increasing the centre frequency of alibaitetl IRN
stimulusreduces its harmonic resolvability; however, this was not an issue, as no effects
of harmonic resolvability were observed in either the-dejection data measured imet

current study or in the gagetection data presented in Chapter 1.

B. Methods
1. Simuli

IRN stimuli were generated with a rate of 125 Hz aw®. The stimuli were
filtered into kHz-wide bands using a"®order Butterworth filter, and thresholds were
measured at centre frequencies of 0.5, 0.75, 1, 1.5, 2.5, and 3.5 kHz. Stimul024rasl
in duration, presented at a level of 65m dB SPL, and were gated on and off waith 16
cosinesquared ramps. Stimuli were presented in a continuous noise to mask audible
distortion products below the stimulus passband. This noise was lofilpassl at 0.5
octaves below the lower cutoff frequency of the stimulus, prior to which the noise was
filtered in the spectral domain so as to produce a roughly constant excitation level of 30

dB SPL per equivalent rectangular bandwidth.

2. Procedure

Each trialconsisted of two observation intervals, which were separated bynS00
gaps. One interval contained an IRN with a gaplg while the other interval contained
an I RN with no gap. The | istenerso6 task
Intervds were presented in a random order within each trial. In the target int¢heatsap
was positioned symmetrically around the temporal eeoitrthe stimulus.An adaptive

staircase technique was used to measure thresholds where the adaptive paranieter was
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duration of the gap. At the beginning of each threshold run, the gap duration was much
longer than the anticipated detection threshold. The gap duration was decreased after three
consecutive correct responses and increased after each incorrectee$pensitio for the
increments and decrements in gap duration was 2 for the first reversal in level, 1.5 for the
second reversal, and 1.25 for the remainder of the 10 reversals that made up each threshold
run. The last 8 reversals of the gap duration wggemetrically averaged to obtain a
threshold estimate for each run. Three threshold runs were conducted for each participant

per stimulus condition using a countmlanced design to eliminate training effects.

3. Listeners
A total of 5 listeners 8 mde and 2 female, aged between &1 33 years)

participated in Experiment 2. Listeners met the same criteria as outlined in Experiment 1.

C. Results

The results of this experiment are shown in Fig. 10. When plotted dodaaxes,
the threshold pattern sembles an inverted lowpass filter function. Mean thresholds
increased with increasing listening region from around 4 ms when the stimulus contained
frequencies between 0 and 1 kHz, to just over 50 ms when the stimulus contained
frequencies between 3 andkMiz. Integration time constants cannot be directly derived
from the data presented in Fig. 10. However, the-djaption thresholds can be
considered proportional to the neural integration time constants in those listening regions,
as no frequencyegiondependent differences in sensitivity were observed in the TMTF
data.

The statistical significance of these results was tested using a repesdedres

ANOVA performed on the factor centre frequency, from which a significant main effect
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of centre frequenc was observed [F(5,20)=46.346, p<0.001]. Pairwise comparisons
between thresholds at consecutive centre frequencies showed that while differences
between thresholds for stimuli presented in bands centred at 0.50 and 0.75 and also 0.75
and 1.00 kHz wereat significantly different, thresholds for stimuli presented in bands
centred at 0.50 and 1.00 were significantly different [F(5,20)=46.346, p=0.025].
Thresholds for stimuli presented in bands centred at 1.00 kHz and above were all
significantly different(between 1.00 and 1.50 kHz [F(5,20)=46.346, p<0.001], between
1.50 and 2.50 [F(5,20)=46.346, p=0.014], and between 2.50 and 3.50 [F(5,20)=46.346,
p=0.027]).

To characterize the rebff of the significantly different thresholds at consecutive
centre fequencies between 1.00 and 3.50 kHz, ddggegression was performed on the
mean dataThe functiondescribing the rolbff of the lowpass filter relativéhe centre
frequency of the band in which the stimulus was presentedias best approximated by
7.60cf 1% the rejection rate of which can be quantified as 9.4 dB per octave or 31.2 dB

per decade.
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FIG. 10. Thresholds for the shortest detectable gapemporal regularity inan IRNO
(d=8, n=8), averaged across the 5 listeners ghatted asa function of centre frequency.

A regression line is also plotted between centre frequencies between 1.00 and 3.50 kHz.
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Error bars represent intelistenerstandarderror. Square brackets grouping data points

show where the mean significance is differenhatd.05 level (*) and the 0.01 level (**)

IV.DISCUSSION

As in Chapter 1, the harmonic resolvability of the Kiglguency band stimuli
used in the current study appeared to have no effect on the temporal resolution of pitch
extraction. Again, like in Gapter 1, this suggests that pitch is extracted by a temporal
mechanism, even though the TFS information would be expected to be degraded in the
high-frequency band used. Alternatively, the lack of resolvability effect suggests that
spectral and temporaltph- extraction mechanisms share common or functionally similar
integration processes.

Results from the current study suggest that the q@kttaction mechanism uses far
longer integration windows in higher frequency regions compared to lower frequency
regions. This means that the system loses temporal acuity and rapid changes in temporal
regularity become | ess detectable in highel
the highfrequency band TMTFs measured in the current study was 17. However, the
pitch-discrimination data of White and Plack (2003) measured in a similar frequency
region (2.75 to 3.75 kHz) suggested that pitch information was only integrated over ~10
stimulus cycles. This seeming paradox is investigated in detail in Chapter 4.

The aymptotic thresholds in TMTF measurements reveal the sensitivity of the
system to the modulations Irls. The asymptotic thresholds of the TMTF measurements
made in the current study (which were not confounded by the bandpass characteristic)
were approximiely -14dB. Therefore, the sensitivity of the auditory system to
modulations inhls was not affected by the repetition rate of the stimulus. Moreover, the

asymptotic thresholds in the TMTFs measured in Chapters 1 and 2 were very similar,
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suggesting that #h sensitivity of the system to modulations htis was equal in both
spectral bands.

The autocorrelatiobased pitckextraction model presented in the current study
was successfully able to simulate the observed loss of temporal acuity in the high
frequeny data measured in the current chapter relative to thefrEyuency data
measured in Chapter 1. This was achieved by using larger integration time constants in the
higher frequency channels of the model. However, the autocorrelzs®d model
predictedthat the system would be less sensitive to modulationslgnin the high
frequency band. This was attributed to the interaction of thewlé rectification and
lowpass filtering used to simulate neural transduction. To compensate for this loss of
sensiivity, a fix was suggested, whereby the simulated internal representation of pitch
strength was passed through an expansive function before the decision mechanism.
However, in order to minimize sensitivity differences between spectral bands, this
expansie function needed to be rather sevdee6(4) in comparison to that known to
relateH1sto the perceived pitch strength associated with IRN stimuli (kf&l1ggrebe et
al., 1998) The implementation of the expansive function in a neural model of pitch
strength is investigated in more detail in Chapter 3.

The final experiment in the current chapter measured the temporal resolution of
pitch extraction over a wide range of freqt
with frequency band. The meanékhold pattern measured in Experiment 2 resembled an
inverted lowpass filter with a cutoff in the region of 1.00 kHz with a rejection rate
somewhere between that of & &nd 2%order filter. Phaséocking accuracy in humans
has been inferred from behaural studies measuring the upper frequency limit for
interaural phaseifference (IPD) detectioiGarner and Wertheimer, 1951, Ross et al.,

2007, Schiano and Trahiotis, 1985, Zwislocki and Feldman, 198&¢h has generally
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been shown to be between 1ridal.3 kHz. The phadecking limitations of the neural
transduction process are commonly modelled a&-ar@ler lowpass filter with a cutoff
around 1.2 kHz. Therefore, the gdptection data may reflect the system using longer
integration times to compsate for the progressive loss of hifghelity temporal fine
structure information towards higher frequency regions. This novel behavioural task may
be an effective method for monaural quantification of the breakdown of phase locking in
humans. Furthermoreghe data suggests that while the degraded TFS available in high
frequency channels may be of little use for IPD detection, it can still be integrated and

utilized for pitch extraction.
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Chapter 3

The temporal resolution of pitch perception Ill: Effects of pitch strength
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[. INTRODUCTION

In Chapters 1 and 2, the temporal resolution of the auditory system was measured
in response to changes in the instantaneous temporal regularity within the stimulus. For
this, a novel stimulus based on iteratgoble noise (IRN) was used that alledithe
instantaneous temporal regulayityls, to be changed over time. This new stimulus
enabled measurement of pitdbmain gapdetection thresholds and temporal modulation
transfer functions (TMTFs). TMTFs are a peularly useful measure of temporal acuity,
as the sensitivity of the system to the modulations can be disentangled from the temporal
smoothing effects imposed by peripheral and neural integration proq&4seister,

1979)

Results fromChapters 1 an@ showed that the system was equally sensitive to
modulations inhls, irrespective of the rate of the IRN stimulus. This finding was
unexpected as temporal models of pitch generally apply a function that weights the
autocorrelogram less and less towdalgger lags, and this would imply that the system
should be less sensitive to modulationtilgat lower IRN rates. However, this weighting
function was based on the results of pitettue discrimination tasks measuring resolution
towards the lower limiof pitch. Furthermore, results from magnitudeestimation task
(Fasti, 1988)showed that thesubjective pitch strengthof an IRN stimulus waslso
dependent on the rate of the stimulus. Again, this would imply that the system should be
less sensitive to odulations inhls at lower IRN rates. However, none of these tasks
measured the sensitivity of the system to changes in pitch strength as was measured in
Chapters 1 and 2.

Comparison of results from Chapters 1 and 2, in which stimuli were presented in
low- and highfrequency regions, revealed that the systeas equally sensitive to

modulations in temporal regularity, irrespective of lisening region in which the stimuli
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were presented. Studies using IRN stinmave shown that spectral peaks nenell 3to 5
dominate the percept of both pitch value and pitch streaggiociated with the stimuli

(Yost, 1982, Yost and Hill, 1978Jhe dominance measurements would suggest that lower
harmonics (and thus IRNs presented in lower frequency regions) elicgestrpich. This

would imply that the system should be less sensitive to modulatioh&sim stimuli
presented in higher frequency regions, but again, the dominance measurements are based
on subjective judgements of pitch strength.

Chapters 1 and 2 showdldat the pitchntegration time constants depend on the
pitch value of the stimuli, and pitch value is known to have an effect on the subjective
pitch strength of the stimuli. Comparison of results from Chapters 1 and 2 showed that the
integrationwindow time constants depend on the frequency region in which the stimuli
are presented and frequency region is also known to have an effect of subjective pitch
strength associated with the stimuli. The aim of the current study was to see whether the
time constats of pitch extraction depend on the subjective pitch strength of the stimulus
when the pitch strength is varied by changing the number of iteratipnsed in the IRN
circuit, rather than changing the frequency range in which the IRN stimuli are paksent

Results from this part of the study showed that thresholds are higher forripwer
but function shapes suggest that this difference is mainly a difference in sensitivity: lower
n translates to an overall lowells, and so, listeners would be expectegérform worse
under these conditions. However, when thresholds were plotted in uiits, dfiere was
still a sensitivity difference between thresholds for stimuli with diffenent

In an earlier studyyost et al. (1996) showed that the pitch strengtat listeners
asso@te with an IRN stimulus is monotonically related to the height of the -forster
peak in the autocorrelogram of the stimuld4s. In a subsequent study, Yq4096)used

a magnitudeestimation method to relate the perceived pitcéngth of IRNs to theiH1s
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andsuggested that pitch strengéirelated to an expanded representatioH xfWiegrebe

et al. (1998) compared the pitch strengtissociatedwith a rippled noise (RN) to a
repeateeperiod noise (RPN) stimulus with anls that was squarevave modulated
beween 0 and 1 at rates above the moduladietection thresholdAt these high
modulation rates, the RPN was perceived to have static pitch strength and a tonal quality
similar to that of the RN stimulus. HowevenetmodulatedRPN stimulus elicited greater

pitch strength than thenmodulatedRN stimulus, eve though both stimuli had an overall

H1ls of 0.5. This result was explained by assuming thaf is integrated after being
subjected to an expansive nonlinearity. Therefahe, average expandehlls of the
modulated stimulus was greater than that of the unmodulated stimulus. The results of the
current study could be modelled using this expansive function and time constants that
were independent of the subjective pitch stremggtthe stimulus. The second part of the
current study considers implications of cochlear compression on how expansion should be

modelled in a neural model of pitch strength.

II. METHODS
A. Stimuli

TMTF and gapdetection thresholds were measured usingrtbdified IRN circuit
presented in Chapter 1. The main parameter in this study was the average temporal
regularity of the stimuliH1s, which was adjusted by changing the number of iteratigns,
in the IRN circuit. Thresholds were measured for IRNs with 1, 2, 4, and 8. This
allowed for quantification of whether the time constants of pitch extraction are dependent
on the overalH1s of the stimulus. As in Chapters 1 and 2, harmonic resolvability of the
stimuli was an experimental parameter. As in Chraptethresholds were measured for

IRNSs filtered into a 2.kHz bandwidth with a centre frequency of 1188z using IRN
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rates of 53.05 Hz (unresolved) and 106.07 Hz (resolved). Stimuli were presented at a level
of 65 dB sound pressure level (SPL) and wexted on and off with Bns cosinesquared
ramps. Stimuli were presented in a continuous noise to mask audible distortion products

below the stimulus passband, using the same methods and equipment as in Chapter 1.

B. Procedure

Gapdepth thresholds were me@ed for gap durationsl{,,) equal to multiples of
1, 2, 4, 8, 16, 32, and 64 times each IRN detaylodulationdetection thresholds were
measured for modulation periodBy,g equal to multiples of 6, 12, 24, 48, and 96 times
each IRN rate. The stimududurations were 1.2068 seconds in the gap experiment and
1.8102 seconds in the modulation experiment as described in Chapter 1. This allowed for
at least one complete modulation cycle of the slowest modulation rate usedar@ap
modulationdetection threholds were measured using the adaptive procedure described in
Chapter 1; again, the adaptive parameter was the gap depth or modulation index defined in
terms of the IRN circuit gairg.

Informal listening revealed that pitedtrength fluctuations in son@ the shorter
Tgap @aNd Tmoq cONditions were not detectable when the number of iterations of the IRN was
less than 8, even when the depth of the modulation or gap was maximum (0 dB).
Therefore, if a listener was unable to detect a particular gap or modutate for a
certainn on more than 2 consecutive occasions, that condition (and any shg@gter

Tmod Was considered umeasurable for that individual and not tested again.

C. Listeners
A group of 8 listenerswho were different to those whaqartidpated in the

companion studiegarticipatedin the current experiments. One subset of 4 listeners (all
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female, aged between 23 and 26 years) participated in thdegaqtion experiment, and
the other subset of 4 listeners (2 male and 2 female, ageddye4 and 37 yearsne of
whom was the authg@rparticipated in the modulatiethetection experiment. Participants

were paid for their services at an hourly rael met the criteria outlined in Chapter 1

[l . RESULTS AND INTERIM DISCUSSION
A. Thresholds represented in terms of the adaptive parameteg

Average detection thresholds are shown in Fig. 1, where thresholds are plotted in
units of the adaptive parameter, gap depth, or modulation index defined in tegnsof
in Chapters 1 and 2, data aretpdd with axes reversed so that threshold patterns resemble
lowpass filter functions. The statistical significance of the observations was tested by
performing linear mixeanodels analyses on both modulatiand gapdetection data. For
the gapdetectiontak, the analysis was performed fattorsTgy,/d, IRN rate, anch. For
the modulatiordetection tds, the analysis was performed fattorsT.4/d, IRN rate, and
n. The dependent variable was the mean average threshold for each participant in each
condiion. Thresholds were significantly higher at shorter gap durations, as shown by the
significant main effect offya/d [F(6,93.046)=142.240, p<0.001]. Similarly, thresholds
were significantly higher at greater modulation rates, as shown by the signifieamt
effect of Tnodd [F(4,65.043)=54.996, p<0.001]. Only the best performing listeners were
able to obtain thresholds for the shortest gaps and highest modulation rates measured.
Asterisks adjacent to some data points in each panel denote the numb&nefd who
were unable to obtain a threshold in those conditions. The modulation detection task
wheren=1 and the IRN rate was 53.03 Hz was so difficult that no listeners were able to
obtain a threshold, even at the slowest modulation rates attempézd. Wdis a significant

main effect ofn for both the gap[F(3,93.025)=249.027, p<0.001] and modulation
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detection experiments [F(3,65.014)=95.711, p<0.001], inistankrs were able to obtain
lower thresholds fotRNs with greatern at equal modulatiomates and gap durations.
However, the threshold patterns look similar for IRNs with differgrsiuggesting that the
observed differences are mainly due to differences in sensitivity rather than differences in
integration time. The pitch strength asscmibtvith an IRN is monotonically related to its
H1s, and IRNs with lowen have an overall lowdd1s. This means that the dynamic range

of the modulations and gaps in termshag is lower for stimuli with lowem; therefore,
listeners would be expected perform worse. In the next analysis, thresholds are plotted

in terms ofhls.
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FIG. 1. Experimental resultswhere thresholds are plotted in terms of the adaptive
parameter, g. Thresholds asveraged across 4 listeners, where the error bars represent
inter-listener standard errorUpper panels show gaghetection results, where tloedinate

is the gap duratior{Tgap) Normalized by the IRN delay, ldower panels show modulation
detection results, where the abscisgsahe modulation perio@T.9 normalizedby the

IRN delay, dTheaxesare reversedn each caseo that the TMTF results resemble fow
pass filter functions. Leftand panels show thresholds for unresolved (UR) IRNs, and
right-hand panels show thresholds for resolved (R) IRKs. parameter inach panel is

n. Asterisls adjacent to somdata points represent the number of listeners who were

unable to obtain a threshold in those conditions.
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B. Thresholds represented in terms ohls
The instantaneoulls associated with the stimulus at a givesinp in time,t, is

related tog andn by Eqgn. 1.

hi(t) = n%l g(t) (EQN. 1.)

Therefore, a gapepth threshold in terms of gp, can be converted to dris gapdepth
threshold,hlsp, by calculating the difference in between tiik outside and whin the
region of the gap, as shown by Eqn. 2.

n
hlg, =——-- EQON. 2.
o= 0 (EQN 2)

Similarly, a modulation index threshold in terms gfgmn, can be converted to drils
modulation index thresholdils,, by calculating the difference in between tilg at the
peaks and minima of the modulations, as shown by Eqgn. 3.

n
M, =—. EON. 3.
Sm n-l-l gm ( )

Fig. 2. shows the listener thresholds converted into unithkf. The statistical
significance of the observations was tested once more using the adabibed above,
but where the dependent variable was the mean threshold for each participant in each
condition in units ofhls. While the functions for differenh look more compressed
relative to each other compared to when thresholds were plottedria tég (Fig. 1.),
there was still a highly significant main effect of in both the gajgletection
[F(3,93.025)=134.176, p<0.001] and modulatde®iection [F(3,65.014)=13.870,

p<0.001] tasks.
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FIG. 2. Data from Fig. 1. plotted in hlunits. Again, lhe upper panels skothe gap

detection thresholdg.he lower panels show tineodulationdetection thresholds.

C. Thresholds represented in terms oE(hls)

When thresholds were converted into units hdk, the sensitivity difference
between stimuli with dferentn was still presentThis could suggestthat the expansive
relationship betweerH1ls and pitch strength (Yost 1996) also applieslta st ener s 6
sensitivity to modulations ihls over time. To see if such an expansive function is able to
eliminate theobserved effect of, thresholds were converted into expanddd units,
E(hls). The expansive function useH, is defined by Eqn. 4, where the constdaqt,

determines the expansiveness.

10€Ms —1

"M)="

(EQN. 4.)

Therefore, a gapepth threBold in terms ofg, go, (as plotted in Fig. 1.A) can be

converted to a gagepth threshold in terms &{(hls) units E(hls), by calculating the
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difference between thig(hls) outside and within the region of the gap, as shown by Eqn.

5.

E(hl,) = E(ij— E(i -9, (EQN. 5)
n+1

Similarly, a modulation index threshold in termsgpfy,, (as plotted in Fig. 1.B) can be
converted to a modulation index threshold in termg(bfls), E(hlsy), by calculating the
difference in between thiehl at the peaks and thgh1l at the minima of the modulations,

as shown by Eqn. 6.

B n _1+gm B n .1—gm
E(hlsm)_E[nJrl > J E(n+1 > j (EQN. 6.)

The effectiveness of the expansive function at minimizing sensitivity differences
between thresholds for stimuli with differemwvas determined by calculatinige sum of
the variance between thresholds at each modulation or gap rate as a funktieardhis,
individual mean thresholds for each listener were convertedEiidy) units using values
of k spaced linearly between 0.2 and 2.0 in steps of 0.1. For each ofakjeE(hls)
thresholds were averaged across listeners to give a B{pag) threshold, which was then
converted into dB. The standard deviation of the mean thresholds in response to stimuli
with differentn at eachly,y/d and eaciTmo/d was summedbo give an error score for each
value ofk. Results of this analysis are shown in Fig. 3. The overall error score when
averaged across both IRN rate and task was lowest ktiep.

Examined separately, the error scores for thedgdection data (circles) hadell-
defined minima occurring &é=1.2, whereas the minima for the TMTF data (squares)
occurred at lower values &fand were not so wetlefined. Compared to the gaptection
experiment, listeners reported that the modulatietection experiment was neor

difficult, and the inteilistener error in the modulatiesietection thresholds was higher
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than that in the gagetection thresholds, on average. Therefore, the moduldgi@ction

data was less useful for definikg
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FIG. 3. Themeanof the standardaleviation of thresholds for each.d/d and each Jay/d

after being processed by the expansive nonlinearity as a function of the expansive
constant, k, used in Eqn. 2. This is shown separately for each IRN rate in betingap
modulationdetectiontasks. The mean oftandard deviation across all experiments is also

displayed.

Using the best value &&1.2, threshold patterns from both gagnd modulation
detection tasks in units &f(hls) are shown in Fig. 4. Plotting gajetection thresholds in
terms ofE(hls) accounts for almost all of the sensitivity differences between thresholds in
response to stimuli with differemt The statistical significance of observations was tested
once more by performing linear mix@dodels analyses. The dependent variads the
mean threshold for each participant in each condition in unitS(lofs). For the gap
detection data, only the main effect @f,/d remained significant. Therefore, the
expansive function was able to account for the main effectotiserved whethresholds
were represented in units gfandhls. For the modulatioetection data, the main effect

of n was still significant at the 0.05 level [F(3,65.014)=4.020, p=0.011]. There was no
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significant interaction between IRN rate amdF(2,64.997)=0.86, p=0.426 indicating
thatthe effect on was similar for both rates.

Careful inspection of the TMTF data in Fig. 4 suggested that the expansive
function could account for sensitivity differences between thresholds in theffroll
regions, butnot the asymptotic regions of the TMTF&airwise comparisons between
thresholds at eachy./d revealed that thresholds were insignificantlyTat/d<48. At
Tmodd=48 thresholds were significantly differeff(3,64.994)=5.658, p=0.0p2and at
Tmodd=96 threshiwls were significantly different(3,64.994)=11.641, p<0.0P1n fact,
the expansion overcompensated for the sensitivity differences in the asymptotic region,
probably because performance was limited more by the stimulus duration tham tys
region. However, the gapetection data strongly suggests that the internal decision

mechanism is based on an expanded representatids. of
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FIG. 4. Threshotls are converted int&(hls) units where k=12. The upper panels (A)
showv the gapdetection thresblds. The lower panels (B) show tmeodulationdetection

thresholds.

IV. TOWARDS AN IMPROVED TEMPORAL MODEL OF PITCH STRENGTH

Data from the current study suggests that our sensitivity to modulations in
temporal regularity is based on the expanded instantss temporal regularity of the
signal,E(hls), wherek=1.2. Similarly, Yost (1996) has shown that the pitch strength that
listeners associate with IRNs is proportionaEitils). However, the model presented in
Chapter 2 showed that simulated nonline@rcpsses in the auditory periphery increased
the baseline correlation in the autocorrelogram of the NAP and so theounput (I/O)
function relatinghlsto hlyap was compressive.

The autocorrelogram of the NAP in response to a stimulus can be usethtihyqu
the maximum dynamic range of fluctuationshitaap because, theoretically, tidyap of a

modulated stimulus is bounded by thdlyap and the background level of the
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autocorrelogram of an unmodulated stimulus (for a detailed discussion, refer t@rChap
2). To illustrate the output of this model, autocorrelograms of the NAP were generated for
106.07#Hz IRNs. The autocorrelograms are shown in Fig. 5, where the parameter is the
phaselocking cutoff frequency. As described in Chapter 2, thekpamund levels of the
autocorrelograms increase relative to the pétlg r) when the cutoff frequency of the
phaselocking filter is lowered. To quantify the compressive relationship betwg&eand
hinap I/O functions were generated where the parameter was #s®lpbking cutoff
frequency. For this, thélls of an IRN was adjusted in linear increments, from O to
maximum by incrementing in linear steps. Théllyap was then recorded for each value
of g. Comparison of the upper panels of Fig. 6 shows that theuliCtibns (righthand
panel) were bounded by the peak and background levels of their corresponding
autocorrelograms (lettand panel). As the phasecking cutoff frequency of the phase
locking filter was loweredH1yap Was compressed more and more relatovélls. Also
plotted in the righhand panel is the I/O function &(H1s), using the value of k=1.2
derived from the data measured in the current study. The I/O functions generated from the
NAPs were compressive, whereBéH1s) (on which the data measuten the current
study is thought to be based) is expansive.

The 1/0 functions generated from the NAPs were then subjected to the expansive
process (Egn. 4), and the RMS deviation between 1/O functions retétisty E(H1s) and
H1sto E(H1nap) Were ploted as a function dfin the lower panel of Fig. 5. As the phase
locking cutoff frequency was lowered, an increasingly higkewas required in the
expansive function to maR(H1nap) to E(H1s). Data from Experiment Il in Chapter 2
suggested that the phaseking cutoff frequency should be modelled using a value in the

region of 0.8 to 1.2 kHz. Use of a value in this range would require an exceptionally
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current study.
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Fig. 5. Parametric effects of phasecking filter cutoff frequency on the dynamic range of
hlyap. The uppetleft panel shows the loAgrm autocorrelation functions of the neural
activity patterns in response to an IRN with a rate of 106.07 Hz. Thesmentred on the
first peak of theautocorrelogramand the parameter is the cutoff frequency of the phase
locking filter. The upper righband panel shows the I/@nctionsrelating Hls to Hinyap

as g was varied between 0 anddnce again, the parameter the cutoff frequency of the
phaselocking filter. For referencethe I/Ofunctionrelating Hlsto E(H1s) where k=12 is
shown as asolid line in the same panelThe bottom panel shows the RMS difference
between thd/O functions after processing witaexpansive nonlinearityand E(H1s),
plotted as a function of k. Again, the parameter is the cutoff frequency of thelptidsg

filter.
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Models of the auditory periphery generally involve at least a simple, instantaneous
compression process to coarsedymulate cochlear compression. Compression is a
nonlinear process that is also likely to affect the relationship betiwgeandH1nap. The
aim of the current analysis is to consider the implications of cochlear compression on how
the expansive processahd be modelled in a neural model of pitch strength. This is done
by defining the relationship betweéiils and Hinap When using different compression
schemesThe compression schemes tested included a linear gammatone fikewitian
logarithmic (logg), powerlaw (x*?), and *® compression (where x represents the signal
within each channel). A dynamically compressive cochlear modelpdlezero filter
cascade (PZFQ)Valters, 201Q)was also used.

When using a linear filter b&ansuch as the gammatgneompression is often
applied as a simple instantaneous power law or logarithmic compression scheme, as
implemented in Chapters 1 and 2. More recent functional cochlear models, such as the
PZFC, provide compression in a dynamic and thus more realistinanaA block
diagram of the PZFC is shown in Fig. 6. The PZFC applies a variable gain to the signal
within each channel that results in a compressed output relative to its input. The adaptive
gain control (AGC) is temporally dynamic, reflecting the tinoerse of efferent feedback
processes that regulate the gain. The AGC is also mediated by activity in neighbouring
channels to account for twone suppression datéSachs and Kiang, 1968)The
parameters that govern the behaviour of the AGC were fittpdytchoacoustical notched

noise masking dat@lasberg and Moore, 2000)
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Fig. 6. Copy of Fig. 2.2 from Walters (2010), shown with permission. Flow diagram
illustrating the audiesignal and contrekignal paths within the PZFC cochlear model.
The input gynal cascades through each filter stage, where the gain associated with each
filter is mediated by an adaptive gain control mechanism. The adaptive gain is mediated

by both the signal within the associated channel and signals from neighbouring channels.

Before the effects of a specific compression scheme on temporal regularity can be
interpreted, one must first define how different compression schemes compress the level
of the input signals. For this, signal level I/O functions were generated by meatring
RMS output | evel of the model Okblzirprespanggh er al
to a sinusoidal input signal of corresponding frequency over a range of input levels. The
resulting level 1/0 functions from each compression scheme are plottieel ipper panel
of Fig.7. Plotting the derivative of the 1/0O functions with respect to input level (Fig. 7,
lower panel) providedhe compression ratio in terms dB outpu per dB input. Power
law compression gives a constant compression ratio etiB/8utput per idB input,
irrespective of input level. Similarly,' compression gives 148B output per 4B input,
irrespective of input level. In contrast, the compression ratios of both logarithmic and
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PZFC compression are levé¢pendent. The RMS levef the stimuli used in the current
study was 0.1. At this input level, the logarithmic compression has a very similar
compression ratio to the"& compression and the PZFC has a very similar compression
ratio to the powetaw scheme. This allowed testinfwhethercompression schemes with
similar compression ratios have similar effects ondbepressive relationship between

Hls andHlNAp.

Output in dB

GTFB: logjg(x) == GTFB: x'/2
06 —crFe: x'/8  —pzFC

AOutput/ Alnput

1 1 1
~60 —45 -30 15 0 15
Input in dB (re. 0.1)

FIG.7. Analysis of the compression characteristics used in the auditory model. The upper
panel is theRMSamplitude I/O function of the 100Hz channel of the auditory model in
response to a sinusoidal stimulus of the same frequency. The parameter is the compression
scheme. The vertical dashed line representethivalent RM3evel at which the stimuli

were input nto the model in subsequent simulatioR81Sinput level = 0.1). The lower

panel shows the first differential of the simulated data in the upper panel with respect to
input level, giving the dB output per dB input for each input level-d& @elative injut,
logarithmic compression is equivalent td’% while PZFC compression is equivalent to

squarelaw compression.
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To test the effects of the compression schemidIyap, Fig. 8 was generated using
the same methods used to generate Fig. 5, but where essigor scheme was the
parameter and the phaleeking cutoff frequency was set to a lenient value ofKH@ in
order to emphasize the effects of compression over pbelsi@g limitations. Focusing on
the upper lefhand panel, it is evident that the awdoelograms generated using
logarithmic and X®compression schemes are very similar and therefore in agreement with
the hypothesis that compression schemes with similar compression ratios may have similar
effects on the compressive relationship betweehlls and Hlnap. However,
autocorrelograms generated usipgwerlaw and PZFC compression schemes were
different to each other, despite having similar compression ratios in response to a sinusoid.
In particular, the bd@round level of the PZFC autocorrelagr was considerably lower
than the badaground level of the powdaw autocorrelogram, and thus the 1/O function
relatingH1sto Hlxap Was much less compressive. This was also reflected in the vatue of
required to map the 1/O function relatiftils and H1yap to the I/O function relatingd1s
andE(H1s). The value ok requiredwhen using the PZFC was substantially less than the
value of k required when using instantaneagmpression schemes, as shown by the

bottom panel oFig. 8.
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FIG. 8 Parametric efcts of peripheral compressi@theme on Hlp. The uppeteft

panel shows the loatgrm autocorrelation functions of the neural activity patterns in
response to an IRN with a rate of 106.07 Hz. The plot is centred on the first peak of the
ACF, and the paameter is the compression scheme used. The upperhaghklt panel
shows thd/O functionsrelating Hls to Hlyap @as g was varied between 0 andFor
referencethe I/Ofunctionrelating Histo E(H1s) where k=12 is shown as aolid linein

the same panellThe bottom panel shows the RM&viationbetween thd/O functions

describing E(H$) and E(HXap) Oover a range ok used in E(H{ap).

The data shown in Fig. 5 demonstrated that the compressive relationship between
H1ls and H1nap became increasingly mommpressive as the phaseking filter cutoff
frequency was reduced. To investigate potential interactions between the intensity
compression scheme and the cutoff of the piadeng filter, k was derived to map
E(H1yap) to E(H1s) for each combination afompression scheme used in Fig. 8 with each
cutoff frequency used in Fig. 5. The results of this are shown in Fig. 9. The relative values

of k required when using instantaneammmpression schemes increased proportionally to
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one another as the phaseking cutoff frequency decreased. Theequired when using

the PZFC also increased as the pHasking cutoff frequency decreased. However, the
relative increase ik associated with the PZFC (~138 % between 3.0 kHz and 1.2 kHz) is
smaller than the relativencrease ink associated with instantaneecsmpression types
(~200 % on average between 3.0 kHz and 1.2 kHz). At the more realisticlpblasg
cutoff frequency of 1.2 kHz, the value loflerived from the instantaneous compression is

almost twice thatlerived from the PZFC.

[ 6TFB: logygtx)
5 e <
=

1.2 1.8 24 3.0
Phase locking limit in kHz

FIG. 9. Bar plot of the expansiveness (in terms of k) of the nonlinearity required to map
the perceptual internal hl to the stimulus hl, displayed as a function of-joltagey

filter cutoff frequency for each simulated compressicheme.

V. DISCUSSION

Chapters 1 and 2 showed that pitntegration time constants depend on the pitch
value of the stimuli. Furthermore, comparison of results from Chapters 1 and 2 showed
that integratioAwindow time constants depend on the frequeregion in which the
stimuli are presented. Results from the current study showed that thenpsigtation time
constants do not depend on the subjective pitch strength of the stimuli. Taken together,

results from the first three chapters suggest thasethinitial time constants are not
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dynamic according to thellso f the stimulus but are fAhard
autocorrelation | ag, as determined by the s
band in which the stimuli are presented.

In the current study, the raw data suggests that listeners are more sensitive to
modulations in temporal regularity when theN stimuli have greaten. However, the
sensitivity effects could be accounted for once the thresholds were convertéghiyo
units using a value &= 1.2. This value ok was very similar to the value found to relate
the pitch strength of RN to RP&timuli (Wiegrebe et al., 1998)

Chapters 1 and 2 demonstrated that TMTFs were a more informative method of
guantifying the temporal resolution of pitch perception because time constants could be
estimated directly from the threshold patterns. Howeves, lihndpass characteristic
observed in the TMTFs at the slowest modulation rates meant that factors other than
sensitivity were responsible for limiting listener performance. This issue became
particularly apparent in the current study when using IRNs lsithn. In contrast, the
gapdetection data did not reach asymptote, even at the longest gaps measured, thus
making it impossible to estimate the integration time constants from the data. However,
the sensitivity differences between gagtection threshokl associated with IRNs with
different n remained reasonably constant at all gap durations, thus providing a reliable
sensitivity measure. Therefore, thapdetectionparadigm is more appropriate than the
TMTF paradigm when quantifying differences in séagy to modulations inhls when
pitch strength is low.

The pitch strength that listeners associate with IRNs is mediat&qHtlg)(Yost,

1996. Similarly, data from the current stu
modulations irh1s over time ismediated by the instantanedagls). However, nonlinear

processes in the auditory periphery compress the relationship betiteeand Hinap.
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Therefore, an expansion using a valuésef.2 must be applied td1nyapin order to match
E(H1Y).

In the simulatios presented in the current chapter, the logarithamd X’®
compression schemes had almost identical compression ratios in response to a sinusoid.
The similarity between the I/O functions relatiktilyap to Hls when using X8 and
logarithmic compressioachemes suggests that cochlea models with similar compression
ratios have similar effects on tiélyap of an IRN. The X? compressiorscheme had a
lower compression ratio than th&®and logarithmic compression schemes, and the 1/0
function relatingH1nap to Hls generated when using th&%compression scheme was less
compressive than the 1/0 functions generated from the other instantam@opiession
types. The X2 and PZFC compression schemes had almost identical compression ratios in
response to ainusoid. However, the I/O function relatiftiinap to H1s generated when
using the PZFC was much less compressive than that generated when usif§ the x
compression. If the PZFC andcompression schemes had equal compression ratios in
response to IRIStimuli, then one would have expected the 1/0O functions rel&tiagp to
H1ls to be similar for both compression schemes. This suggests that the PZFC was less
compressive than the’& compression scheme in response to an IRN, even though their
compressiomatios in response to a sinusoid were similar.

One of the main differences between the PZFC and the gammatone filter bank with
instantaneous compression is that the gain applied to the signal by the PZFC is temporally
dynamic. The effects of this are #lwated in Fig. 10. Here, the hallve rectified,
compressed output of the channel centred closest to 1 kHz is shown in response to a
sinusoid of the same frequency for both the PZFC and gammatone filter banks. The initial
build-up of energy is visible irboth outputs. The energy within the instantaneously

compressed gammatone fiHeank channel increases to a maximum and then remains
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constant. The output of the PZFC increases to a maximum, after which the effects of the
dynamic gain become apparent as tesponse drops to a relatively constant level after
approximately 10 ms. The temporally dynamic gain applied by the PZFC may result in
subtle differences between the compression ratios in response to a sinusoid and an IRN, as
the gain applied by the PZR@uld vary over time in response to the random variations in

the energy spectrum of an IRN stimulus. Fig. 10 also shows a slight phase delay of the
PZFC output relative to the GTFB output. The GTFB is arranged in parallel, where each
channel is independefrom the next. Conversely, the PZFC is modelled as a cascade of
filters, the output of which can be extracted at the desired channel. The cascading of filters
introduces a delay that is more closely related to the underlying traveting
hydrodynamics However, phase differences between channels do not affect
autocorrelatiorbased pitckstrength model predictions, as phase information is discarded

by the autocorrelation process within each channel before the results are summed across

channels.

Level in arbitrary linear units

1
0 2 4 6 8 10 12 14 16 18 20
Time in ms

FIG. 10. Output of thechannel with a best frequency of 1007 lHzresponse to a

sinusoidal stimulus of the same frequerey a function of timeThe upper panel shows
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the haltwave rectified output of the gammatone filbamk with powetaw compression

applied The lower panel shows the output of the PZFC.

The PZFC is also able to account for tteme suppression daf8achs and Kiang,
1968) Two-tone suppression describes the phenomenon where-&reqiency stimulus
is able to suppress the-frequency reponse of a neuron. To account for this, the adaptive
gain control (AGC) of the PZFC is not only dependent on the temporal distribution of
energy, but also on the spectral distribution of energy across channels. Therefore, unlike
the GTFB with instantanesucompression, the compression ratio associated with an
individual channel of the PZFC is reduced by energy iffreffuency channels. Therefore,
its compression ratio in response to a whadad stimulus such as an IRN is less than its
compression ratio iresponse to a sinusoid.

Data from the current study suggests that the neural decision mechanism is based
on an expanded representatiorHik. However, the relationship betwekiis andH1nap
is compressive, irrespective of the cochlear compression scheede Therefore, if an
autocorrelatiorbased pitckextraction mechanism is responsible for the data measured in
the current study, then an expansive mechanism is also required that is likely to have a
neural basis. | n t er msdeloffpitch extcagtioni theexpénsive ( 1 9 5 1
function could be implemented as an additional neural layer between the coineidence
detection and the leakptegration layers. Unlike the neural time constants associated with
pitch perception, the proposed expangivecess does not appear to have any parametric
dependencies on the autocorrelation lag, as data from Chapters 1 and 2 showed that
listeners are equally sensitive to modulationshily, irrespective of the IRN rate.

However, the interaction of the phdseking filter and compressioffrig. 8) suggests that
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the proposed expansive mechanism may be dependent on absolute frequency, is that

likely to be greater in highdrequency channels.
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Chapter 4
Disparity between integration times inferred from the effects of stinulus duration

measured in pitch-strength and pitch-value discrimination experiments.
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[. INTRODUCTION

As with other senses, in audition, detection and discrimination performance
generally improve with increases in stimulus duratffor review, see Viemeister and
Plack, 1993) This improvement is referred to as the duration effect. The experiments
presented in the current study investigated the integration of pitch cues. It has been shown
that puretone frequencyliscrimination thresblds improve with stimulus duration (Moore
73, Goldstein and Sruvolics 77). Similarly, p#discrimination thresholds based on the
residue pitci{Schouten et al., 1962ssociated with bartmited harmonic complex tones
(HCTs) improve with stimulus duran (Plack and Carlyon, 1995, White and Plack,
1998) While performance generally improves with duration, these studies have shown
that there is a limit to the duration effect on pit@diue resolution. The underlying
assumption has been that pHgiscrimination performance improves with increasing
stimulus duration until the piteprocessing mechanism has reached its integration
capacity. When the stimulus duration is equal to the integration capacity of the auditory
system, then the system cannot acaapt further information to improve performance;
therefore, performance reaches an asymptote.

Under this assumption, the stimulus duration at which the thresholds reach
asymptote has been used to make inferences about the integration time of the system.
Results from earlier studies that investigated the duration effect on rate discriminability in
HCTs have suggested that the system uses longer integration times for unresolved tonal
stimuli compared to resolved tonal stim(iflack and Carlyon, 1995, Whitenéh Plack,

1998) Later studies however, showed that pitettue discrimination thresholds reach
asymptote at approximately the same critical point when stimulus durations are defined
according to the number of cycles of the stimulus wavef@frmmbholz etal., 2003b,

White and Plack, 2003suggesting that pitetialue discrimination performance may also
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be dependent on the number of available waveform cycles of the stimulus, rather than
absolute stimulus duration.

The temporal resolution of pitch extractiogefers to the minimum time interval
within which different acoustic events can be distinguished. This minimum time interval is
limited by temporal integration, which functions as a moving average filter, reducing the
contrast between events on which antcome can be determined by a decision
mechanism. The longer the integration window, the more it attenuates rapid fluctuations in
the pitch information. While there have been relatively few studies that have directly
measured the temporal resolution of pitextraction(Wiegrebe, 2001, Chapters-13),
data from each of these studies suggest that the time constant of the integration window
scales according to the repetition rate of the stimulus.

The fact that results from both pitcesolution and more rece pitchintegration
studies both suggest that integration times scale according to the stimulus rate may
indicate that they reflect a common integration process. This hypothesis is supported by
the fact that the integration times derived from the datérombholzet al. (2003b)and
Chapter 1 were very similar. Krumbhott al. (2003b) showed that for stimuli bard
limited between 0.8 and 3.2 kHz, pitch valliscrimination thresholds reached asymptote
at stimulus durations between ~4 and 8 stimulus cyte€hapter 1, when stimuli were
presented in a similar spectral region (0-7898 kHz), the time constants derived from
pitch-strength TMTF measurements were 5.44 stimulus cycles, thus falling directly into
the range suggested by the data of Krumblablal. (2003b) However, this similarity
breaks down in higher frequency regions, as the data presented in Chapter 2 suggested that
resolution time constants increase sharply with increasing listening region. In contrast,
Whi t e an(@003F)data sugdes that integration times do not change much with

frequency region. They showed that pitch vadiscrimination thresholds reached
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asymptote at stimulus durations of ~10 stimulus cycles when stimuli were presented in a
similar band (2.75 and 3.75 kHz) tbat used in Chapter 2. Furthermore, when stimuli
were presented between 5.5 and 7.5 kHz, they showed no influence of listening region on
the duration at which thresholds reached asymptote, whereas data froffl feet Df
Chapter 2 suggested that the otafon time constants continued to increase with
increasing listening region up to at least 4.5 kHz. These results seem to suggest that the
pitch-related time constants responsible for limiting temporal resolutiohoager than
those used by the systemen integrating information in order to improve discrimination
performance. The current study was aimed at investigating this seeming paradox.

The integration data of Krumbhoé al. (2003b)and the resolution data measured
in Chapter 1 both predictednsilar integration times. However, both of these studies used
iterated rippled noise (IRN) stimuli. In higher frequency regions, piitdgration studies
have generally used HCTs, whereas pite$olution studies have used tonal stimuli
derived from noiseThe differences observed between integration windows measured in
integration and resolution studies in higher frequency regions may have been due to
differences in the stimuli used. In the first part of the current study, -péicle
discrimination thresblds were measured as a function of the stimulus duration using IRN
stimuli. The stimuli and experimental parameters were matched as closely as possible to
those used in the resolution experiments presented in Chapters 1, 2, and 3, allowing for
direct comprison of results from both integration and resolution paradigms using IRN
stimuli. A second experiment was conducted using a similar procedure as the first, but
where pitchstrength discrimination thresholds were measured as a function of the
stimulus duation. If integration time is reflected by the stimulus duration at which

thresholds reach asymptote, then one would expect to see the point of asymptote occur
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after the same number of stimulus cycles, irrespective of whethervailich or pitch

strengthis being discriminated.

[I. EXPERIMENT 1: THE DURATION EFFECT FOR PITCH-VALUE
DISCRIMINATION
A. Experiment 1la: Parametric effects of repetition rateand listening region
1. Stimuli

IRNs were generated with 16 iterations of the -addinal, ddéay-andadd
algorithm (Yost, 1996) The IRNs were generated in the spectral domain to avoid being
limited toonly using delays ahteger multiples of the digital sampdg period(Krumbholz
et al., 2003a)This was achieved by multiplying the Fourier spectrum of as&an noise

with the come¥filter transfer functionH( ¥ (s defined by &n. 1) of an addoriginal IRN

with delayd andn iterations, wherg¢is the imaginaryunjand ¥ i s angul ar
H(w)=> g“e (EQN. 1.)
k=0

The gain,g, was always 1 in the current experimei@8muli were generatedsing Fast
Fourier Transforms (FFTs) with a minimuni®2oints to obtain the desired frequency
resolution. Stimuli wersubsequently truncated to the desired duration.

To assess the effect of listeg region, IRNs werdandpasdiltered into either a
low-frequency region as described in Chapter B high-frequencyregion as described in
Chapter 2The lowfrequency cutoff of the lovirequencyregionwas 0.78 kHz, which is
within the putative phaskecking range ofhuman inner hair cells. e lowfrequeny
cutoff of the highfrequency region was 2.64 kHz. While the phesking limit is not
known in humans, the fidelity of the TFS information available in the-figguency

region would be expected to be severely degraded relative to that in tiedpency
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region. To investigate the potential interaction between stimulus repetition rate and the
duration effect, four different stimulus repetition rates were used in each band. The
repetition rates used here were the same as those used in Chapterssb ahdt 2lirect
comparisons could be made between results from the different paradigms. According to
Chapter 1 and 2, the higheate IRNs in each band contained some resolved harmonics,
while the lowerrate IRNs were completely unresolved.

The loudness ofa sound with constant intensity is known to increase with
increasing duratiofFlorentine et al., 1993 o compensate for this, shorter stimuli must
be presented at a higher level than longer stimuli to achieve an equal loudness percept.
Stimuli with durdions greaterthan 100 ms were presented at a level ofdB SPL
Stimuli shorter than 100 ms were preserdgedn increase level relative to their duration to
maintain constant energy

Stimuli were gated on and fofwith 2.5ms cosinesquared rampsand were
presented in a continuous noise to mask audible distortion products below the stimulus
passband. This noise was lowpass filtered at 0.5 octaves below the lower cutoff frequency
of the stimulus passband using dhd@der Butterworth filter. Prior to lovgss filtering,
the noise was filtered in the spectral domain so as to produce a roughly constant excitation
level of 55dB SPL perERB. Stimuli were presented to the listeners using the same

equipment described in Chapter 1.

2. Procedure

Each trial consigd of three observation intervals, which were separated by 500
ms gaps. Two intervals contained lowgiched stimuliwhile the remaining interval
contained the highgitched target stimulus. Intervals were presented in a random order

within each trialand thd | s t &sk was sadentify the interval containing the stimulus
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with the highest pitch. An adaptive staircase technique was used to measure thresholds,
where the adaptive parameter was the difference imejbetitionrate betweenintervals
spanning thenominal rate fr. The repetition rate differences were quantified using a
logarithmic unit of measure, cents, where an equally tempered semitone is equal to 100
cents. Thereforgne cent is equal to the ratid*3*° Between each triafz wasrandomly
roved (flat distribution)oy +~ 50 cents This was to prevent listenefi®om basing their
decisions orthe pitch of stimuli acrossrials. At the beginning of each threshold run, the
adaptive parameter w&d0 cents (half an octaveyjhich was vell above the anticipated
threshold The adaptive parameter was decreased after two consecutive correct responses
and increased after each incorrect response to trackttheifferencehat yielced 70.7%
correct responsedevitt, 1971) The step size fothe increments and decrements in the
IRN rate difference was by multiplication and division with a factor of 2 for the first
reversal in level, 1.5 for the second reversal, and 1.25 for the rest of the eight reversals that
made up each threshold run. Tdeometric mean of the last six reversals was taken as the
threshold estimate for each run.

Thresholds were measured for stimulus durations equal to multiples of the central
IRN delay,d. Thresholds were measured for stimulus durationsdpfod, 8d, 16d, and
32d. For the highest IRN rates (300.00 and 424.26 Hz), theoAdition was too short in
terms of absolute stimulus duration for listeners to perform the task. Therefore, the range
of durations at which thresholds were measured Wa86 12d, 16d, ard 3.

Three threshold runs were conducted for each participant per stimulus condition.
Threshold runs were conducted in a random order for each participant until one run of
each condition was completed. This process was repeated for the 2nd and 3fceaahs o

condition to minimize training effects.
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3. Listeners

A total of 4 listeners (3 male and 1 female, aged between 23 and 28 years)

participated in the experiment, one of ammwas the author. Participants were paid for

their services at an hourly raded met the same criteria outlined in Chapter 1.

4. Resultsand interim discussion

Data from the current experiment arpresented in Fig.l. The statistical
significance of thebservationsvas tested by performing linear mixeemodels analysi
on the d&a. The anlysis was performed on factors normalized stimulus duration
(durationd), frequency regioniRN rate and resolvability The dependent variable was

mean threshold averaged across the three runs for each par@cigaandition.
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FIG. 1. Pitch-discrimination thresholds plotted as a function rafrmalized stimulus
duration. Mean thresholds are plotted for each condjteoreraged across the 4 listeners.
Error bars represent the intdistener standard errorThe asterisk identifies a condition
where one of the listeners was unable to obtain a threshdild.lefthand panel shows
thresholds measured in the ldwequencyregion, and the righthand panel shows

thresholds measured in the hifflequency regionThe parameter is the central reference

IRN rate, where dashed lines represent unresolved stimuli and solid lines represent
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resolved stimuli. The open triangle and diamond markers are common to both panels and

represent the 106.0and 150.06Hz conditiors respectively.

Generally, listener pesfmance improved with increasing stimulus duration, as
shown by the significant main effect of normalized duration in both [B¢4,57)=50.775,
p<0.001] and higlirequency regions [F(5,56.026)=42.522, p<0.001]. In the- low
frequency region, thresholdsrfthe resolved IRNs were lower overall than those for the
unresolved IRNs [F(1,57)=36.039, p<0.001], and the final asymptotic thresholds for the
resolved IRNs were, likewise, lower than for the unresolved IR8lsshown by the
pairwise comparison betweeasolved and unresolved thresholds at the longest duration
measured [F(1,57)=10.233, p=0.002Conversely, in the higfrequency region,
thresholds for the resolved IRNs wedrigher overall than those for the unresolved IRNs
[F(1,56.031)=19.581, p<0.001This was mainly due to the resolved thresholds being
higher than the unresolved thresholds at short normalized duration, rather than due to
differences in asymptotic performance at long duration.

In the lowfrequency region, thresholds appeared to reasiymptote at
approximately the same duratidnirrespective of the IRN rate. Pairwise comparisons
between thresholds at successive stimulus durations were made for each IRN rate. These
comparisons generally showed that the duration effect was no loggéicaint by @l,
suggesting that thresholds reached asymptote somewhere bethaehd.

In the highfrequency region, the unresolved IRNs appeared to reach asymptote at
a shorter duratiod/ than the resolved data. However, this is more likely to reflec
limitations associated with the absolute stimulus durations rather than a resolvability
dependent difference in the time constants. The valueiothe inverse of the IRN rate;

therefore, the value al associated with the 10609z IRN is 4 times longr than that
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associated with the 4242 IRN. In the highfrequency region, the absolute stimulus
duration of the 424.261z IRN data at duratiod#6 was so short that one listener was
unable to perform the task at all. This is denoted by an asteris& figtire adjacent to the
data point in question.

IRNs are made from noise, and the variability in the spectral composition of short
noise samples is greater than that in relatively longer noise samples. Fig. 2 shows the
spectra of the noises used to make highfrequency region 106.07and a 424.241z
IRNs with relative stimulus duration ofti8In absolute terms, the duration of the 106.07
Hz IRN is 75.4 ms, and the duration of the 42426IRN is 18.9 ms. The spectra are
shown before and after filimg with the IRN transfer function. The short absolute
duration associated with the 424-R@ IRN gives the noise source haghly variable
spectrumcompared to that of the 1068z IRN. When the noises are filtered to make
IRN stimuli, the resulting speetm of the longer stimulus is far more representative of the
IRN transfer function than that of the shorter stimulus. Therefore, the difference in
duration effects observed between resolved and unresolved thresholds in the high
frequency band is more liketo be an artefact of the experimental procedure (relating to
variability in the spectral composition of the stimuli) than a resolvability dependent
difference in integrations time. Hence, the resolved thresholds in the high frequency band
cannot be usetb make inferences about integration time and are not considered further. In
the lowfrequency region, the stimulsslated spectral variability is also likely to explain
the relatively high threshold measured for the 15M@20RN at a duration ofd(27 ms).

For the lowerrate (unresolved) IRNs in the higlequency region, pairwise
comparisons of successive stimulus durations revealed that the duration effect was no

longer significant by 8. This suggests that the asymptote occurred somewhere betiveen 8
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and 1@l in the high frequency band, whereas the asymptote occurred betdvaed &l in

the lowfrequency band.

1.oF 106.07 Hz T  424.26 Hz

Normalized magnitude

L L L L L . L L L L L
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FIG. 2. The upper panels show the spectra of a single noise source that is truncated to a
duration of 8d, where d = 1/106.07 on the Jeftird side and 1/424.26 on the righ&nd

side. Superimposed upon the noise spectra are the IRN transfer functions of the 106.07
and 424.2eHz IRNs used in the current experiment, where n = 16. The resulting IRN

spectra are shown in the lower panels.

The finding that thresholds in the lefkequency region had reached asymptote by
approximately @ to 8 was in good agreement with the findings of Krumbhetzal.
(2003b) where thresholds reached asymptote by approximately 8d for similarly
filtered IRN stimuli. Furthermore, thasymptote in the duration effect measured in the
high-frequency region of the current study was in fairly close agreement with the findings
of White and Plack2003) who measured the duration effect on pitch discrimination

threstolds using HCTs similar frequency region. However, if one were to infer integration
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times from the duration at which pitch discrimination thresholds reached asymptote, then
data from the current study suggests that integration times are shorter thatethes®to
account for the resolution data presented in Chapters 1 and 2. This paradoxical result is

addressed in section IV.

B. Experiment 1b: Parametric effect ofn
1. Methods

The goal of this experiment was to measure the duration effect in the same
paameter space as the resolution experiment presented in Chapter 3. In this experiment,
pitch-discrimination thresholds were again measured as a function of stimulus duration
using the same experimental procedure outlined in experiment la. Here, the main
experimental parameter was the number of iterationgjsed in the IRN circuit. As in
Chapter 3, thresholds were measuredhferl, 2, 4, and 8 at each stimulus duration. IRNs
were also presented at the same rates and in the same spectral band useteir3Chap
IRNs were filteral into a band between 0.78 and 2k3& and thresholds were measured
around two nominal IRN rates, including 53.03 Hz (unresolved) and 106.07 Hz (resolved).
Four listeners took part (2 male, 2 female, aged between 21 and 26),winenofvas the

author. Listeners met the same criteria outlined in experiment 1a.

2. Results and interim discussion

Data from the current experiment arpresented in Fig.3. The statistical
significance of theobservationsvas testedoy using a similar amgsis to that used in
experiment 1a, but with as an additional factor. There was a clear overall duration effect,
as shown by the significant main effect of durauibj#(4,117) = 138.739, p < 0.001].

There was also significant overall main effecndf(3,117) = 16.757, p < 0.001], due to
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the fact that thresholds were slightly higher on average for stimuli with lowatr
durations shorter than the point of asymptote. However, the final asymptotic thresholds
were all very similaas shown by the inangficant pairwise comparisons of threshofds
both resolved [F(3,117)=0.002, p>0.999] and unresolved [F(3,117)=0.604, p=0.614]

stimuli at the longest durations measured
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FIG. 3. Pitchdiscrimination thresholds plotted as a function of stimulus dumatio
normalized by the IRN rate. Mean thresholds are plotted for each condaweraged
across the 4 listeners. Error bars represent the Hitgener standard error. The leftand
panel shows thresholdbat were measureccentred around an unresolvedteaof 53.03
Hz, while the righthand panel shows thresholtizat were measuredcentred around a
resolved rate of 106.07 Hz. The parametemnisAs in Fig. 1 dashed lines represent

unresolved stimuli and solid lines represent resolved stimuli.

No significant effect of IRN rate was observed [F(1,117)=0.849, p=0.359].
However, there was a significant interaction of IRN rate and durdtion/
[F(4,117)=138.739, p<0.001]. This suggested that thresholds for the different IRN rates
reached asymptote at differemtilues of duratioml. However, pairwise comparisons

between thresholds at successive durations for each valueegtaled that, in general,

105



the duration effect was no longer significant aftér Bhis was with the exception of time

= 1 condition in thel06.07#Hz IRN, where the duration effect was significant up td.16
However, this does not necessarily suggest that the system is integrating over a longer
window for this one set of stimulus parameters. The absolute stimulus durations associated
with the stimuli centred around 106.07 Hz were half the length of tlagseciated with

the stimuli centred around 53.03 Hz. Therefore, one would expect twice the spectral
variability in the stimuli centred around 106.07 Hz. Furthermore, the differences between
the spectral variability associated with the 53.@Hd 106.0/Hz stimuli would be
exacerbated in the=1 conditions due to the relatively broad peaks ohthe IRN transfer

functions.

[ll. EXPERIMENT 2: THE DURATION EFFECT IN PITCH -STRENGTH
DISCRIMINATION
A. Methods
1. Stimuli

In the current experiment, the duration effect was measured in aspicigth
discrimination task. The pitch strength associated with a stimulus is proportional to the
amount of temporal regularity within the stimulus. At one ewfreis Gaussian noise,
which has no temporal regularity and thus has no associated pitch. At the other extreme is
a periodic stimulus, which is deterministic and thus gives rise to a clearly tonal percept. In
previous chapters, the temporal regularity witiRNs was changed over time by
adjusting the gain parametey, in the dynamic IRN circuit introduced in Chapter 1. In
each iteration of the circuig controls the mix ratio of the delayed IRN signal with an
uncorrelated noise. The pitch strength of BN Istimulus is monotonically related to the

height of the peakHls) occurring at a lag equal td in the autocorrelogram of the
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stimulus. In the dynamic IRN circuit, the relationship betwgeand H1s is defined by
Egn. 2.

n
Hlg=—:- EQN. 2.
s=--1°9 (EQN. 2.)

As in Experiment 1b, IRNs were generated in the frequency domain at rates of
53.03 Hz (unresolved) and 106.07 Hz (resolved), then filtered into the same listening
region (0.78 2.98 kHz). IRNs were generated usimgll6, and stimuli were presentatl

the same levels described in Experiment 1a.

2. Procedure

Pitch-strength discrimination thresholds were measured at normalized stimulus
durations of 4, 8d, 16d, 32, 64d, and 128 for the 53.03Hz conditions andd} 8d, 16&d,
32d, 64d, 1281, and 25@ for the 106.07Hz conditions. The same adaptive staircase
technique used in Experiments 1a and 1b was used again here. Each trial consisted of three
observation intervals that were separated by-ri80gaps. The task was to detect the
interval containing thetimulus with different pitch strength to the other two intervals.

In order to make results comparable to interaural correlation discrimination tasks
measured in the binaural domdRollack and Trittipoe, 1959jhresholds were measured
for the smallest etectable increase ip from a referencg=0, and also for the smallest
detectable increase from a refereged. To simplify the experimental procedutgwas
adjusted by controlling the mix ratio (MR) of the frequelomaingenerated IRN with
an uncorriated noise source, where MR was the adaptive parameter in the tracking
process. The relationship between MR and defined by Eqn. 3. Therefordls can be

calculated from MR by substituting Egn. 3. into Egn. 2.
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MR
MR +1

g (EQN. 3.)

For the task where listeners had to detect a reductignfiom a referenceg=1,
two observation intervals contained IRNs generated from independent noise sources, and
the remaining interval contained an IRN mixed with noise. The adaptive parameter was
MR, which was increased after two consecutive correct responses and decreased after each
incorrect response. The step size for the increments and decrements in the adaptive
parameter was 5 dB for the first reversal, 2 dB for the second reversal, and 1td& for
rest of the eight reversals that made up each threshold run. For the task where listeners had
to detect an increase ig from a referenceg=0, two observation intervals contained
Gaussian noises and the remaining interval contained an IRN mixed wdh. fidne
adaptive procedure was simply reversed, so MR was decreased after two consecutive

correct responses and increased after each incorrect response.

3. Listeners
Five listeners took part (2 male, 3 female, aged between 21 and 37), one of whom

was theauthor. Listeners met the same criteria outlined in Experiment 1a.

B. Results and interim discussion

Data from the current experiment arpresented in Fig.4. The statistical
significance of thebservationsvas tested by performing linear mixeemodelsanalyss
on the data. The analysis was performed on faceselvability, normalized stimulus
duration (duratiod), and task The dependent variable was mean threshold averaged

across the three runs for eauftthe Sparticipans percondition.
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Listenes 6 per f or mance -strength dissrimioatian rexpearimentp i t ¢ h

improved with increasing stimulus duration. This was shown by the significant overall
main effect of duratio/[F(6,100)=79.076, p<0.001]. At all stimulus durations, listeners
were meh more sensitive to reductions in pitch strength (fgsvh) than to increases in
pitch strength (fromg=0). This was shown by the significant effect of task
[F(1,100)=754.970, p<0.001]. In the binaural domain, Pollack and Trit{(p@®9)were

the firstto show that the change in interaural correlation (squared) required for 75%
correct identification varied from 0.44 for a reference correlation of O to approximately
0.04 for a reference correlation of 1. The similarity in the asymmetries in thresholds
observed in the pitcldomain and the binaurdlomain data may suggest that very similar
mechanisms may be responsible for extracting interaural-coveslation and monaural
serial correlation.

In the data presented in the current study, there was no ffesch @& resolvability
or interaction between task and resolvability; however, there was a significant interaction
of resolvability and normalized stimulus duration [F(5,100) = 16.027, p < 0.001]. This
was likely brought into significance by the relativéligh thresholds of the 10604z
IRNs in both tasks when duratiorns:4As observed in the pitetalue discrimination data,
these outlier thresholds were probably the result of procedural limitations associated with
high stimulusrelated variability at theery short absolute stimulus durations (37.7 ms) of
these conditions.

Stimulus durations of up to 4 times longer than those presented in the/gliteh
discrimination experiments were used; nevertheless, the-giitehgth discrimination
thresholds presged here did not appear to have reached a clear asymptote, even at the
longest stimulus durations measured (2414 ms). Therefore, the integration times reflected

by the thresholds measured here only appear to be limited by the stimulus duration and are
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far longer than those reflected by the pi#cilue discrimination experiments. A linear
regression of the mean thresholds for detecting an increggeercluding the 106.0Hz

outlier threshold at duration ofd4 gave a slope 0f1.49 dB per doubling oftisnulus

duration with a loginear intercept of 5.26 dB and a correlation coefficietdf 0.93. A

similar regression performed on the thresholds for detecting a decregsenitting the

outlier at duratiord = 4, gave a slope 61..06 dB per doublig of stimulus duration with

an intercept of-5.75 andr® of 0.94. There was no significant interaction between
normalized duration and task; thus thresholds can be said to decrease at an overall rate of

about 1.28 dB per doubling of stimulus duration.

FIG. 4. Pitch-strength discrimination thresholds/eraged acrosksteners Thresholds are
shown in units of the smallest detectable change in g on the left axis and in units of the
smallest detectable change in &tin the right axis. Hed symbolsrepresent thresholds

for detecting a reduction in ggnd open symbolsepresent thresholds for detecting an
increase in g The unresolved 53.63z IRN conditions are denoted by circles connected
with dashe lines, and the resolved 106-8iz IRN conditions are dnoted by triangles

connected with solid lire Error bars represent intelistener standard error.
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