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## Abstract

In this thesis two quantum search algorithms on two different graphs, a hypercube and a d-dimensional square lattice, are analysed and some applications of the lattice search are discussed.

The approach in this thesis generalises a picture drawn by Shenvi, Kempe and Whaley, which was later adapted by Ambainis, Kempe and Rivosh. It defines a one parameter family of unitary operators $U_{\lambda}$ with parameter $\lambda$. It will be shown that two eigenvalues of $U_{\lambda}$ form an avoided crossing at the $\lambda$-value where $U_{\lambda}$ is equal to the old search operator

This generalised picture opens the way for a construction of two approximate eigenvectors at the crossing and gives rise to a $2 \times 2$ model Hamiltonian that is used to approximate the operator $U_{\lambda}$ near the crossing. The thus defined Hamiltonian can be used to calculate the leading order of search time and success probability for the search. To the best of my knowledge only the scaling of these quantities has been known.

For the algorithm searching the regular lattice, a generalisation of the model Hamiltonian for $m$ target vertices is constructed. This algorithm can be used to send a signal from one vertex of the graph to a set of vertices. The signal is transmitted between these vertices exclusively and is localised only on the sender and the receiving vertices while the probability to measure the signal at one of the remaining vertices is significantly
smaller.

However, this effect can be used to introduce an additional sender to search settings and send a continuous signal to all target vertices where the signal will localise. This effect is an improvement compared to the original search algorithm as it does not need to know the number of target vertices.
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## CHAPTER 1

## Introduction

### 1.1 Examples for classical search algorithms

Search algorithms are a tool frequently used in every day life. In general, there are two different types of search algorithms depending on the structure of the problem, that is, if the underlying database is sorted or not. It is easy to find a name in a telephone book because all entries are sorted in an alphabetical order, but if that would not be the case? Imagine the entries are in some random order. What is the most efficient way to find a telephone number? It would be necessary to go through all entries until the demanded person is found. Obviously, $\frac{N}{2}$ entries would have to be checked on average if $N$ is the number of entries in the book.

There are numerous search problems, the randomly ordered telephone book being just one example. The probably most prominent example is the travelling salesman problem which has a long standing history starting in the 19th century and probably first discussed by Kirkman and Hamilton (see [4] on the history): a salesman has to visit a given number of towns exactly once in no particular order and return to his hometown. The search problem is to identify the shortest among all possible routes. In its most
abstract form, the towns can be considered as being the vertices of a fully connected metric graph and the distances between the towns are identified with the lengths of the bonds connecting the vertices. Now the solution of the problem is the shortest cycle on the graph that visits all vertices once.

A third example is the so called class of Boolean satisfiability problems, short $k$-SAT [5]. The problem asks for a $d$-digit string of Boolean variables $\left(x_{1}, x_{2}, x_{3}, \ldots, x_{d}\right)$ that fulfils a set of given clauses. Each clause consists of $k$ Boolean variables that are connected by the logical $O R$. The set of clauses is connected by the logical AND operation, that is, every clause has to have at least one Boolean variable equal TRUE for a Boolean string $\left(x_{1}, \ldots, x_{d}\right)$ to be recognised as solution. An example for 3-SAT is

$$
\begin{equation*}
E=\left(x_{1} \text { OR } x_{2} O R \neg x_{3}\right) A N D\left(x_{1} O R \neg x_{2} O R x_{4}\right) A N D \ldots, \tag{1.1.1}
\end{equation*}
$$

where $\neg$ is the logical NOT operation.
$k$-SAT can be solved using a random walk on a hypercube since the set of Boolean strings with $d$ entries can be identified with the set of vertices of a $d$-dimensional hypercube as both sets consists of $d$-digit strings containing 0 's and 1's. The solution can be found using the following algorithm:

1. start with a random configuration for $\vec{x}$
2. check $E(\vec{x})$ :

- if $E(\vec{x})$ is true: give $\vec{x}$ as solution and stop
- if $E(\vec{x})$ is false, proceed to step 3

3. choose a random integer $i$ in $\{1, \ldots, d\}$
4. change the $i$ th entry of $\vec{x}$ and return to step 2 .

This is just an example of a search algorithm that finds a solution for the $k$-SAT Problem, it is clear that the algorithm will be faster, if it keeps track of the vertices that have been
visited previously such that each vertex $\vec{x}$ is not visited more than once. Apart from that the algorithm described above can be improved in several other ways but it served well as example.

In 2002, Braich et al. solved a 20 variable 3-SAT Problem on a DNA Computer [6].

### 1.2 Overview

### 1.2.1 Quantum random walks

In 1993 Aharonov, Davidovich and Zagury introduced a one dimensional model for a quantum random walk [7]. This model considers a quantum particle, that is, a particle described by a wave function, performing a random walk. It is shifted a distance $l$ either to the left or to the right depending on whether its spin state is up or down. After each shift the spin state can be arranged in a superposition of up and down. If both operations are applied alternately, the particle will spread out on the line. A measurement of the position after each shift operation leads to the quantum particle performing a classical random walk. However, if the position is not measured the particle performs a so called 'quantum random walk' and the average distance from the starting position will increase faster than for classical random walks (see [7, 8, 9] or section 2.2.2). This clear difference from the behaviour of a classical random walk occurs due to destructive interference near the starting position.

In general, there exits two distinct classes of quantum random walks, continuous and discrete time quantum random walks. An introductory overview on quantum random walks, which also highlights the difference between discrete time and continuous time quantum random walks, can be found in [9]. For the discrete time quantum random walk the position space can also be regarded as discretised. This leads to a position space
with a lattice structure which can be considered as graph. These graphs underlying the quantum random walks are highly regular and have the same bond length for all bonds. In particular it is interesting to outline the differences between classical and quantum random walks. As calculated by Aharonov, Davidovich and Zagury, quantum random walks are able to spread faster through a system [7, 9, 10]. Aharonov, et al. [10] also showed, that the quantum speed up of random walks is at most polynomial. For a classical 1-dimensional random walk the average distance from the starting position increases with $\sqrt{T}$, where $T$ is the number of applications of the shift operation. Notably, the propagation of a quantum random walk on a line is essentially ballistic, that is, the average distance is proportional $T$.

Quantum random walks play also an important role in quantum computation. In 1998, Farhi and Gutmann presented an analysis using continuous time quantum random walks to construct a quantum algorithm for decision trees. They showed that if a classical algorithm needs a time polynomial in the size of the problem, the quantum algorithm presented in their paper is as efficient. On the other hand an example has been introduced for which the classical algorithm needs an exponential time whereas the quantum algorithm succeeds again in polynomial time.

One can also define the notion of a 'hitting time', that is, the time that is needed to propagate from one vertex of a graph to another one. The result in this setting is again that quantum random walks are significantly faster than classical [11, 12].

Disorder in the graph underlying the quantum random walk has been investigated in [13] and a review on quantum walks with decoherence can be found in [14].

Some general reports on the usage of quantum random walks for quantum algorithms have been presented by Kendon [15] or Santha [16]. Quite recently, a few reports on experimental realisations of quantum random walks have been published $[17,18,19,20$,

21].

In this thesis, only discrete time quantum random walks are discussed. The connection to quantum graphs is highlighted in [22].

### 1.2.2 Quantum search algorithms

It has been shown by Grover [23] that a quantum search algorithm may find its target among $N$ database entries in a time $\mathcal{O}(\sqrt{N})$ whereas a classical algorithm takes a time $\mathcal{O}(N)$ as in the example of the random telephone book above. It is important to note that Grover's algorithm solves the problem in a time that scales optimal in $N$ as it is known that quantum search algorithms can not scale faster in the number $N$ of database entries than $\sqrt{N}[23,24]$.

A somewhat related class of quantum search algorithms are search algorithms on a spacial structure, that is on a graph, based on quantum random walks on these graphs. Both classes of quantum random walks, lead to a class of quantum search algorithms.

In 2003 Shenvi, Kempe and Whaley discussed a quantum algorithm searching a $d$ dimensional hypercube and two years later, Ambainis, Kempe and Rivosh introduced a quantum search algorithm on a $d$-dimensional square lattice [25]. These algorithms have both some analogies to Grover's search algorithm [23], and are both based on a discrete time quantum random walk. The only difference to a pure quantum random walk is that the target of the search is 'marked' in some way which leads to a local perturbation of the quantum random walk on the underlying graph and have some analogies to Grover's algorithm. They succeed to find the target vertex in a time of order $\mathcal{O}(\sqrt{N})$ (apart from the search on the 2 dimensional lattice that scales like $\mathcal{O}(\sqrt{N} \ln N)$ ).

On the other hand, a search algorithm on a $d$-dimensional lattice based on a continuous time quantum random walk, has been investigated by Childs and Goldstone [26]. Using
position space only, the algorithm finds the target in a time in time $\sqrt{N}$ for $d>4$ and $\mathcal{O}(\sqrt{N} \ln N)$ in four dimensions. In a second report [27], Childs and Goldstone added a spin degree of freedom and used a lattice version of the Dirac Hamiltonian and found a speed up for lower dimensions. This second search algorithm scales like $\sqrt{N}$ time steps for $d>2$ and $\mathcal{O}(\sqrt{N} \ln N)$ in two dimensions.

Just last year, Potoček et al. have shown that the search on the hypercube can be improved by a factor $\frac{1}{\sqrt{2}}$ [28] by introducing an auxiliary dimension.

### 1.2.3 Computer science

As quantum search algorithms are somewhat related to the topics of quantum computation, a short introduction on computer science is added to this introductory chapter:

Modern computer science started in 1936 when Turing developed a model for an abstract computer, now called 'Turing machine' [29]. The Turing machine was constructed to do computations and can be considered the first model of a programmable computer. Turing claimed that this machine is able to calculate any algorithm that can be solved on any hardware, which includes a modern computer or a mathematician.

In computer science it is often interesting to analyse the complexity of a given problem. In the example of the random telephone book mentioned above, the classical algorithm takes $\mathcal{O}(N)$ time steps to find the demanded entry while Grover's algorithm succeeds in only $\mathcal{O}(\sqrt{N})$ time steps.

Since the first suggestion of quantum computers by Feynman in 1982 [30], research on quantum computers has risen many interesting questions, see e.g.[5] for an introduction Two years after Feynman's proposal, Deutsch suggested a model for a universal quantum computer, a quantum generalisation of the Turing machine [31]. It has then been shown that quantum computers are at least as powerful as classical computers.

This is no surprise since at their deepest level, classical computers are ruled by the laws of quantum mechanics. The inverse problem is much more interesting: Are quantum computers more powerful than their classical counterparts? In 1992 Deutsch and Jozsa have shown that this is indeed the case [32].

The most prominent examples for efficient quantum algorithms is Shor's algorithm for prime factorisation of an integer $N$ that succeeds in a time polynomial in $\log N$ [33], and Grover's algorithm [23] for the search of an unsorted database. A realisation of Shor's algorithm in an photonic chip has been investigated by Politi, Matthews and $\mathrm{O}^{\prime}$ Brien [34].

### 1.2.4 Quantum graphs

It might also be interesting to give a short review of the related but not central field of quantum graphs.

Not unlike graphs in graph theory, quantum graphs consist of a set of vertices and a set of one dimensional bonds connecting these. These structures itself are not quantum but one can imagine a quantum particle or wave package propagating through the system. The propagation on the bonds is a solution of the one dimensional Schrödinger equation and the propagating particle or wave is scattered whenever it reaches a vertex. Introductions on quantum graphs can be found in many reports like [22, 35, 36, 37, 38]. The first application of quantum graphs in physics has been done in 1936 by Pauling who constructed a model for the free electrons in hydrocarbons [39].

More than 10 years ago Kottos and Smilansky $[37,40]$ discovered that quantum graphs can also be used as a model for classically chaotic systems if the bond lengths are chosen rationally independent, see also [41]. This opened a new approach to the study of quantum behaviour of classically chaotic systems.

In recent years, the study of quantum graphs has become a field with many applications. Just recently, Schapotschnikow and Gnutzmann used Pauling's ansatz for the calculations of the spectra of larger molecules [42] but quantum graphs can also be used calculate limiting behaviour for wave guides in the limit where the widths of the channels is small compared to any other lengths scale [43], transport through networks [44], localisation effects [45], quantum decay in open chaotic systems [46, 47] or quantum ergodicity [48].

Quantum graphs have also been simulated experimentally [49].

### 1.2.5 Notations regarding the growth and decay of a function

Throughout this thesis the computer science notations to characterise the growth or decay of a function are used. $f(x)=\mathcal{O}(g(x))$ denotes that there exist two positive constants $x_{0}>0$ and $a>0$, such that for all $x>x_{0}$ the inequality $0 \leq f(x) \leq a g(x)$ is true. Similarly $f(x)=\Omega(g(x))$ will be written if $0 \leq b g(x) \leq f(x)$ for all $x>x_{0}$ for some constants $x_{0}, b>0$. Furthermore, $f(x)=\Theta(g(x))$ denotes that $f(x)=\mathcal{O}(g(x))$ as well as $f(x)=\Omega(g(x))$.

### 1.3 Structure and agenda

Chapter 2 starts with more detailed definitions of the underlying graphs, quantum random walks and search algorithms and collects all fundamental definitions used in this thesis.

In the following chapter, chapter 3, a search algorithm on the hypercube is introduced and the relevant operators are defined in more detail. In the scope of this chapter a new $2 \times 2$ model of the search operator is constructed. This model will be explained in detail
and used to calculate the first order of localisation amplitude and of the time necessary for the localisation effects. In chapter 4 the model outlined in the preceding chapter is again applied to analyse a search algorithm on a regular $d$-dimensional lattice. Again the leading order contributions of localisation time and amplitude at the target vertex are calculated.

Some applications of the search algorithm on the lattice as introduced in chapter 4 will be presented in chapter 5 . The algorithm will in particular be used to search for more than one target and it will be discussed how this mechanism can be applied to send a signal though the graph. This setting can also be used to improve both, the lattice search and Grover's search algorithm. Additional to that, some ideas to observe the localisation effect in an experimental situation will be presented. This chapter is followed by some thoughts about why the search algorithm leads to a localisation and which properties might play a role in the localisation process in chapter 6.

In chapter 7 a summarisation of the results is presented and some open questions are discussed.

## CHAPTER 2

## Preliminaries and Definitions

### 2.1 The underlying graph

Figure 2.1 shows the sketch of a graph with 12 vertices and 19 bonds. In their most general form they can be considered as networks consisting of vertices $v$ connected by bonds $b$, where each bond $b_{i}$ has a length $l_{b_{i}}$ that is assigned to it.

Let $V$ and $B$ be the sets of vertices and bonds and let $|B|$ and $|V|$ be their corresponding cardinal numbers. For simplicity only connected graphs are considered, that is, graphs which can not be divided into subgraphs without removing one or more bonds. Furthermore it will be assumed that for every pair of vertices $i$ and $j$, there will be at most one


Figure 2.1: Sketch of a graph.
bond connecting these for undirected bonds and at most one bond in each direction for directed bonds. Directed bonds allow transition only in one direction while undirected bonds treat both directions equally, this can be used to model systems with or without time reversal symmetry.

Using this restrictions the ordered pair $(i, j)$ uniquely defines the bond leading from vertex $i$ to vertex $j$. For undirected bonds the lengths $l_{i j}$ and $l_{j i}$ are equal.

A graph is called connected if it can not be divided into subgraphs without removing some of its bonds. In other words, each vertex of a connected graph can be reached from any other vertex by passing through at most $|B|$ bonds.

The quantum dynamics on such a graphs is defined by the Schrödinger equations for the bonds and the solution are propagating waves. Continuity of the wave function at the vertices demands that the wave function to be continuous: the wave functions on all bonds leaving vertex $i$ have the same limiting behaviour and approach the same value. Let now $k_{i}$ be the number of incoming bonds at vertex $i$ and $l_{i}$ be the number of outgoing bonds. For simplicity $k_{i}=l_{i}$ will be assumed at all vertices. Then the mapping of incoming onto outgoing waves at $i$ can be described using a $k_{i} \times k_{i}$ matrix $\sigma^{i}$ which is called vertex scattering matrix.

Wave propagation on graphs has been discussed in $[35,36,37,38]$.

Following the line of [25,50], the analysis in this thesis will be restricted to connected $k$-regular graphs with undirected bonds. A $k$-regular graph is a graph, where all vertices have the same number of outgoing bonds $k$. Furthermore all bonds of the graph will have the same bond length which will, for convenience, be normalised to $l_{i j}=1$ for all $(i, j)$. Additional to that the vertex scattering matrices will be chosen identically and be denoted as $\sigma=\sigma^{i}$ for all $i$. Later a special vertex scattering matrix will be introduced at a small number of vertices denoted by $\sigma^{\prime}$.

In particular only two different types of graphs are regarded in this thesis. A $d$ dimensional hypercube, that is, a cube in $d$ dimensions and a $d$-dimensional square lattice with $n^{d}$ vertices and periodic boundary conditions.

### 2.2 Quantum random walks

Now imagine a classical particle performing a random walk on a graph. When the walker is started on an arbitrary vertex, one of the $k$ outgoing bonds is chosen randomly, say by throwing a dice or flipping a coin. Then the walker proceeds through this bond to the next vertex, where again one out of $k$ bonds is chosen for the next iteration. The probability distribution of the position of the walker spreads out over the graph as time increases.

Kempe presented an introductory overview on quantum walks in [9] and discussed the difference of continuous and discrete time quantum random walks in detail. However, only the discrete time quantum random walk will be discussed here.

Since the propagation of the quantum random walk can be described by unitary operators, the quantum random walk is not random but deterministic, the name 'quantum random walk' is used, to stress the analogy to a classical random walk. However, if the position of the quantum walker is measured after every step, it will perform a classical random walk on the graph, whereas if the position is not measured, the walker will remain in a superposition of many positions and interferes with itself.

### 2.2.1 The abstract quantum random walk

Quantum random walks on graphs are defined in analogy to classical random walks on classical graphs. The quantum walker is positioned somewhere on the graph and
then a unitary operator $\sigma$, called 'coin flip', performs a transformation of an internal degree of freedom. The space corresponding to this internal degree of freedom is called 'coin space' and the state can e.g. be imagined as spin state. Since the superposition of outgoing bonds is chosen according to the walkers coin space state, the coin flip takes the rôle of a vertex scattering matrix as described in 2.1.

In a second manipulation, the walker is then propagated to the next vertex that is chosen according to the walkers state in the coin space by a 'shift operator' $S$. Since the coin space state is typically a superposition of basis states, the waker is shifted into a superposition of several vertices.

Let $|i\rangle$ be the coin space state of the incoming quantum walker at vertex $|v\rangle$, then the overall state can be denoted as $|i\rangle \otimes|v\rangle$. First the coin flip $\sigma$ is applied and the state $(\sigma|i\rangle) \otimes|v\rangle$ is obtained before the shift operator $S$ shifts the walker to $S(\sigma|i\rangle) \otimes|v\rangle$.

The main effect of $S$ can be denoted as a permutations in position space as it changes the position of the walker, but it may also perform a permutation in coin space. However, $S$ has to be defined such that it does not violate the underlying graph by shifting the walker to a new vertex that is not connected to the first one by a bond.

The $N$-dimensional position space and the $k$-dimensional coin space define a $k N$ dimensional Hilbert space for the quantum random walk.

### 2.2.2 A 1-dimensional example

To provide some understanding of quantum random walks a quantum random walk on a 1-dimensional lattice with periodic boundary conditions will be introduced. Figure 2.2 shows a sketch of such a graph and provides a numbering for the vertices. It will be assumed that there are $n$ vertices in both directions, with $n$ being large compared to the number of time steps in the quantum random walk. Furthermore the vertices $|n\rangle$ and


Figure 2.2: Sketch of a 1-dimensional line lattice.
$|-n\rangle$ are identified due to the periodic boundary conditions. Thus the overall number of vertices of the lattice is $N=2 n$.

Let the quantum random walk be started at the vertex $|0\rangle$ and let the two coin space states be denoted as $|\rightarrow\rangle=(1,0)^{\top}$ and $|\leftarrow\rangle=(0,1)^{\top}$. A typical state of the system will be denoted as $|i v\rangle=|i\rangle \otimes|v\rangle$, where $|i\rangle$ is a coin space state and $|v\rangle$ a state in position space.

For this example the coin

$$
\sigma=\frac{1}{\sqrt{2}}\left(\begin{array}{ll}
1 & \mathrm{i}  \tag{2.2.1}\\
\mathrm{i} & 1
\end{array}\right)
$$

and the shift operator

$$
\begin{equation*}
S=\sum_{i=-\infty}^{\infty}(|\rightarrow i+1\rangle\langle\rightarrow i|+|\leftarrow i-1\rangle\langle\leftarrow i|) \tag{2.2.2}
\end{equation*}
$$

will be used. Both operators are taken from [9]. Note that the coin flip does not distinguish between the two different coin state states but treats both directions equally. Both operators can also be interpreted to define the wave propagation on the graph. $\sigma$ takes the rôle of the vertex scattering matrix: It defines how much of the incoming amplitude is reflected and how much passes through the vertex and adds a phase factor to both outgoing waves. $S$ is the bond propagation matrix. Note that bond lengths and wave vector have been chosen such that the phase factor due to bond propagation is 1. Since $\sigma$ acts only locally on the coin space, the tensor product and the identity operator in position space are used to define a global coin flip

$$
\begin{equation*}
C:=\sigma \otimes \mathbb{1}_{N} \tag{2.2.3}
\end{equation*}
$$

| $\|v\rangle$ | -4 | -3 | -2 | -1 | 0 | 1 | 2 | 3 | 4 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{~T}=0$ |  |  |  |  | 1 |  |  |  |  |
| $\mathrm{~T}=1$ |  |  |  | $\frac{1}{2}$ |  | $\frac{1}{2}$ |  |  |  |
| $\mathrm{~T}=2$ |  |  | $\frac{1}{4}$ |  | $\frac{1}{2}$ |  | $\frac{1}{4}$ |  |  |
| $\mathrm{~T}=3$ |  | $\frac{1}{8}$ |  | $\frac{3}{8}$ |  | $\frac{3}{8}$ |  | $\frac{1}{8}$ |  |
| $\mathrm{~T}=4$ | $\frac{1}{16}$ |  | $\frac{3}{8}$ |  | $\frac{1}{8}$ |  | $\frac{3}{8}$ |  | $\frac{1}{16}$ |

Table 2.1: Probabilities for the quantum random walk.
that flips the coin of the quantum walker at all vertices simultaneously.

The quantum random walk is now defined by an application of $C$ followed by an application of $S$, that is,

$$
\begin{equation*}
U=S C \tag{2.2.4}
\end{equation*}
$$

Let the walk be started in the state

$$
\begin{equation*}
\mid \text { start }\rangle:=\frac{1}{\sqrt{2}}(|\rightarrow 0\rangle+|\leftarrow 0\rangle) \tag{2.2.5}
\end{equation*}
$$

After one time step, that is one application of $U$, the state results in

$$
\begin{equation*}
U \mid \text { start }\rangle=\frac{1+\mathrm{i}}{2}(|\rightarrow 1\rangle+|\leftarrow-1\rangle) \tag{2.2.6}
\end{equation*}
$$

and the probability to measure the walk at $|1\rangle$ or $|-1\rangle$ is $\frac{1}{2}$ each.

For the first four steps, the probability of the quantum random walk evolves as listed in table 2.1, whereas a classical random walk with probability $\frac{1}{2}$ of stepping right or left evolves as shown in table 2.2. A clear difference between both random walks can be noted at $T=4$. Due to interference effects, the quantum walk as a significantly smaller probability of returning to $|0\rangle$ compared to the classical random walk.

Ambainis et al. [8] presented a detailed analysis of the difference between classical and quantum random walks on a line. They also introduced absorbing boundaries to the

| $\|v\rangle$ | -4 | -3 | -2 | -1 | 0 | 1 | 2 | 3 | 4 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{~T}=0$ |  |  |  |  | 1 |  |  |  |  |
| $\mathrm{~T}=1$ |  |  |  | $\frac{1}{2}$ |  | $\frac{1}{2}$ |  |  |  |
| $\mathrm{~T}=2$ |  |  | $\frac{1}{4}$ |  | $\frac{1}{2}$ |  | $\frac{1}{4}$ |  |  |
| $\mathrm{~T}=3$ |  | $\frac{1}{8}$ |  | $\frac{3}{8}$ |  | $\frac{3}{8}$ |  | $\frac{1}{8}$ |  |
| $\mathrm{~T}=4$ | $\frac{1}{16}$ |  | $\frac{1}{4}$ |  | $\frac{3}{8}$ |  | $\frac{1}{4}$ |  | $\frac{1}{16}$ |

Table 2.2: Probabilities for the classical random walk.
process and found that the probability of the walk being absorbed by an absorbing boundary directly left to the starting point is $\frac{2}{\pi}$, where in the classical case it is 1 . They carried this investigation a step further, and discovered that the probability increases to $\frac{1}{\sqrt{2}}$ if there is a second absorbing boundary a large distance of $m$ vertices away on the other side. Classically, one would expect the probability to be absorbed on the left side decreases due to the second boundary.

### 2.2.3 Continuous time quantum random walk

Although this thesis analyses quantum search algorithm constructed from discrete time quantum random walks, a short introduction to continuous time quantum random walks will be provided. Overviews and the relation to discrete time quantum random walks or classical random walks have been presented in [9, 11, 51].

The continuous time quantum random walk takes place in position space only. That is, no additional coin space is needed and no coin is flipped. This class of quantum random walks are a quantum version of a classical continuous time Markov chain [52]. To obtain a continuous time random walk, one classically, defines an infinitesimal generating
matrix $H$ using a jumping rate $\gamma$ for transitions from one vertex to one of its neighbours:

$$
H_{i j}= \begin{cases}-\gamma & \text { if } i \neq j \text { and } i \text { and } j \text { are connected }  \tag{2.2.7}\\ d_{i} \gamma & \text { if } i=j \\ 0 & \text { otherwise }\end{cases}
$$

where $d_{i}$ is the number of vertices connected to $i$.

Let now $\vec{p}(t)$ be the probability distribution at time $t$, then the random walk will obey the differential equation

$$
\begin{equation*}
\frac{d}{d t} \vec{p}(t)=-H \vec{p}(t) \tag{2.2.8}
\end{equation*}
$$

This gives rise to the solution $\vec{p}(t)=\exp (-H t) \vec{p}(0)$.

To obtain a quantum process from this classical random walk, Farhi and Gutmann [52] proposed that the matrix $H$ now becomes a Hamiltonian and the time evolution is defined by the propagator $U(t)=\exp (-i H t / \hbar)$.

Overall, the main difference between the discrete and continuous time quantum random walk is that the continuous time random walk takes place in position space only whereas the discrete time quantum random walk needs an additional coin space. Although there are differences, both models for quantum random walks have some similarities as the fast spreading on a line [52] as discussed above for the discrete time model. Detailed reports on the similarities and differences may be found in [9,51]. The main advantage of the continuous time quantum walk is the smaller Hilbert space which simplifies the analysis. On the other hand, for the continuous time model it is harder to implement quantum algorithms for graphs if the maximum degree of the graph is not small [51,53]. Both quantum random walks can be used as a foundation for a quantum search algorithm $[25,26,27,50]$. However, for low dimensional lattices the continuous time search algorithm with no additional auxiliary space is not as efficient as the discrete time search [26, 27].

### 2.3 Quantum search algorithms

Quantum search algorithms are able to solve search problems that have one or more solutions. For simplicity only the case for one solution will be discussed here. Given a system of $N$ states that are labelled $v_{1}, v_{2}, \ldots, v_{N}$. Let there be a unique yet unknown target state, say $\left|v_{t}\right\rangle$ that satisfies a given condition $C$ implemented by a function $C(v)$ such that $C\left(v_{t}\right)=1$ and $C\left(v_{i}\right)=0$ for all states $\left|v_{i}\right\rangle \neq\left|v_{t}\right\rangle$.

The most prominent quantum search algorithm is Grover's search algorithm. It provides the means to identify the state $v_{t}$ in a time $\mathcal{O}(\sqrt{N})[5,23,54]$. A report on an experimental realisation of Grover's algorithm can be found in [55].

In general, the function implementing condition $C$ is often referred to as 'oracle' and treated as black box since the knowledge of $C$ is not important. The only purpose of $C$ is to recognise the target state $\left|v_{t}\right\rangle$ among all possible input states $\left|v_{j}\right\rangle$ by returning a unique result if questioned for $\left|v_{t}\right\rangle$. An equivalent problem to searching for $\left|v_{t}\right\rangle$, is to invert the unknown function $C$ since the target state is the unique state satisfying $v_{t}=C^{-1}(1)$.

### 2.3.1 Grover's search algorithm

The search algorithm for $N$ states introduced by Grover in [23] is implemented by the following rules:

1. initialise the system in the uniform distribution

$$
\begin{equation*}
|\psi\rangle:=\left(\frac{1}{\sqrt{N}}, \frac{1}{\sqrt{N}}, \frac{1}{\sqrt{N}}, \ldots, \frac{1}{\sqrt{N}}\right)^{\top} \tag{2.3.1}
\end{equation*}
$$

2. repeat the following unitary operations $T$ times, where $T$ is a particular, but yet unknown time $T=\Theta(\sqrt{N})$
(a) rotate the phase of all states $\left|v_{i}\right\rangle$ by $\pi C\left(v_{i}\right)$
(b) apply the unitary matrix $D$ defined by $D_{i i}=-1+\frac{2}{N}$ and $D_{i j}=\frac{2}{N}$ for $i \neq j$
3. measure the resulting state $\left|\psi_{\text {result }}\right\rangle$.

Grover has shown that the outcome of the search has a notable overlap with the target state $\left|v_{t}\right\rangle$ singled out by $C\left(v_{t}\right)=1$. The probability to find $\left|\psi_{\text {result }}\right\rangle$ in $\left|v_{t}\right\rangle$ is at least $\frac{1}{2}$. A sketch of the proof is given below. A more detailed discussion will be postponed until section 5.4, an interested reader can also find proofs in [5,23].

Nielsen and Chuang discussed a geometric approach for Grover's search algorithm in [5]: The steps (2a) and (2b) of the algorithm map the 2-dimensional subspace spanned by $\left|v_{t}\right\rangle$ and $|\psi\rangle$ onto itself. Step (2a) performs a reflection about a vector $|\alpha\rangle$ that lies in this subspace and is orthogonal to $\left|v_{t}\right\rangle$. Similarly $D=2|\psi\rangle\langle\psi|-\mathbb{1}_{N}$ can be regarded as reflection about $|\psi\rangle$ and as the starting state lies in this subspace, the state is trapped there.

Both reflections applied in succession perform a rotation about an angle $\theta$ that is twice the angle between $|\alpha\rangle$ and $|\psi\rangle$. Therefore $\sin \frac{\theta}{2}=\frac{1}{\sqrt{N}}$ and after $T=\Theta(\sqrt{N})$ cycles over the loop of steps (2a) and (2b) the distance of $\left|\psi_{\text {result }}\right\rangle$ to $\left|v_{t}\right\rangle$ is minimal. If the rotation is continued once the time $T$ has passed, the distance will increase again as the state is rotated away from $\left|v_{t}\right\rangle$.

The quantum search algorithms discussed in this thesis are related to Grover's algorithm in a sense that the algorithms can be interpreted as rotations in a two dimensional subspace spanned by the uniform distribution which will be used as starting state and a localised state that is close to the target state. Further details will be discussed in section 3.4.3.

### 2.3.2 The abstract search algorithm

To employ a quantum random walk as search algorithm, the underlying database of the search has to be mapped on the vertices of the graph and an oracle is used to identify the target vertex, that is, the vertex to which the target entry of the database has been mapped. For simplicity, only locally indistinguishable graphs will be discussed, that is, graphs where all vertices have the same number of bonds $k$ and the same coin flip operation is performed at all vertices. Furthermore, all bonds are assumed to be of unit lengths, such that the same phase factor is added due to the propagation along the bonds which will be chosen to be 1 . In addition to that, the coin flip will treat all bonds equally and only backscattering may appear with a different probability than propagation in any other direction.

Let $S$ be the moving shift and $\sigma$ the local coin flip matrix that is applied at all vertices. A global coin flip that flips the coin on all vertices simultaneously is defined by $C=\sigma \otimes \mathbb{1}_{N}$, where $\otimes$ denotes the tensor product and $\mathbb{1}_{N}$ the identity operator in position space. Since there are $k$ outgoing bonds $\sigma$ is a $k \times k$-matrix and the Hilbert space of the problem is $k N$-dimensional.

The quantum random walk $U$ is defined by first applying the global coin flip and then the moving shift

$$
\begin{equation*}
U=S C \tag{2.3.2}
\end{equation*}
$$

The oracle $o$ is defined such that it first scans the database entry mapped to vertex $\left|v_{i}\right\rangle$ and then returns 0 whenever the entry is not the target entry of the search whereas $o\left|v_{t}\right\rangle=1$ if ENTRY $\left(v_{t}\right)$ is the target. Now, the return value of the oracle can be used to mark $\left|v_{t}\right\rangle$ by choosing local coin matrices that depend on the oracle output such that $\sigma$ is applied on all unmarked vertices whereas a different coin flip is applied at the target vertex $\left|v_{t}\right\rangle$.

Following this line of thought, the abstract search algorithm is defined as

$$
\begin{equation*}
U^{\prime}=S C-\left(\sigma-\sigma^{\prime}\right) \otimes\left|v_{t}\right\rangle\left\langle v_{t}\right| \tag{2.3.3}
\end{equation*}
$$

where $\sigma^{\prime}$ is the marking coin applied at the target vertex only.

As shown in (2.3.3), the term that is added to $U$ has the form $-\left(\sigma-\sigma^{\prime}\right) \otimes\left|v_{t}\right\rangle\left\langle v_{t}\right|$. Since $\left|v_{t}\right\rangle\left\langle v_{t}\right|$ is a projection on the target vertex, the additional term changes at most $k^{2}$ matrix elements. As $U$ is a $k N \times k N$-matrix, $U^{\prime}$ can be regarded as, up to a small perturbation, identical to $U$. Thus, the abstract quantum search algorithm as described in this section can be regarded as perturbed quantum random walks.

## CHAPTER 3

## Search algorithm on the

## hypercube

This chapter starts with an introduction of a search algorithm as introduced by Shenvi, Kempe and Whaley in [50]. The algorithm is constructed to search the graph of a hypercube for a given but unknown target vertex. In this search model, the target vertex acts as a local perturbation in an otherwise highly symmetric quantum random walk. In the previous analysis [50], Shenvi et al. gave an analytical estimate the search time and the localisation probability.

The approach used by Shenvi et al. gives an estimate of the eigenvalues and eigenvectors of the search operator. For the calculation presented here, only the eigenvalues of the quantum random walk are needed which have been calculated in [56]. The model introduced in this chapter defines a one parameter family of unitary operators $U_{\lambda}$ (3.2.1). With increasing $\lambda$, this family changes continuously from the unperturbed quantum random walk to the search operator and back. This new picture reveals avoided crossings in the spectrum as will be seen in figure 3.4.

The thus introduced family of unitary operators is then analysed in terms of eigenvectors and eigenvalues. It is argued that only a few entries of the search operator change as a function of the parameter $\lambda$ and the eigenvectors of the unperturbed system form a convenient basis for the calculation of eigenvectors. However, it is argued that the search algorithm is singled out in the family of unitary operators by an avoided crossing visible when the spectrum is plotted as a function of $\lambda$. The search algorithm is then characterised by the eigenvectors and eigenvalues near the crossing at $\lambda=1$.

The two eigenvectors at the crossing are calculated approximately and the approximate eigenvalue equations are given in (3.3.2) and (3.3.10). The subspace spanned by these two approximate eigenvectors is almost invariant under the action of the search operator and it is shown that, while one approximate eigenvector acts as starting state, the second is localised at the target vertex.

Therefore it is argued, that the search operator can be analysed in the two dimensional subspace spanned by these vectors using a simple model Hamiltonian for the avoided crossing in equation (3.4.1). This leads finally to an expression for the localisation probability (3.6.3) and the search time (3.6.2). The result for the latter is found to agree with the result obtained from numerical simulations of the search as presented in figure 3.5.

### 3.1 Definitions and model

A $d$-dimensional hypercube is a graph whose vertices can be encoded using binary strings with $d$ digits containing either 0 or 1 as entry. Vertices, whose strings are equal for all but one digit are connected as shown in figure 3.1. Thus each vertex is connected to $d$ neighbouring vertices via outgoing bonds and the dimension of the Hilbert space $\mathcal{H}$ is $\operatorname{dim} \mathcal{H}=d N$, where $N=2^{d}$ is the number of vertices of the graph.


Figure 3.1: The hypercube in $d=3$ dimensions.

The quantum search algorithm introduced by Shenvi, Kempe and Whaley in [50] will be discussed in this chapter. As outlined in section 2.3.2, quantum search algorithms can be regarded as perturbed quantum random walks. The underlying quantum random walk has been analysed by Moore and Russell [56] who calculated the full set of eigenvalues.

### 3.1.1 The underlying quantum random walk

In analogy to the discussion in section 2.2 the quantum random walk is ruled by a unitary operator $U=S\left(\sigma \otimes \mathbb{1}_{2^{d}}\right)$, where $\sigma$ is the local coin flip on all vertices, $S$ is a moving shift and $\mathbb{1}_{2^{d}}$ the identity operator in position space.

The uniform distribution in coin space $|s\rangle=\frac{1}{\sqrt{d}} \sum_{i=1}^{d}|i\rangle$ is used to define the local coin flip on each vertex as

$$
\begin{equation*}
\sigma=2|s\rangle\langle s|-\mathbb{1}_{d} \tag{3.1.1}
\end{equation*}
$$

This defines the global coin that flips the coins on all vertices simultaneously as

$$
\begin{equation*}
C=\sigma \otimes \mathbb{1}_{2^{d}} \tag{3.1.2}
\end{equation*}
$$

The $d N$ states of the system will be denoted as $|i x\rangle=|i\rangle \otimes|x\rangle$, where $|i\rangle$ is a vector in the $d$-dimensional coin space and $|x\rangle$ a vector in the $N$-dimensional position space. Using these notations the shift operator $S$ can be denoted conveniently. Since $S$ transfers
the state $|i x\rangle$ into $\left|i x \oplus e_{i}\right\rangle$, where $\left|e_{i}\right\rangle$ is the unit vector in direction $i$ and $\oplus$ is the sum modulo 2 , it is defined as

$$
\begin{equation*}
S=\sum_{i=1}^{d} \sum_{\vec{x}}\left|i x \oplus e_{i}\right\rangle\langle i x| . \tag{3.1.3}
\end{equation*}
$$

The eigenvalues $v_{k}^{ \pm}$and eigenvectors $\left|v_{\vec{k}}^{ \pm}\right\rangle$of the quantum random walk

$$
\begin{equation*}
U=S C \tag{3.1.4}
\end{equation*}
$$

are discussed in $[50,56]$ and a detailed calculation can also be found in appendix A. Some for the scope of this thesis unimportant $\pm 1$-eigenvectors will be neglected as the analysis will later be reduced to a subspace orthogonal to them. The remaining two eigenvalues and orthonormalised eigenvectors that can be found for every $d$-dimensional binary vector $\vec{k}$ are

$$
\begin{align*}
v_{k}^{ \pm} & =\mathrm{e}^{ \pm \mathrm{i} \omega_{k}}=1-\frac{2 k}{d} \pm \frac{2 \mathrm{i}}{d} \sqrt{k(d-k)}  \tag{3.1.5}\\
\left|v_{\vec{k}}^{ \pm}\right\rangle & =\sum_{i=1}^{d} \sum_{\vec{x}}(-1)^{\vec{k} \cdot \vec{x}} \frac{2^{-d / 2}}{\sqrt{2}} \alpha_{k_{i}}^{ \pm} \beta_{k}|i x\rangle \tag{3.1.6}
\end{align*}
$$

[50,56], appendix A.2, where $k=|\vec{k}|=\sum_{i=1}^{d} k_{i}$ is the Hamming weight of the vector $\vec{k}$ and

$$
\alpha_{k_{i}}^{ \pm}= \begin{cases}1 / \sqrt{k} & \text { if } k_{i}=1  \tag{3.1.7}\\ \mp \mathrm{i} / \sqrt{d-k} & \text { if } k_{i}=0\end{cases}
$$

Compared to the previous calculations, a normalisation constant

$$
\beta_{k}= \begin{cases}\sqrt{2} & \text { if } k=0 \text { or } k=d  \tag{3.1.8}\\ 1 & \text { otherwise }\end{cases}
$$

has been added.
Since the eigenvalues are a function of $k$, they are $\binom{d}{k}$ times degenerate. Furthermore note that for $k=0$ and $d$ the $\pm$ cases are equivalent. For simplicity the notation will not be altered but the + cases will be regarded only.

### 3.1.2 The search algorithm

The quantum random walk can now be altered to create a search algorithm. A target vertex $|v\rangle$ is introduced and marked by a different choice for the coin flip that will be denoted as $\sigma^{\prime}$. The perturber coin for the hypercube search is $\sigma^{\prime}=-\mathbb{1}_{d}$ which leads to both, a simple analysis and an efficient search algorithm.

To obtain the search algorithm from the unperturbed quantum walk, the old coin $\sigma$ is subtracted and the perturber coin $\sigma^{\prime}$ is added locally at the target vertex. This results in a perturbed global coin flip

$$
\begin{equation*}
C^{\prime}=C-\left(\sigma-\sigma^{\prime}\right) \otimes|v\rangle\langle v|=C-2|s\rangle\langle s| \otimes|v\rangle\langle v| . \tag{3.1.9}
\end{equation*}
$$

Since $|s\rangle$ is a 1-eigenvector of $\sigma$ the search algorithm $U^{\prime}=S C^{\prime}$ can be simplified. Defining the state $|s v\rangle:=|s\rangle \otimes|v\rangle$ that is localised at the marked vertex and uniformly distributed in coin space,

$$
\begin{align*}
U^{\prime} & =S C^{\prime}  \tag{3.1.10}\\
& =S(C-2 C|s\rangle\langle s| \otimes|v\rangle\langle v|)  \tag{3.1.11}\\
& =U-2 U|s v\rangle\langle s v| . \tag{3.1.12}
\end{align*}
$$

Up to a few entries the operators $U$ and $U^{\prime}$ are identical, in fact, an orthonormal basis such that equality holds for all but one entry can be constructed using the vectors $|s v\rangle$, $U|s v\rangle$ and $d N-2$ other basis vectors.

Numerical simulations of the search algorithm $U^{\prime}$ verify the analytical observation by Shenvi, Kempe and Whaley [50]. The algorithm indeed acts as search algorithm and, starting from the uniform distribution, localises the quantum state at the marked vertex after some time. Figure 3.2 shows the performance on a 12-dimensional hypercube searching for the marked vertex $|v\rangle=\overrightarrow{0}$ starting in the uniformly distributed state $\mid$ start $\rangle=\frac{-\mathrm{i}}{\sqrt{N}}|s\rangle \otimes\left(\sum_{\vec{x}}|x\rangle\right)=\left|v_{\overrightarrow{0}}^{+}\right\rangle$, where the sum is performed over all vertices of the


Figure 3.2: Performance of the search algorithm: The search algorithm on the $d=12$ dimensional hypercube is projected on a line such that all vertices with the same Hamming weight merge into one point. At $t=0$ the walk starts in the uniform distribution and localises at the marked vertex $v=\overrightarrow{0}$ at $t=74$.
hypercube. The probabilities at the vertices have been projected on a line such that all vertices with the same distance from the marked vertex are identified, see figure 3.3.

The simulation shows that the search localises at the marked vertex after $U^{\prime}$ has been applied $t=74$ times. The even higher amplitude at Hamming weight $|\vec{x}|=\sum_{i=1}^{d} x_{i}=1$ is the sum of the probabilities for the 12 neighbours of $|v\rangle$, where each of the neighbouring vertices has a probability significantly smaller than the marked vertex.

### 3.2 Eigenvectors and eigenvalues of the search

For the analysis of the search algorithm, the eigenvectors and eigenvalues of $U^{\prime}$ are discussed. Since the additional term $U|s v\rangle\langle s v|$ in equation (3.1.12) changes only a few matrix elements of the quantum random walk, it can be treated as a small perturbation. The analysis follows the line described below. First an operator $U_{\lambda}$ is introduced that


Figure 3.3: The Hamming weight $|\vec{x}|$ measures the distance between $\vec{x}$ and $\overrightarrow{0}$. To illustrate this, all vertices with the same Hamming weight are projected to one point.
changes continuously from the quantum random walk to the operator of the search. Then the eigenvectors and eigenvalues of the thus defined operator are discussed. One can easily see, the eigenvectors and eigenvalues can be organised such that only a few of them change as a function of the parameter $\lambda$. Thus the subspace of the problem will be reduced and restricted to the set of these eigenvectors only. The spectrum with respect to this reduced subspace is finally be plotted in figure 3.4.

### 3.2.1 Introduction of a one parameter family of unitary operators and a reduced space

To analyse the search algorithm $U^{\prime}$ a one parameter family of unitary operators $U_{\lambda}$ with parameter $\lambda$ is defined. The family is organised such that $U_{\lambda}$ is unitary for all values of $\lambda$ and changes continuously from $U$ to $U^{\prime}$ as $\lambda$ changes from 0 to 1 . These conditions are met by

$$
\begin{equation*}
U_{\lambda}=U+\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right) U|s v\rangle\langle s v| \tag{3.2.1}
\end{equation*}
$$

Note that $U_{\lambda}$ is 2-periodic in $\lambda$ and equals $U$ for all even integers whereas $U_{\lambda}=U^{\prime}$ if $\lambda$ is odd. If analysed in the canonical basis, the operation $\lambda \rightarrow 2 \pi-\lambda$ acts as complex
conjugation since $U$ and $|s v\rangle\langle s v|$ are both real operators.

To define a maximal symmetry-reduced space it is crucial to note that all eigenvectors of $U$ orthogonal to $|s v\rangle$ remain eigenvectors of $U_{\lambda}$ when $\lambda$ is chosen away from zero and their eigenvalues remain unchanged. That these eigenvectors and their eigenvalues are constant when varying $\lambda$ follows trivially from the definition $U_{\lambda}=$ $U+\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right) U|s v\rangle\langle s v|$. Therefore it is sufficient to concentrate the investigation on eigenvectors that are not orthogonal to $|s v\rangle$.

These vectors are obtained by a reorganisation of eigenvectors in each of the eigenspaces of $U$ such that the vectors are orthonormalised and there is only one eigenvector not orthogonal to $|s v\rangle$. Let the subspace $\mathcal{H}^{\prime}$ be the space spanned by this set of vectors. Note that this definition ensures that $\mathcal{H}^{\prime}$ is the relevant subspace for the investigation because the operators $U$ and $U_{\lambda}$ are different only in their action on this subspace.

Up to a normalisation constant, these vectors are obtained by a projection of $|s v\rangle$ into the corresponding subspace.

To continue with the analysis, the scalar product of $|s v\rangle$ with an arbitrary eigenvector according to (3.1.6) is regarded. To simplify notation, a phase factor $\mathrm{e}^{ \pm \mathrm{i} \varphi_{k}}=\frac{\sqrt{k} \pm \mathrm{i} \sqrt{d-k}}{\sqrt{d}}$ can be defined and

$$
\begin{equation*}
\left\langle v_{\vec{l}}^{ \pm} \mid s v\right\rangle=(-1)^{\vec{l} \vec{v}} \sqrt{2^{-d-1}} \beta_{l} \mathrm{e}^{ \pm \mathrm{i} \varphi_{k}} . \tag{3.2.2}
\end{equation*}
$$

The span vectors of the subspace $\mathcal{H}^{\prime}$ can now be evaluated as

$$
\begin{align*}
\left|\omega_{k}^{ \pm \prime}\right\rangle & =\sum_{\substack{\vec{T} \\
|\vec{l}|=k}}\left|v_{\vec{l}}^{ \pm}\right\rangle\left\langle v_{\vec{l}}^{ \pm} \mid s v\right\rangle  \tag{3.2.3}\\
& =\sqrt{2^{-d-1}} \mathrm{e}^{ \pm i \varphi_{k}} \beta_{k} \sum_{\substack{\vec{T} \\
|\vec{i}|=k}}(-1)^{\vec{l} \cdot \vec{v}}\left|v_{\vec{l}}^{ \pm}\right\rangle . \tag{3.2.4}
\end{align*}
$$

This gives normalised vectors of the form

$$
\begin{equation*}
\left|\omega_{k}^{ \pm}\right\rangle:=\frac{1}{\sqrt{\binom{d}{k}}} \sum_{\substack{\vec{l} \\|\vec{l}|=k}}(-1)^{\vec{l} \cdot \vec{v}}\left|v_{\vec{l}}^{ \pm}\right\rangle . \tag{3.2.5}
\end{equation*}
$$

Again, the vectors defined for $k=0$ and $k=d$ will be restricted to $\left|\omega_{0}^{+}\right\rangle$and $\left|\omega_{d}^{+}\right\rangle$as these vectors are up to a phase factor identical to the corresponding ${ }^{-}$cases. $\left|\omega_{0}^{-}\right\rangle$and $\left|\omega_{d}^{-}\right\rangle$will not be considered.

There are $2 d-2$ remaining vectors of type $\left|\omega_{k}^{ \pm}\right\rangle$and it can be seen that the $2 d-2$ dimensional subspace $\mathcal{H}^{\prime}$ is significantly smaller than $\mathcal{H}$ which is $d 2^{d}$-dimensional.

Note that the vectors in this set are not independent of the marked vertex $\vec{v}$. To simplify the calculation $\vec{v}=\overrightarrow{0}$ can be chosen without loss of generality and

$$
\begin{equation*}
\left|\omega_{k}^{ \pm}\right\rangle=\frac{1}{\sqrt{\binom{d}{k}}} \sum_{\substack{\vec{i} \\|\vec{l}|=k}}\left|v_{\vec{l}}^{ \pm}\right\rangle \tag{3.2.6}
\end{equation*}
$$

is obtained for the normalised eigenvectors of $U_{\lambda=0}$. The general case $\vec{v}=\vec{a}$ for some vector $\vec{a} \neq \overrightarrow{0}$ can easily be reconstructed by performing a transformation in position space $\vec{x} \rightarrow \vec{x} \oplus \vec{a}$, where $\oplus$ is again the sum modulo 2 .

Although the reasoning for the construction of the subspace $\mathcal{H}^{\prime}$ is different from the geometrical approach for the subspace in [50], both subspaces are identical since the set of span vectors is the same. Note that per definition, the perturber state $|s v\rangle$ is in $\mathcal{H}^{\prime}$. Using the same symbols for the operators in $\mathcal{H}^{\prime}$ as in the larger space $\mathcal{H}, U_{\lambda}$ is defined as

$$
\begin{equation*}
U_{\lambda}=U+\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right) U|s v\rangle\langle s v| \tag{3.2.7}
\end{equation*}
$$

where the operator $U$ is now defined via its action on its eigenvectors in the reduced space

$$
\begin{equation*}
U=v_{0}^{+}\left|\omega_{0}^{+}\right\rangle\left\langle\omega_{0}^{+}\right|+v_{d}^{+}\left|\omega_{d}^{+}\right\rangle\left\langle\omega_{d}^{+}\right|+\sum_{k=1}^{d-1}\left(v_{k}^{+}\left|\omega_{k}^{+}\right\rangle\left\langle\omega_{0}^{+}\right|+v_{k}^{-}\left|\omega_{k}^{-}\right\rangle\left\langle\omega_{k}^{-}\right|\right) \tag{3.2.8}
\end{equation*}
$$

To simplify notation, a new index $m$ is defined to replace both indices, $k$ and $\pm$. Let $m \in\{-d+1, d\}$ such that $\{|m|, \operatorname{sgn}(m)\}=\{k, \pm\}$. This leads to an identification $\left|\omega_{k}^{ \pm}\right\rangle=\left|\omega_{m}\right\rangle, v_{k}^{ \pm}=\mathrm{e}^{ \pm \mathrm{i} \omega_{k}}=\mathrm{e}^{\mathrm{i} \omega_{m}}=v_{m}$ and for the phase factor defined in equation $(3.2 .2) \mathrm{e}^{ \pm \mathrm{i} \varphi_{k}}=\mathrm{e}^{\mathrm{i} \varphi_{m}}$.

This simplifies the definition of $U$ in the reduced space to

$$
\begin{equation*}
U=\sum_{m=-d+1}^{d} \mathrm{e}^{\mathrm{i} \omega_{m}}\left|\omega_{m}\right\rangle\left\langle\omega_{m}\right| \tag{3.2.9}
\end{equation*}
$$

To complete the introduction of the reduced space, $|s v\rangle$ is expanded in the basis of span-vectors of $\mathcal{H}^{\prime}$.

$$
\begin{align*}
|s v\rangle & =\sum_{m=-d+1}^{d}\left|\omega_{m}\right\rangle\left\langle\omega_{m} \mid s v\right\rangle  \tag{3.2.10}\\
& =\sum_{m=-d+1}^{d}\left|\omega_{m}\right\rangle \frac{1}{\sqrt{\binom{d}{k}} \sum_{\vec{i}=k}^{|\vec{l}|=k}}\left\langle\left\langle v_{\vec{l}}^{ \pm} \mid s v\right\rangle,\right. \tag{3.2.11}
\end{align*}
$$

where the definition (3.2.5) has been used. With equation (3.2.2) the expression simplifies to

$$
\begin{align*}
|s v\rangle & =\sum_{m=-d+1}^{d}\left|\omega_{m}\right\rangle \frac{1}{\left.\sqrt{\left(\begin{array}{c}
d \mid \\
|m|
\end{array}\right.} \sum_{|i|=|m|}^{i} \right\rvert\,} \sqrt{2^{-d-1}} \beta_{m} \mathrm{e}^{\mathrm{i} \varphi_{m}}  \tag{3.2.12}\\
& =\sqrt{2^{-d-1}} \sum_{m=-d+1}^{d} \sqrt{\binom{d}{|m|}} \beta_{m} \mathrm{e}^{\mathrm{i} \varphi_{m}}\left|\omega_{m}\right\rangle . \tag{3.2.13}
\end{align*}
$$

### 3.2.2 Spectrum of $U_{\lambda}$

Figure 3.4 shows the numerical calculation of eigenphases of $U_{\lambda}$ in $\mathcal{H}^{\prime}$ for the 20dimensional hypercube as a function of $\lambda$. The spectrum of the reduced space contains several avoided crossings created by two eigenphases crossing diagonal through a spectrum of otherwise nearly constant eigenphases. When varying $\lambda$ over a small interval near one of the crossings, the eigenvalues not involved in that crossing hardly change. Some of the avoided crossings with small gap have been enlarged in the figure such that the character of the avoided crossing is clearly visible.


Figure 3.4: Phases of the eigenvalues of $U_{\lambda}$ as a function of $\lambda$ in the reduced space for a 20-dimensional hypercube.

Shenvi, Kempe and Whaley concentrated their analysis on the two eigenvalues of $U_{\lambda=1}$ closest two 1 and this new model reveals that these eigenvalues have an avoided crossing in the region near $\omega=0$ and $\lambda=1$.

It is known that oscillations between the two eigenstates of the avoided crossings can occur at the crossing. They appear if the starting state is a linear combination of the two exact eigenvectors, the state will then perform a rotation in the two dimensional subspace of the eigenvectors of the system that are crucial for the crossing. See appendix $B$ for an introduction.

The crossings can be enumerated using the index $m$ according to the eigenphases $\omega_{m}$ participating in the crossings.

Note that the eigenvector $\left|\omega_{0}\right\rangle$ of $U_{\lambda=0}$ with eigenphase 0 is the uniform distribution and therefore identical to the start vector $\mid$ start $\rangle$ of the search shown in figure 3.2.

Numerical simulations have shown that the walk $U_{\lambda}$ localises at the marked vertex no matter which state $\left|\omega_{m}\right\rangle$ is used as starting state. The only conditions are that it has an avoided crossing, that is, the distance in the crossing is smaller than the distance to neighbouring eigenphases, and that the parameter $\lambda$ is chosen as the $\lambda$-coordinate of the $m$ th crossing.

### 3.3 Approximative eigenvectors and eigenvalues of $U_{\lambda}$ near <br> the $m$ th crossing

Regarding the eigenphases not involved in the crossing as constant can be used to reduce the dimension of the problem even further. Near each crossing, there is one eigenvalue $\mathrm{e}^{\mathrm{i} \omega_{m}}$ as defined in (3.1.5). This eigenvalue remains in good approximation constant when $\lambda$ is varied and belongs to the eigenvector $\left|\omega_{m}\right\rangle$ of $U_{\lambda=0}$. The second
eigenvalue in the crossing changes the phase continuously and is the eigenvalue of an yet unknown vector.

Approximations to these two eigenvectors for each crossing will be used to construct a 2dimensional subspace spanned by the approximated eigenvectors of $U_{\lambda}$. This subspace can be used to constructed a $2 \times 2$ model Hamiltonian $H$ such that $\mathrm{e}^{-\mathrm{i} H}$ yields a good approximation for $U_{\lambda}$ in this 2-dimensional subspace.

For most $m^{\prime} s$, the eigenphases of $\left|\omega_{m}\right\rangle$ are in good approximation constant when $\lambda$ is changed and the vectors are assumed to be good approximations for the eigenvectors of $U_{\lambda}$. This can be verified by applying $U_{\lambda}$ to the eigenvectors of $U$

$$
\begin{align*}
U_{\lambda}\left|\omega_{m}\right\rangle & =U\left|\omega_{m}\right\rangle+\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right) U|s v\rangle\left\langle s v \mid \omega_{m}\right\rangle  \tag{3.3.1}\\
& =\mathrm{e}^{\mathrm{i} \omega_{m}}\left|\omega_{m}\right\rangle+\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right) \sqrt{2^{-d-1}} \sqrt{\binom{d}{|m|}} \beta_{m} \mathrm{e}^{-\mathrm{i} \varphi_{m}} U|s v\rangle \tag{3.3.2}
\end{align*}
$$

Since the vector $U_{\lambda}|s v\rangle$ is normalised, the second term on the right hand side scales like $\sqrt{\binom{d}{|m|} / N}$, where $N$ is again the number of vertices of the hypercube. For this reason the error term vanishes for $N \rightarrow \infty$ and $\left|\omega_{m}\right\rangle$ is indeed close to an eigenvector of $U_{\lambda}$, as long as $N \gg 1$ and $|m|$ not too close to $\frac{d}{2}$.

To obtain a vector that is approximately an eigenvector of $U_{\lambda}$ and has an eigenphase corresponding to one of the diagonal lines in the spectrum, a bit more effort is needed. Let $g^{ \pm}(\lambda)$ be a function such that the eigenvalues corresponding to the diagonal lines in the spectrum are given by $\mathrm{e}^{\mathrm{i} g^{ \pm}(\lambda)}$ and let $\left|v_{\lambda}^{ \pm}\right\rangle$be the corresponding eigenvectors such that the eigenvalue equation is approximately fulfilled. A rough estimate can be obtained by looking at figure 3.4 and a first approximations to $g^{ \pm}(\lambda)$ is obtained as

$$
\begin{equation*}
g^{ \pm}(\lambda) \approx(\lambda \pm 1) \frac{\pi}{2} \tag{3.3.3}
\end{equation*}
$$

In this chapter, only the solution crossing at $\omega=0$ will be considered, that is, $g(\lambda) \approx$ $(\lambda-1) \frac{\pi}{2}$.

The yet unknown vector $\left|v_{\lambda}\right\rangle$ is expanded in the basis of the set of span vectors $\left|\omega_{j}\right\rangle$ of $\mathcal{H}^{\prime}$. Let

$$
\begin{equation*}
\left|v_{\lambda}\right\rangle=\sum_{j=-d+1}^{d} a_{j}\left|\omega_{j}\right\rangle \tag{3.3.4}
\end{equation*}
$$

be the normalised $\mathrm{e}^{\mathrm{i} g(\lambda)}$-eigenvector with some unknown set of coefficients $a_{j}$ and let $\left|v_{\lambda}\right\rangle$ be orthogonal with respect to the other eigenvector that contributes to the $m$ th crossing, that is $a_{m}=0$. The yet arbitrary phase of $\left|\nu_{\lambda}\right\rangle$ will be defined by choosing the scalar product with $|s v\rangle$ real and non-negative and a parameter $b$ is defined such that

$$
\begin{equation*}
b=\left\langle s v \mid v_{\lambda}\right\rangle \quad \in[0,1] \tag{3.3.5}
\end{equation*}
$$

Using these definitions the eigenvalue equation takes the form

$$
\begin{align*}
U_{\lambda}\left|v_{\lambda}\right\rangle= & U\left|v_{\lambda}\right\rangle+\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right) b U|s v\rangle  \tag{3.3.6}\\
= & \mathrm{e}^{\mathrm{i} g(\lambda)}\left|v_{\lambda}\right\rangle+\left[U\left|v_{\lambda}\right\rangle-\mathrm{e}^{\mathrm{i} g(\lambda)}\left|v_{\lambda}\right\rangle+\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right) b U|s v\rangle\right]  \tag{3.3.7}\\
= & \mathrm{e}^{\mathrm{i} g(\lambda)}\left|v_{\lambda}\right\rangle+b\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right) \sqrt{2^{-d-1}} \sqrt{\binom{d}{|m|}} \beta_{m} \mathrm{e}^{\mathrm{i} \varphi_{m}+\mathrm{i} \omega_{m}}\left|\omega_{m}\right\rangle \\
& +\sum_{\substack{j=-d+1 \\
j \neq m}}^{d}\left[a_{j}\left(\mathrm{e}^{\mathrm{i} \omega_{k}}-\mathrm{e}^{\mathrm{i} g(\lambda)}\right)\right. \\
& \left.+b\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right) \sqrt{2^{-d-1}} \sqrt{\binom{d}{|j|}} \beta_{j} \mathrm{e}^{\mathrm{i} \varphi_{j}+\mathrm{i} \omega_{j}}\right]\left|\omega_{j}\right\rangle \tag{3.3.8}
\end{align*}
$$

Demanding the term in the square brackets to be zero defines the set of coefficients

$$
\begin{equation*}
a_{j}=\frac{b\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right) \sqrt{2^{-d-1}} \sqrt{\left(\mid{ }_{|j|}^{d}\right)} \beta_{j} \mathrm{e}^{\mathrm{i} \varphi_{j}+\mathrm{i} \omega_{j}}}{\mathrm{e}^{\mathrm{i} g(\lambda)}-\mathrm{e}^{\mathrm{i} \omega_{j}}} \tag{3.3.9}
\end{equation*}
$$

and the approximative eigenvalue equation is

$$
\begin{equation*}
U_{\lambda}\left|v_{\lambda}\right\rangle=\mathrm{e}^{\mathrm{i} g(\lambda)}\left|v_{\lambda}\right\rangle+b\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right) \sqrt{2^{-d-1}} \sqrt{\binom{d}{|m|}} \beta_{m} \mathrm{e}^{\mathrm{i} \varphi_{m}+\mathrm{i} \omega_{m}}\left|\omega_{m}\right\rangle \tag{3.3.10}
\end{equation*}
$$

As before, the additional term is of the order $\sqrt{\binom{d}{|m|} / N}$ and is small for $N \gg 1$ and $|m|$ not too close to $\frac{d}{2}$.

Since $b$ depends on the $a_{j}{ }^{\prime}$ s, equation (3.3.9) represents a set of coupled equations and $b$ in (3.3.5) cancels as it appears as a factor in both sides of the equation. Thus (3.3.5) leads
to a sum rule

$$
\begin{equation*}
1 \stackrel{!}{=} 2^{-d-1}\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right) \sum_{\substack{j=-d+1 \\ j \neq m}}^{d}\binom{d}{|j|} \beta_{j}^{2} \frac{\mathrm{e}^{\mathrm{i} \omega_{j}}}{\mathrm{e}^{\mathrm{i} g(\lambda)}-\mathrm{e}^{\mathrm{i} \omega_{j}}} \tag{3.3.11}
\end{equation*}
$$

and $b$ remains so far undefined by the above equations and can be used as normalisation parameter if a solution exists. To prove the existence of a solution for the coupled equations (3.3.9), it remains to show that the sum rule (3.3.11) is fulfilled. Note that the sum rule (3.3.11) provides an implicit formula for the phase $g(\lambda)$.

Let $\lambda_{m}$ be the value of $\lambda$ at the avoided crossing of the eigenphases of $\left|v_{\lambda}\right\rangle$ and $\left|\omega_{m}\right\rangle$. It remains to prove that the eigenphases cross, that is, the sum rule is at least approximately true in a region for $\lambda$ near $\lambda_{m}$ and for $g\left(\lambda_{m}\right)=\omega_{m}$.

The technique to solve the equations for $\lambda_{m}$ and $g(\lambda)$ at $\lambda \approx \lambda_{m}$ is to demand $g\left(\lambda_{m}\right)=$ $\omega_{m}$ and solve (3.3.11) for $\lambda$ to obtain $\lambda_{m}$. This can in turn be used to verify that $\left(\lambda_{m}, g\left(\lambda_{m}\right)\right)$ are indeed the coordinates of the avoided crossing by looking at the spectrum. If this is the case, $g(\lambda)$ near $\lambda_{m}$ can be obtained using (3.3.11).

### 3.3.1 Verification for the $m=0$ crossing.

The set of equations (3.3.9) has a valid solution if the sum formula (3.3.11) holds. Which will be analysed in the following. For simplicity, the calculation will be done only for the main crossing at $\lambda=1, \omega=0$, see figure 3.4.

Note that in the position and coin-space basis of $\mathcal{H}$ both operators, $U$ and the projection on the marking state $|s v\rangle\langle s v|$, are real. Thus the symmetry operation $\lambda \rightarrow 2 \pi-\lambda$ performs a complex conjugation on $U_{\lambda}$ in this basis. Therefore the spectrum of $U_{\lambda}$ is symmetric about $(\lambda=1, \omega=0)$. Since there is only one crossing in that region of the spectrum, it has to be exactly at that point. Note that the crossings of $U_{\lambda}$ in $\mathcal{H}$ are identical to those of $U_{\lambda}$ defined for $\mathcal{H}^{\prime}$ since the space has been reduced by eigenvectors of $U_{\lambda}$ with constant eigenphases only.

It remains to show that equation (3.3.11) holds in good approximation at the main crossing for large $N$. Let

$$
\begin{equation*}
S(\lambda):=2^{-d-1}\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right) \sum_{\substack{j=-d+1 \\ j \neq 0}}^{d}\binom{d}{|j|} \beta_{j}^{2} \frac{\mathrm{e}^{\mathrm{i} \omega_{j}}}{\mathrm{e}^{\mathrm{i} \delta(\lambda)}-\mathrm{e}^{\mathrm{i} \omega_{j}}} \tag{3.3.12}
\end{equation*}
$$

and $S(\lambda) \stackrel{!}{=} 1$ needs to be shown.

The sum can be rearranged such that positive and negative $j$ are added up in pairs while the $j=d$ term remains, that is

$$
\begin{align*}
S(\lambda)= & 2^{-d-1}\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right) \\
& \cdot\left(\begin{array}{c}
d-1 \\
j=1
\end{array}\binom{d}{j} \beta_{j}^{2}\left(\frac{\mathrm{e}^{\mathrm{i} \omega_{j}}}{\mathrm{e}^{\mathrm{i} g(\lambda)}-\mathrm{e}^{\mathrm{i} \omega_{j}}}+\frac{\mathrm{e}^{\mathrm{i} \omega_{j-d}}}{\mathrm{e}^{\mathrm{i} g(\lambda)}-\mathrm{e}^{\mathrm{i} \omega_{j-d}}}\right)+\beta_{d}^{2} \frac{\mathrm{e}^{\mathrm{i} \omega_{d}}}{\mathrm{e}^{\mathrm{i} g(\lambda)}-\mathrm{e}^{\mathrm{i} \omega_{d}}}\right) . \tag{3.3.13}
\end{align*}
$$

Using (3.1.7) and (3.1.8), the symmetry of the spectrum of $U, \mathrm{e}^{\mathrm{i} \omega_{j-d}}=-\mathrm{e}^{\mathrm{i} \omega_{j}}$ which follows from (3.1.5) and $\mathrm{e}^{\mathrm{i} \omega_{j-d}}=\mathrm{e}^{-\mathrm{i} \omega_{|d-j|}}$ for $0<j<d$, one obtains

$$
\begin{align*}
& S(\lambda)= 2^{-d-1}\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right)\left(\sum_{j=1}^{d-1}\binom{d}{j}\left(\frac{\mathrm{e}^{\mathrm{i} \omega_{j}}}{\mathrm{e}^{\mathrm{i} g(\lambda)}-\mathrm{e}^{\mathrm{i} \omega_{j}}}+\frac{-\mathrm{e}^{\mathrm{i} \omega_{j}}}{\mathrm{e}^{\mathrm{i} g(\lambda)}+\mathrm{e}^{\mathrm{i} \omega_{j}}}\right)\right. \\
&\left.+2 \frac{-1}{\mathrm{e}^{\mathrm{i} g(\lambda)}+1}\right)  \tag{3.3.14}\\
&= 2^{-d-1}\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right)\left(\sum_{j=1}^{d-1}\binom{d}{j} 2 \frac{\mathrm{e}^{2 \mathrm{i} \omega_{j}}}{\mathrm{e}^{2 \mathrm{i} g(\lambda)}-\mathrm{e}^{2 \mathrm{i} \omega_{j}}}-\frac{2}{\mathrm{e}^{\mathrm{i} g(\lambda)}+1}\right) \tag{3.3.15}
\end{align*}
$$

Some trigonometry leads to $\frac{\mathrm{e}^{2 \mathrm{i} \omega_{j}}}{\mathrm{e}^{2 \mathrm{i} g(\lambda)}-\mathrm{e}^{2 \mathrm{i} \omega_{j}}}=\frac{\mathrm{i}}{2} \cot \left(\omega_{j}-g(\lambda)\right)-\frac{1}{2}$ and $\frac{1}{\mathrm{e}^{\mathrm{i} g(\lambda)+1}}=\frac{1}{2}-\frac{\mathrm{i}}{2} \tan \frac{g(\lambda)}{2}$. Now the sum formula simplifies to

$$
\begin{align*}
& S(\lambda)=2^{-d-1}\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right)\left(\sum_{j=1}^{d-1}\binom{d}{j}\right.\left(\mathrm{i} \cot \left(\omega_{j}-g(\lambda)\right)-1\right)-1 \\
&\left.+\mathrm{i} \tan \frac{g(\lambda)}{2}\right)  \tag{3.3.16}\\
&=2^{-d-1}\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right)\left(\mathrm{i} \sum_{j=1}^{d-1}\binom{d}{j} \cot \left(\omega_{j}-g(\lambda)\right)-2^{d}+1\right. \\
&\left.+\mathrm{i} \tan \frac{g(\lambda)}{2}\right) \tag{3.3.17}
\end{align*}
$$

where $\sum_{j=0}^{d}\binom{d}{j}=2^{d}$ has been used.

Inserting $\lambda=1$ and using $g(1)=0$, it can be seen that

$$
\begin{equation*}
S(1)=2^{-d-1}(-2)\left(\mathrm{i} \sum_{j=1}^{d-1}\binom{d}{j} \cot \left(\omega_{j}\right)-2^{d}+1\right) \tag{3.3.18}
\end{equation*}
$$

The remaining sum cancels since $\cot \omega_{j}$ has an odd symmetry about $j=\frac{d}{2}$ and

$$
\begin{equation*}
S(1)=1-2^{-d} \tag{3.3.19}
\end{equation*}
$$

confirms the expectation that the sum rule $S(1)=1$ holds in good approximation.

### 3.3.2 Taylor expansion of $g(\lambda)$ about 1

To obtain the function $g(\lambda)$ near $\lambda=1$, a Taylor expansion can be evaluated by calculating the derivatives of $g(\lambda)$ at $\lambda=1$ iteratively.

The first derivative, $g^{\prime}(1)$, results from demanding $\left.\frac{d S(\lambda)}{d \lambda}\right|_{\lambda=1} \stackrel{!}{=} 0$, that is,

$$
\begin{align*}
0= & \frac{d S(\lambda)}{d \lambda}  \tag{3.3.20}\\
= & 2^{-d-1}\left(\mathrm{e}^{\mathrm{i} \lambda \pi} \mathrm{i} \pi\left(\mathrm{i} \sum_{j=1}^{d-1}\binom{d}{j} \cot \left(\omega_{j}-g(\lambda)\right)-2^{d}+1+\mathrm{i} \tan \frac{g(\lambda)}{2}\right)\right. \\
& +\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right) g^{\prime}(\lambda) \\
& \left.\cdot\left(\mathrm{i} \sum_{j=1}^{d-1}\binom{d}{j}\left(1+\cot ^{2}\left(\omega_{j}-g(\lambda)\right)\right)+\frac{\mathrm{i}}{2}\left(1+\tan ^{2} \frac{g(\lambda)}{2}\right)\right)\right) \tag{3.3.21}
\end{align*}
$$

and at $\lambda=1$

$$
\begin{equation*}
0=2^{-d-1}\left(-\mathrm{i} \pi\left(-2^{d}+1\right)-2 g^{\prime}(1)\left(\mathrm{i} \sum_{j=1}^{d-1}\binom{d}{j}\left(1+\cot ^{2}\left(\omega_{j}\right)\right)+\frac{\mathrm{i}}{2}\right)\right) \tag{3.3.22}
\end{equation*}
$$

where the identity $\sum_{j=1}^{d-1}\binom{d}{j} \cot \left(\omega_{j}\right)=0$ was again useful. Solving this equation for $g^{\prime}(1)$ results in

$$
\begin{align*}
g^{\prime}(1) & =\frac{2^{d} \pi-\pi}{2 \sum_{j=1}^{d-1}\binom{d}{j} \cot ^{2}\left(\omega_{j}\right)+2 \cdot 2^{d}-4+1}  \tag{3.3.23}\\
& =\frac{\pi-2^{-d} \pi}{2+2^{-d+1} \sum_{j=1}^{d-1}\binom{d}{j} \cot ^{2}\left(\omega_{j}\right)-3 \cdot 2^{-d}} \tag{3.3.24}
\end{align*}
$$

Note that both, $g(1)=0$ and $\lim _{d \rightarrow \infty} g^{\prime}(1)=\frac{\pi}{2}$ agree with the rough estimate $g^{ \pm}(\lambda) \approx$ $(\lambda \pm 1) \frac{\pi}{2}$ from equation (3.3.3) if $2^{-d+1} \sum_{j=1}^{d-1}\binom{d}{j} \cot ^{2}\left(\omega_{j}\right) \rightarrow 0$ as $d \rightarrow \infty$. This remains to be shown.

Let

$$
\begin{equation*}
\gamma_{d}:=2^{-d+1} \sum_{j=1}^{d-1}\binom{d}{j} \cot ^{2}\left(\omega_{j}\right)=2^{-d+1} \sum_{j=1}^{d-1}\binom{d}{j} \frac{d^{2}-4 j d+4 j^{2}}{4 j d-4 j^{2}} \tag{3.3.25}
\end{equation*}
$$

where the definition of $\omega_{|j|}$ from $\mathrm{e}^{\mathrm{i} \operatorname{sgn}(j) \omega_{j}}=1-\frac{2|j|}{d}-\operatorname{sgn}(j) \frac{2 \mathrm{i}}{d} \sqrt{|j|(d-|j|)}$ was used. For large graphs, that is $d \gg 1$, the de Moivre-Laplace Theorem states $\binom{d}{j} 2^{-d} \sim$ $\sqrt{\frac{2}{\pi d}} \exp \left(-\frac{2}{d}\left(j-\frac{d}{2}\right)^{2}\right)$ [57] and

$$
\begin{equation*}
\gamma_{d} \sim \frac{1}{2} \sqrt{\frac{2}{\pi d}} \sum_{j=1}^{d-1} \frac{d^{2}-4 j d+4 j^{2}}{4 j d-4 j^{2}} \mathrm{e}^{-\frac{2}{d}\left(j-\frac{d}{2}\right)^{2}} \tag{3.3.26}
\end{equation*}
$$

is obtained.

To simplify this result Poisson's summation formula is used and the sum is approximated by an integration

$$
\begin{equation*}
\gamma_{d} \sim \sqrt{\frac{1}{2 \pi d}} \int_{\frac{1}{2}}^{d-\frac{1}{2}} d x \sum_{n=-\infty}^{\infty} \delta(x-n) \frac{d^{2}-4 x d+4 x^{2}}{4 x d-4 x^{2}} \mathrm{e}^{-\frac{2}{d}\left(x-\frac{d}{2}\right)^{2}} \tag{3.3.27}
\end{equation*}
$$

The sum of delta distributions is periodic in $x$ and can be replaced by its Fourier series which leads to

$$
\begin{equation*}
\gamma_{d} \sim \sqrt{\frac{1}{2 \pi d}} \int_{\frac{1}{2}}^{d-\frac{1}{2}} d x \sum_{n=-\infty}^{\infty} \mathrm{e}^{2 \pi \mathrm{i} n x} \frac{d^{2}-4 x d+4 x^{2}}{4 x d-4 x^{2}} \mathrm{e}^{-\frac{2}{d}\left(x-\frac{d}{2}\right)^{2}} \tag{3.3.28}
\end{equation*}
$$

Note that this step is not rigorous, since the left hand side of the equation is not a function but a distribution, and convergence of the right hand side has not been shown. However, it can be used in this case [58].

The substitution $y=\frac{2 x}{d}$ is employed to obtain

$$
\begin{equation*}
\gamma_{d} \sim \frac{1}{2} \sqrt{\frac{d}{2 \pi}} \int_{\frac{1}{d}}^{2-\frac{1}{d}} d y \sum_{n=-\infty}^{\infty} \mathrm{e}^{\pi \mathrm{i} n y d} \frac{1-2 y+y^{2}}{2 y-y^{2}} \mathrm{e}^{-\frac{d}{2}(y-1)^{2}} \tag{3.3.29}
\end{equation*}
$$

The approximation above holds for large $N$ only, that is, search algorithms searching a large graph. In the case of $d \gg 1$ all terms $n \neq 0$ can be neglected because there are
fast oscillations in the exponent leading to sub dominant terms only. Furthermore, the symmetry about $y=1$ allows a reduction of the integration interval.

$$
\begin{align*}
\gamma_{d} & \sim \sqrt{\frac{d}{2 \pi}} \int_{\frac{1}{d}}^{1} d y \frac{1-2 y+y^{2}}{2 y-y^{2}} \mathrm{e}^{-\frac{d}{2}(y-1)^{2}}  \tag{3.3.30}\\
= & \sqrt{\frac{d}{2 \pi}} \int_{\frac{1}{d}}^{\frac{1}{2}} d y \frac{1-2 y+y^{2}}{2 y-y^{2}} \mathrm{e}^{-\frac{d}{2}(y-1)^{2}} \\
& +\sqrt{\frac{d}{2 \pi}} \int_{\frac{1}{2}}^{1} d y \frac{1-2 y+y^{2}}{2 y-y^{2}} \mathrm{e}^{-\frac{d}{2}(y-1)^{2}} \tag{3.3.31}
\end{align*}
$$

where the integration interval has been split into two regions.

The first integration can easily be estimated by providing an upper and lower bound which equals or approaches 0 for $d \rightarrow \infty$. Since the integrand is greater than 0 the lower bound is trivial as the integral has to be greater than 0 as well. An upper bound can be defined by replacing $y$ by $\frac{1}{2}$ in the exponential function,

$$
\begin{align*}
\sqrt{\frac{d}{2 \pi}} \int_{\frac{1}{d}}^{\frac{1}{2}} d y \frac{1-2 y+y^{2}}{2 y-y^{2}} \mathrm{e}^{-\frac{d}{2}(y-1)^{2}} & <\sqrt{\frac{d}{2 \pi}} \int_{\frac{1}{d}}^{\frac{1}{2}} d y \frac{1-2 y+y^{2}}{2 y-y^{2}} \mathrm{e}^{-\frac{d}{8}} \\
& =\sqrt{\frac{d}{2 \pi}} \mathrm{e}^{-\frac{d}{8}} \frac{2-d+d \ln (2 d-1)-d \ln 3}{2 d} \tag{3.3.32}
\end{align*}
$$

which has a leading term $\sqrt{\frac{d}{2 \pi}} \mathrm{e}^{-\frac{d}{8}} \ln (2 d-1)$.
For the second integration $f(d):=\sqrt{\frac{d}{2 \pi}} \int_{\frac{1}{2}}^{1} d y \frac{1-2 y+y^{2}}{2 y-y^{2}} \mathrm{e}^{-\frac{d}{2}(y-1)^{2}}$, an upper and lower bound can be found by appointing bounds for the denominator

$$
\begin{align*}
\sqrt{\frac{d}{2 \pi}} \int_{\frac{1}{2}}^{1} d y & \left(1-2 y+y^{2}\right) \mathrm{e}^{-\frac{d}{2}(y-1)^{2}} \\
& <f(d)<\frac{4}{3} \sqrt{\frac{d}{2 \pi}} \int_{\frac{1}{2}}^{1} d y\left(1-2 y+y^{2}\right) \mathrm{e}^{-\frac{d}{2}(y-1)^{2}} \tag{3.3.33}
\end{align*}
$$

The remaining integration that appears in both bounds yields

$$
\begin{equation*}
\sqrt{\frac{d}{2 \pi}} \int_{\frac{1}{2}}^{1} d y\left(1-2 y+y^{2}\right) \mathrm{e}^{-\frac{d}{2}(y-1)^{2}}=\sqrt{\frac{d}{2 \pi}}\left(-\frac{\mathrm{e}^{-\frac{d}{8}}}{2 d}+\sqrt{\frac{\pi}{2}} d^{-\frac{3}{2}} \operatorname{erf}\left(\sqrt{\frac{d}{8}}\right)\right) \tag{3.3.34}
\end{equation*}
$$

where $\operatorname{erf}(x)=\frac{2}{\sqrt{\pi}} \int_{0}^{x} d t \mathrm{e}^{-t^{2}}$ is the error function. Since $\operatorname{erf}(x) \approx 1$ for $x \gg 1$, the leading term for $d \gg 1$ is $\frac{1}{2 d}$. As both sides of (3.3.33) differ only by a constant, and all
the remaining terms of (3.3.31) decay faster to 0 as $\mathrm{e}^{-\frac{d}{8}} d$ the leading order and its error are

$$
\begin{equation*}
\gamma_{d}=\frac{1}{2 d}+\mathcal{O}\left(\mathrm{e}^{-\frac{d}{8} d}\right) \tag{3.3.35}
\end{equation*}
$$

To conclude this section, it has been shown that the sum formula (3.3.11) is fulfilled for $m=0$ as it is true for $\lambda=1$ and $g(1)=0$ in good approximation and that the first derivative fits to the rough approximation (3.3.3) taken from the spectrum in figure 3.4 since

$$
\begin{equation*}
g^{\prime}(1)=\frac{\pi-2^{-d} \pi}{2+\frac{1}{2 d}-3 \cdot 2^{-d}+\mathcal{O}\left(\mathrm{e}^{-\frac{d}{8}} d\right)} \approx \frac{\pi}{2} \quad \text { for } d \gg 1 \tag{3.3.36}
\end{equation*}
$$

### 3.3.3 The crossing eigenvector

So far only the sum formula for the $m=0$ crossing has been discussed. It remains to show that there also exist solutions for the crossings at $m \neq 0$. Since the discussion in section 3.6 will show that $m=0$ is the only important case, a detailed discussion of the non-relevant crossings will be skipped and for now it will be assumed that the sum formula holds for all crossings and the set of equations in (3.3.9) has a valid solution.

However, for $m=0$ the results obtained stand on firm ground. For $m=0$ there exists a valid solution for the coefficients $a_{j}$ and the eigenvalue equation for $U_{\lambda}$ has been solved approximately resulting in the approximate eigenvector

$$
\begin{align*}
\left|v_{\lambda}\right\rangle & =\sum_{\substack{j=-d+1 \\
j \neq m}}^{d} a_{j}\left|\omega_{j}\right\rangle  \tag{3.3.37}\\
& =b\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right) \sqrt{2^{-d-1}} \sum_{\substack{j=-d+1 \\
j \neq m}}^{d} \frac{\sqrt{\left(\frac{d}{|j|}\right)} \beta_{j} \mathrm{e}^{\mathrm{i} \varphi_{j}+\mathrm{i} \omega_{j}}}{\mathrm{e}^{\mathrm{i} g(\lambda)}-\mathrm{e}^{\mathrm{i} \omega_{j}}}\left|\omega_{j}\right\rangle . \tag{3.3.38}
\end{align*}
$$

It is interesting to note that the vector has a coefficient $\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right)$ and thus, the reasoning breaks down whenever $\lambda$ approaches an even integer. Hence the solution exists only if
$U$ is perturbed by the marking coin. This is indeed no surprise as the diagonal lines in the spectrum disappear when $\lambda=0$ or 2 as can be seen in figure 3.4.

The yet unknown parameter $b$ gives the normalisation of the vector and can therefore be defined by demanding $\left\langle v_{\lambda} \mid v_{\lambda}\right\rangle=1$.

### 3.3.4 Normalisation of the vector of the localised state

The eigenvector $\left|v_{\lambda}\right\rangle$ as defined in (3.3.38) has a so far unknown normalisation constant $b$. Since $b$ was originally defined as scalar product of two normalised vectors (3.3.5) and the phase was defined such that $b$ is real and positive, $0 \leq b \leq 1$ can be deduced.

To start with, $\left\langle v_{\lambda} \mid v_{\lambda}\right\rangle=1$ results in the condition

$$
\begin{equation*}
\frac{1}{|b|^{2}}=\left|\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right|^{2} 2^{-d-1} \sum_{\substack{j=-d+1 \\ j \neq m}}^{d}\binom{d}{|j|} \frac{\beta_{j}^{2}}{\mid \mathrm{e}^{\mathrm{i} g(\lambda)}-\mathrm{e}^{\left.\mathrm{i} \omega_{j}\right|^{2}}} \tag{3.3.39}
\end{equation*}
$$

It is a hard challenge to estimate the sum but it is related to the sum formula discussed in section 3.3.1. Remember that the sum formula and its derivatives with respect to $\lambda$ define the function $g(\lambda)$ via a Taylor expansion about the crossing and that the first two terms about $\lambda=1$ at $m=0$ have been calculated in section 3.3.1. The condition $\left.\frac{d S(\lambda)}{d \lambda}\right|_{\lambda=1} \stackrel{!}{=} 0$ will be used to calculate the demanded sum and $0=\frac{d S}{d \lambda}$ gives

$$
\begin{align*}
0= & \frac{d}{d \lambda}\left(2^{-d-1}\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right) \sum_{\substack{j=-d+1 \\
j \neq m}}^{d}\binom{d}{|j|} \beta_{j}^{2} \frac{\mathrm{e}^{\mathrm{i} \omega_{j}}}{\mathrm{e}^{\mathrm{i} g(\lambda)}-\mathrm{e}^{\mathrm{i} \omega_{j}}}\right)  \tag{3.3.40}\\
= & 2^{-d-1} \mathrm{i} \pi \mathrm{e}^{\mathrm{i} \lambda \pi} \sum_{\substack{j=-d+1 \\
j \neq m}}^{d}\binom{d}{|j|} \beta_{j}^{2} \frac{\mathrm{e}^{\mathrm{i} \omega_{j}}}{\mathrm{e}^{\mathrm{i} g(\lambda)}-\mathrm{e}^{\mathrm{i} \omega_{j}}} \\
& -2^{-d-1}\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right) \mathrm{i} g^{\prime}(\lambda) \sum_{\substack{j=-d+1 \\
j \neq m}}^{d}\binom{d}{|j|} \beta_{j}^{2} \frac{\mathrm{e}^{\mathrm{i} \omega_{j}+\mathrm{i} g(\lambda)}}{\left(\mathrm{e}^{\mathrm{i} g(\lambda)}-\mathrm{e}^{\mathrm{i} \omega_{j}}\right)^{2}} \tag{3.3.41}
\end{align*}
$$

The first term can easily be calculated using the sum formula and for the second term it is sufficient to note that the phase factor in the nominator of the fraction can be moved
to the denominator

$$
\begin{align*}
0= & \frac{\mathrm{i} \pi \mathrm{e}^{\mathrm{i} \lambda \pi}}{\mathrm{e}^{\mathrm{i} \lambda \pi}-1}-2^{-d-1}\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right) \mathrm{i} g^{\prime}(\lambda) \\
& \cdot \sum_{\substack{j=-d+1 \\
j \neq m}}^{d}\binom{d}{|j|} \beta_{j}^{2} \frac{1}{\left(\mathrm{e}^{\mathrm{i} g(\lambda)}-\mathrm{e}^{\mathrm{i} \omega_{j}}\right)\left(\mathrm{e}^{-\mathrm{i} \omega_{j}}-\mathrm{e}^{-\mathrm{i} g(\lambda)}\right)} . \tag{3.3.42}
\end{align*}
$$

This results in an expression for the demanded sum

$$
\begin{equation*}
\frac{\pi \mathrm{e}^{\mathrm{i} \lambda \pi}}{g^{\prime}(\lambda)\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right)^{2}}=-2^{-d-1} \sum_{\substack{j=-d+1 \\ j \neq m}}^{d}\binom{d}{|j|} \frac{\beta_{j}^{2}}{\left|\mathrm{e}^{\mathrm{i} g(\lambda)}-\mathrm{e}^{\mathrm{i} \omega_{j}}\right|^{2}} \tag{3.3.43}
\end{equation*}
$$

Therefore, the normalisation constant $b$ is ruled by the first derivative of $g(\lambda)$ and

$$
\begin{align*}
\frac{1}{|b|^{2}} & =-\left|\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right|^{2} \frac{\pi \mathrm{e}^{\mathrm{i} \lambda \pi}}{g^{\prime}(\lambda)\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right)^{2}}  \tag{3.3.44}\\
& =\frac{\pi}{g^{\prime}(\lambda)} \tag{3.3.45}
\end{align*}
$$

Demanding $0 \leq b \leq 1$ now defines the phase factor of the normalisation constant of $\left|v_{\lambda}\right\rangle$ and results in

$$
\begin{equation*}
b=\sqrt{\frac{g^{\prime}(\lambda)}{\pi}} \tag{3.3.46}
\end{equation*}
$$

Note that from the rough estimate for $g(\lambda)$ in (3.3.3) $b \approx \frac{1}{\sqrt{2}}$ can be estimated which agrees with $0 \leq b \leq 1$.

### 3.3.5 Localisation at the target state.

There are two approximate eigenvectors at the crossing, that is, $\left|\omega_{m}\right\rangle$ which is used as start state and the other, the perturber state $\left|v_{\lambda}\right\rangle$ whose eigenphase crosses diagonal through the spectrum (figure 3.4) which has ideally a big overlap with the marked state $|s v\rangle$ of the search algorithm. To analyse if this is indeed the case, it is once more important to remember that $b$ has been defined as the scalar product $b=\left\langle s v \mid v_{\lambda}\right\rangle$ in (3.3.5). For $\lambda=1$ and $d \gg 1$, the first derivative of $g(\lambda)$ as calculated in (3.3.36) results in

$$
\begin{equation*}
\left.\left\langle s v \mid v_{\lambda}\right\rangle\right|_{\lambda=1} \approx \sqrt{\frac{1}{2+\frac{1}{2 d}}} \tag{3.3.47}
\end{equation*}
$$

This is in fact a crucial point as the approach in this thesis is to characterise $U_{\lambda}$ by concentrating on the avoided crossings in the spectrum and to reduce the problem to a two dimensional subspace spanned by $\left|\omega_{m}\right\rangle$ and $\left|v_{\lambda}\right\rangle$. Since $\left|\omega_{m}\right\rangle$ is the starting state of the algorithm, and for $m=0$ also the uniform distribution, this result proves that the target state $|s v\rangle$ has a notable overlap with the other approximate eigenvector. Only a relatively large $b$ enables this approach to be appropriate since it proves that the perturber state $|s v\rangle$ has a sufficiently large contribution in the 2 dimensional subspace in question.

Although the overlap given in (3.3.47) does not seem much, it leads to a probability of nearly $\frac{1}{2}$ which is in particular not $d$-dependent.

This result is notable since the algorithm for the $m=0$ crossing starts in the uniform distribution in position space. Half of the vertices have a distance to $\vec{v}=\overrightarrow{0}$ with even and half of them a distance with odd Hamming weight. Each application of $U_{\lambda=1}$ changes the parity of the Hamming weight; the amplitude at vertices in even distances are moved to vertices with odd distance and vice versa. To localise more than half of the probability on the target vertex would mean that there exists a time $T$ such that after $T$ applications of $U_{\lambda=1}$ more than half of the probability is localised on vertices with an even distance, that is the target vertex $|v\rangle$ itself, which is impossible. As a consequence the search algorithm that starts in the uniform distribution cannot achieve a localisation probability higher than $\frac{1}{2}$.

However, numerical simulations as shown in figure 3.2 suggest that $\left|v_{\lambda}\right\rangle$ is localised on the hypercube somewhere near the target vertex $|v\rangle$. To specify this somewhere near the target vertex analytical, it is interesting to calculate the scalar product $\left\langle v_{\lambda}\right| U|s v\rangle$ which gives a lower bound to the amplitude localised on the nearest neighbours.

Obviously, the state $U|s v\rangle$ is localised on the $d$ nearest neighbours of the target vertex
since the state $|s v\rangle$ has been propagated once. An ad hoc argument predicts that the probability at the nearest neighbours is equal or larger than the probability on the marked vertex. It is known from numerics (figure 3.2) that the localisation at the target vertex holds for a few time steps. It can be deduced that the amplitude on the target vertex will propagate to the nearest neighbours when $U_{\lambda}$ is applied once and some of the amplitude of the nearest neighbours propagates to the target vertex to replace the amplitude that was shifted away. To keep the probability nearly constant the amplitude localised on the nearest neighbours cannot be less than $b$.

However, the calculation is straight forward and yields

$$
\begin{align*}
\left\langle v_{\lambda}\right| U|s v\rangle= & b\left(\mathrm{e}^{-\mathrm{i} \lambda \pi}-1\right) 2^{-d-1} \\
& \cdot \sum_{\substack{j=-d+1 \\
j \neq m}}^{d}\binom{d}{|j|} \beta_{j}^{2} \frac{\mathrm{e}^{-\mathrm{i} \varphi_{j}-\mathrm{i} \omega_{j}}}{\mathrm{e}^{-\mathrm{i} g(\lambda)}-\mathrm{e}^{-\mathrm{i} \omega_{j}}} \mathrm{e}^{+\mathrm{i} \varphi_{j}}\left\langle\omega_{j}\right| U\left|\omega_{j}\right\rangle  \tag{3.3.48}\\
= & b \mathrm{e}^{-\mathrm{i} \lambda \pi}\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right) 2^{-d-1} \mathrm{e}^{\mathrm{i} g(\lambda)} \sum_{\substack{j=-d+1 \\
j \neq m}}^{d}\binom{d}{|j|} \beta_{j}^{2} \frac{\mathrm{e}^{\mathrm{i} \omega_{j}}}{\mathrm{e}^{\mathrm{i} g(\lambda)}-\mathrm{e}^{\mathrm{i} \omega_{j}}}  \tag{3.3.49}\\
= & b \mathrm{e}^{\mathrm{i} \omega_{m}} \mathrm{e}^{-\mathrm{i} \lambda \pi} \tag{3.3.50}
\end{align*}
$$

which provides a more rigorous proof for the ad hoc argument discussed above. In the last step, the sum formula (3.3.11) and $\mathrm{e}^{\mathrm{i} g(\lambda)}=\mathrm{e}^{\mathrm{i} \omega_{m}}$ have been used. Note that $U|s v\rangle$ is only one state out of $d^{2}$ states localised on the nearest neighbours and the probability that is actually localised on the nearest neighbours is very likely to extend the probability in $U|s v\rangle$.

For the main crossing at $\lambda=1$ the result is remarkable since the amplitude of $\left|v_{\lambda}\right\rangle$ in the two orthogonal states $|s v\rangle$ and $U|s v\rangle$ is, up to a phase, equal to $b$ and since it approaches $\frac{1}{\sqrt{2}}$ for $d \rightarrow \infty$. The probability $P$, to measure $\left|v_{\lambda=1}\right\rangle$ either at the marked vertex $|v\rangle$ or on its nearest neighbours is

$$
\begin{equation*}
P=2 b^{2}=\frac{1-2^{-d}}{1+\frac{1}{4 d}-3 \cdot 2^{-d-1}+\mathcal{O}\left(\mathrm{e}^{-\frac{d}{8}} d\right)} \tag{3.3.51}
\end{equation*}
$$

and approaching 1 if $d \rightarrow \infty$. Therefore the state $\left|v_{\lambda}\right\rangle$ can be considered localised on the marked vertex and its nearest neighbours. A measurement once the search has localised in $\left|v_{\lambda}\right\rangle$ gives either the target vertex or one of its nearest neighbours with a probability close to 1 . Note that for the crossings where $m \neq 0, g^{\prime}(\lambda) \approx \frac{\pi}{2}$ is known from the numerics only and the result has not been verified analytically.

Notably, the contribution on the nearest neighbours is not an arbitrary state but $U|s v\rangle$. As a consequence, if the outcome of the measurement is not the target vertex itself, the coin state at the measured vertex points into the direction of the target vertex as can be verified by the definition of the shift operator $S$ in (3.1.3). Therefore the target vertex can be identified and confirmed after the measurement with at most two more oracle queries first on the vertex determined by the measurement and, if this fails to be the target state, on the neighbouring vertex of this vertex singled out by the coin state.

So far, it has been shown that the two dimensional subspace contains the starting state and a state localised at the target vertex. To prove that the search algorithm on the hypercube indeed succeeds to localise at the marked vertex in a time $\mathcal{O}\left(\frac{1}{\sqrt{N}}\right)$, it remains to show that there exists an integer $T$, such that $U_{\lambda}^{T}\left|\omega_{m}\right\rangle$ has a strong overlap with $\left|v_{\lambda}\right\rangle$ and to calculate the time $T$.

### 3.4 Model of avoided crossings

The analysis in the previous sections identified two approximate eigenvectors $\left|\omega_{m}\right\rangle$ and $\left|v_{\lambda}\right\rangle$ and their eigenvalues. The two vectors span an approximately invariant subspace relevant for the avoided crossing of $U_{\lambda}$. In fact the approximate eigenvalues of these vectors do not avoid the crossing at $\lambda=\lambda_{m}$.

Since the subspace is identified and starting and localised state are contained in this space the next step is to construct a $2 \times 2$ model for the search algorithm $U_{\lambda}$. This can
be done using a Hamiltonian, that is a hermitian matrix $H$ that characterises the time propagation through $\left(U_{\lambda_{m}}^{2 \times 2}\right)^{t}=\mathrm{e}^{-\mathrm{i} H t}$, where Planck's constant was chosen as $\hbar=1$. In general, an avoided crossing can be described using a Hamiltonian containing the two eigenvalues and a small coupling constant $\epsilon>0$ with an arbitrary phase $\mathrm{e}^{\mathrm{i} \delta}$. Thus the crossing in the search algorithm for the $m$ th crossing at $\lambda_{m}$ can be analysed using the model Hamiltonian

$$
H=\left(\begin{array}{cc}
-\omega_{m} & \epsilon \mathrm{e}^{\mathrm{i} \delta}  \tag{3.4.1}\\
\epsilon \mathrm{e}^{-\mathrm{i} \delta} & -\omega_{m}
\end{array}\right)
$$

where the identity $g\left(\lambda_{m}\right)=\omega_{m}$, the so far unknown real constants $\epsilon$ and $\delta$ and the canonical basis is defined as $|1\rangle=\left|\omega_{m}\right\rangle,|2\rangle=\left|v_{\lambda_{m}}\right\rangle$ is used. Since $\omega_{m}$ is real, the matrix is Hermitian.

Eigenvectors and eigenvalues of $H$ are easily calculated

$$
\begin{array}{cc}
\text { eigenvector } & \text { eigenvalue } \\
\left|u_{1}\right\rangle=\frac{1}{\sqrt{2}}\binom{1}{-\mathrm{e}^{-\mathrm{i} \delta}} & -\omega_{m}-\epsilon  \tag{3.4.2}\\
\left|u_{2}\right\rangle=\frac{1}{\sqrt{2}}\binom{1}{\mathrm{e}^{-\mathrm{i} \delta}} & -\omega_{m}+\epsilon
\end{array}
$$

Starting and localised state are calculated in the $\left|u_{1}\right\rangle,\left|u_{2}\right\rangle$ basis, that is,

$$
\begin{align*}
& \left|\omega_{m}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|u_{1}\right\rangle+\left|u_{2}\right\rangle\right)  \tag{3.4.3}\\
& \left|v_{\lambda_{m}}\right\rangle=\frac{-\mathrm{e}^{\mathrm{i} \delta}}{\sqrt{2}}\left(\left|u_{1}\right\rangle-\left|u_{2}\right\rangle\right) . \tag{3.4.4}
\end{align*}
$$

### 3.4.1 Time of the search

Since the preliminary calculations are done, the $2 \times 2$ model for $U_{\lambda_{m}}$ can be applied $t$ times to the starting state

$$
\begin{align*}
\left.\left(u_{\lambda_{m}}^{2 \times 2}\right)^{t} \mid \text { start }\right\rangle & =\mathrm{e}^{-\mathrm{i} H t}\left|\omega_{m}\right\rangle  \tag{3.4.5}\\
& =\mathrm{e}^{-\mathrm{i} H t} \frac{1}{\sqrt{2}}\left(\left|u_{1}\right\rangle+\left|u_{2}\right\rangle\right)  \tag{3.4.6}\\
& =\frac{1}{\sqrt{2}}\left(\mathrm{e}^{\mathrm{i}\left(\omega_{m}+\epsilon\right) t}\left|u_{1}\right\rangle+\mathrm{e}^{\mathrm{i}\left(\omega_{m}-\epsilon\right) t}\left|u_{2}\right\rangle\right) . \tag{3.4.7}
\end{align*}
$$

Defining the time $t:=\frac{\pi}{2 \epsilon}$ leads to $\mathrm{e}^{ \pm \mathrm{i} \epsilon t}= \pm \mathrm{i}$ and

$$
\begin{align*}
\left.\left(U_{\lambda_{m} \times 2}^{2 \times 2}\right)^{t} \mid \text { start }\right\rangle & =\frac{\mathrm{e}^{\mathrm{i} \omega_{m} t}}{\sqrt{2}}\left(\mathrm{i}\left|u_{1}\right\rangle-\mathrm{i}\left|u_{2}\right\rangle\right)  \tag{3.4.8}\\
& =-\mathrm{i}^{\mathrm{i} \omega_{m} t-\mathrm{i} \delta}\left|v_{\lambda_{m}}\right\rangle \tag{3.4.9}
\end{align*}
$$

which is the localised state. Thus the time the walk needs to localise at the marked vertex is inversely proportional to the parameter $\epsilon$ in the Hamiltonian.

Since the two eigenvalues of $H$ given in equation (3.4.2) differ by $2 \epsilon$, the coupling constant $\epsilon$ is half the distance of the eigenvalues in the spectrum of $U_{\lambda_{m}}$ at the crossing. According to figure 3.4 the search algorithm for $m=0$ can be expected to take longest since it describes the algorithm at the crossing with the smallest gap in the avoided crossing.

### 3.4.2 Size of the gap

The size of the gap and the time the search algorithm needs is ruled by the coupling constant $\epsilon$ in the model Hamiltonian. The entries of the model Hamiltonian $H$ can be determined using the relation $U_{\lambda_{m}}^{2 \times 2}=\mathrm{e}^{-\mathrm{iH}}$. Let $T$ be the transformation matrix to diagonalise $H$, then

$$
\begin{equation*}
T^{-1} H T=\operatorname{diag}\left(-\omega_{m}-\epsilon,-\omega_{m}+\epsilon\right) \tag{3.4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
U_{\lambda_{m}}^{2 \times 2}=T \operatorname{diag}\left(\mathrm{e}^{\mathrm{i} \omega_{m}+\mathrm{i} \epsilon}, \mathrm{e}^{\mathrm{i} \omega_{m}-\mathrm{i} \epsilon}\right) T^{-1} \tag{3.4.11}
\end{equation*}
$$

for the $2 \times 2$ model of the unitary operator $U_{\lambda_{m}}^{2 \times 2}$ and after a transformation into the original basis

$$
U_{\lambda_{m}}^{2 \times 2}=\left(\begin{array}{cc}
\mathrm{e}^{\mathrm{i} \omega_{m}} \cos \epsilon & -\mathrm{i} \mathrm{e}^{\mathrm{i} \omega_{m}} \mathrm{e}^{\mathrm{i} \delta} \sin \epsilon  \tag{3.4.12}\\
-\mathrm{i} \mathrm{e}^{\mathrm{i} \omega_{m}} \mathrm{e}^{-\mathrm{i} \delta} \sin \epsilon & \mathrm{e}^{\mathrm{i} \omega_{m}} \cos \epsilon
\end{array}\right)
$$

These matrix elements can be calculated more easily. In fact most of the work is done by using equations (3.3.2), (3.3.10) and (3.3.50). Since $g\left(\lambda_{m}\right)=\omega_{m}$ the diagonal entries are

$$
\begin{align*}
& \left\langle\omega_{m}\right| U_{\lambda_{m}}\left|\omega_{m}\right\rangle=\mathrm{e}^{\mathrm{i} \omega_{m}}+\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right) 2^{-d-1}\binom{d}{|m|} \beta_{m}^{2} \mathrm{e}^{\mathrm{i} \omega_{m}}  \tag{3.4.13}\\
& \left\langle v_{\lambda_{m}}\right| U_{\lambda_{m}}\left|v_{\lambda_{m}}\right\rangle=\mathrm{e}^{\mathrm{i} \omega_{m}} \tag{3.4.14}
\end{align*}
$$

and for the off-diagonal terms

$$
\begin{align*}
& \left\langle\omega_{m}\right| U_{\lambda_{m}}\left|v_{\lambda_{m}}\right\rangle=b\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right) \sqrt{2^{-d-1}} \sqrt{\binom{d}{|m|}} \beta_{m} \mathrm{e}^{\mathrm{i} \varphi_{m}+\mathrm{i} \omega_{m}}  \tag{3.4.15}\\
& \left\langle v_{\lambda_{m}}\right| U_{\lambda_{m}}\left|\omega_{m}\right\rangle=-b\left(\mathrm{e}^{-\mathrm{i} \lambda \pi}-1\right) \sqrt{2^{-d-1}} \sqrt{\binom{d}{|m|}} \beta_{m} \mathrm{e}^{-\mathrm{i} \varphi_{m}+\mathrm{i} \omega_{m}} \tag{3.4.16}
\end{align*}
$$

are obtained.

By comparing these matrix elements to the ones in (3.4.12) the yet unknown constant $\epsilon$ can be estimated using $\sin \epsilon=b\left|\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right| \sqrt{2^{-d-1}} \sqrt{\binom{d}{|m|}} \beta_{m}$ and $\cos \epsilon=1+\mathcal{O}\left(2^{-d}\right)$ resulting from the diagonal and off-diagonal terms respectively.

Thus the constant

$$
\begin{equation*}
\epsilon=b\left|\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right| \sqrt{2^{-d-1}} \sqrt{\binom{d}{|m|}} \beta_{m}+\mathcal{O}\left(2^{-d}\right) \tag{3.4.17}
\end{equation*}
$$

and the phase factor

$$
\begin{equation*}
\mathrm{e}^{\mathrm{i} \delta}=\mathrm{ie} \mathrm{e}^{\mathrm{i} \phi_{m}} \frac{\mathrm{e}^{\mathrm{i} \lambda_{m} \pi}-1}{\left|\mathrm{e}^{\mathrm{i} \lambda_{m} \pi}-1\right|} \tag{3.4.18}
\end{equation*}
$$

are obtained. Since $2^{d}$ is the number of vertices of the $d$-dimensional hypercube, the gaps $\Delta_{m}=2 \epsilon$ for fixed $m$ scale like $\frac{1}{\sqrt{N}}$ whereas the error is of order $\frac{1}{N}$.

### 3.4.3 Analogy to Grover's search algorithm

The search algorithms for the $m=0$ th crossing on the hypercube discussed above and the search algorithm on a regular $d$-dimensional square lattice as discussed in chapter 4 have some analogy to Grover's algorithm. Grover's algorithm has been discussed in references [5,23] and introduced in section 2.3.1 of this thesis. Like in Grover's algorithm, the main effect of the search algorithms discussed here take place in a 2dimensional subspace spanned by the uniform superposition in position space and a state localised at the target vertex. Ambainis, Kempe and Rivosh noted that Grover's algorithm can be viewed as a search algorithm on a fully connected graph [25].

The crucial part of Grover's algorithm consists of the two steps (2a) and (2b) discussed in section 2.3.1. The first step, (2a), is a reflection about the marked state and the second, (2b), a reflection about the uniform state that acts as starting state. Both operations are performed alternatingly. The same can be said for the search algorithm on the hypercube for $m=0$ at $\lambda=1$ and the search algorithm on the regular lattice that will be discussed in chapter 4 since both algorithms can be written as

$$
\begin{equation*}
U_{1}=U(\mathbb{1}-2|s v\rangle\langle s v|) . \tag{3.4.19}
\end{equation*}
$$

Here $\mathbb{1}-2|s v\rangle\langle s v|$ is a reflection about the target state $|s v\rangle$, so there is a one to one correspondence to the equivalent step in Grover's algorithm.

The second step of Grover's algorithm is a reflection about the uniform distributed state. Unlike in Grover's algorithm, the algorithms on graphs have a spatial order of the vertices since they are arranged on a graph and transition can only take place to connected vertices. Taking this into account, there is a correspondence of $U$ to step (2b) since the matrix $U$ performs a local coin flip that is equivalent to the matrix $D$ as defined in (2a) and then shifts the walk to neighbouring vertices.

### 3.5 Results for the reduced space

To summarise the results for the reduced space $\mathcal{H}^{\prime}$, the previous sections are recapitulated.

In section 3.4.1 it was shown that

$$
\begin{equation*}
T=\operatorname{integer}(t)=\text { integer }\left(\frac{\pi}{2 \epsilon}\right) \tag{3.5.1}
\end{equation*}
$$

applications of $U_{\lambda_{m}}$ to the starting state $\mid$ start $\rangle=\left|\omega_{m}\right\rangle$ are needed. After this time the walk is localised on the target vertex with probability $b^{2}$ and with at least the same probability the walk can be found on the nearest neighbours of the target vertex $|v\rangle$ and $b$ has been estimated for large $N$ as $b \approx \sqrt{\frac{1}{2}}$, see equations (3.3.46) and (3.3.3) ${ }^{1}$. For $\lambda=1$, a more detailed expression for $b$ can be obtained from (3.3.46) and (3.3.36).

All in all the search needs a time

$$
\begin{equation*}
t_{m}=\frac{\sqrt{2^{d-1}} \pi}{b\left|\mathrm{e}^{\mathrm{i} \lambda_{m} \pi}-1\right| \sqrt{\binom{d}{|m|}} \beta_{m}}+\mathcal{O}(1) \tag{3.5.2}
\end{equation*}
$$

to localise at the target vertex. Thus the result for the leading order scales like $\sqrt{N}$, where $N=2^{d}$ is the number of vertices of the hypercube. This coincides with the scaling obtained by Shenvi, Kempe and Whaley [50]. Additionally to the scaling of the leading order term, the coefficient has also been obtained here and it can be seen that the walk succeeds faster the higher $m$.

Figure 3.5 shows numerical results for the time the search needs as a function of the number of dimensions $d$ for $m=0,1,2$ and 3 drawn as circles, squares and triangles, respectively.
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Figure 3.5: Comparison of numerical and theoretical results for the time of the search. The symbols correspond to numerical results while the lines show the theoretical results. The continuous line was determined using the rough estimate (3.3.3) for the values $\lambda_{m}$ where the avoided crossings occur. The dashed lines use values for $\lambda_{m}$ obtained numerically from the spectrum.

The straight and dashed lines show different approximations of the theoretical results in equation (3.5.2). Since the evaluations of $b$ and $\lambda_{m}$ are hard, the approximations discussed in section 3.3 for $d \gg 1$ have been used.

Both approximations for the theoretical results make use of $b \approx \sqrt{\frac{1}{2}}$, whereas $\lambda_{m}$ was estimated differently. The rough estimate

$$
\begin{equation*}
\omega_{m}=g\left(\lambda_{m}\right) \approx\left(\lambda_{m}-1\right) \frac{\pi}{2} \tag{3.5.3}
\end{equation*}
$$

was used for the evaluation of the time shown as continuous line. For the approximation shown as dashed lines, the $\lambda_{m}$-values resulting from numerical calculations of the spectra have been employed; that is, the $\lambda$-values used where obtained by searching for the minimal distance between the eigenphases in the gaps of the avoided crossings in the spectrum.

Only for the $m=0$ crossing no approximation was used as $\lambda_{0}=1$ is known exactly.

For large $d$ both analytical results are in good agreement with the numerics. Since the approximations used to generate the analytical results in (3.5.2) hold only for $d \gg 1$, it can be expected to find larger differences for smaller $d$ which is meet by the results shown in the figure. Furthermore, the dashed line can be expected to show a better approximation to the numerical results, since the rough estimate for $g(\lambda)$ has been used only once while $\lambda_{m}$ originates directly from the spectrum. Again, the figure follows the expectation.

In order to understand why the differences between the expected times from the analytical calculation and the measured time from numerical experiments show better agreement for smaller $|m|$, the spectrum has to be considered. Figure 3.4 shows the spectrum of a 20 dimensional hypercube and it can be seen that, coming from $\lambda=1$, the diagonal line disappears somewhere at $\lambda=1 \pm 0.6$ and the crossings become more and more inaccurate at higher $|m|$ values. The 3rd crossing already has $\lambda_{3}>1.5$ and is close to the region where the diagonal eigenphase disappears and the analysis breaks down. For smaller dimensions, the difference between the horizontal lines is larger since the density of eigenphases decreases for there are only $2 d$ eigenvectors in the reduced space. A consequence is that this leads to the crossings being further away from $\lambda=1$ and an earlier breakdown of the analysis. The only crossing that is not affected by this is the crossing for $m=0$ at $\lambda_{0}=1, \omega=0$ for which the figure agrees very well even for small $d$.

Figures 3.6 and 3.7 show how the probability to measure $U_{\lambda}^{t}\left|\omega_{m}\right\rangle$ at the target vertex $|v\rangle$ changes as a function of $t$ for different $m$ and a fixed number of dimensions, that is $d=25$. As expected, the localisation occurs faster the higher $m$. The algorithm for $m=2$ finds the marked vertex in $1 / 5$ th of the time needed for $m=0$ but there is a price to pay since the walk has a slightly lower probability at its maximum. Regarding the algorithms for higher and higher $m$ in figure 3.7, an optimal search algorithm can be


Figure 3.6: The probability to measure the state at the marked vertex in $d=25$ dimensions for the central crossing and the first two crossings for higher m.
identified before the loss due to amplitude drop is bigger than the gain of a faster search: The maximum of the algorithm using $m=4$ does not extend the curve for $m=3$, so there is nothing gained and only the loss due to lower amplitude.

Numerical observations lead to the conclusion that the quantum search algorithm fails to localise at the marked vertex for higher $|m|$ as soon as the gap is of the same magnitude as the distance between two neighbouring eigenvalues next to the crossing.

### 3.6 Results for the original space $\mathcal{H}$

Unfortunately, the fast algorithms for $m \neq 0$ can not be used in the original space $\mathcal{H}$. To understand why, one has to regard the construction of the reduced Hilbert space. The introduction of the marked vertex at $\vec{v}=\overrightarrow{0}$ broke the symmetry of the system and reduced the degeneracy of the eigenvalues. For the then following reduction of the


Figure 3.7: Detail of figure 3.6 with more crossings for higher $m$. To concentrate on the relevant maxima, each curve has been cut off after its first maximum.
space all eigenvectors corresponding to eigenvalues that do not change in $\lambda$ where dropped. The remaining eigenvectors are given in equation (3.2.5). The $\left|\omega_{m}\right\rangle$ are linear combinations of eigenvectors in the corresponding $\mathrm{e}^{\mathrm{i} \omega_{m}}$-eigenspace but there is a phase factor that depends on the position of the target vertex $\vec{v}$, see (3.2.5). Therefore the linear combination is not known for unknown $\vec{v}$. Since the thus defined eigenvector acts as starting vector for the search at the $m$ th crossing, the demanded starting state is not defined for unknown $\vec{v}$. In fact, a search algorithm can be employed to identify the right state in the $\binom{d}{|m|}$ dimensional eigenspace. This can only be done in a time of the order $\sqrt{\left(\left.\frac{d}{|m|} \right\rvert\,\right.}$, as it is not possible to construct a faster search [23, 24]. To construct such an algorithm, the previously discussed search algorithm can be used as oracle to determine whether a state leads to a successful search or not. However, this search algorithm succeeds not faster than in $\Omega\left(\sqrt{\left(\left|{ }_{|m|}^{d}\right|\right.}\right) ~$ time steps and takes away the speed up gained by choosing $m \neq 0$.

This negative result justifies the sloppy analysis for the search algorithms for $m \neq 0$. The only search algorithm that can be used for arbitrary $\vec{v}$ is the one starting in the uniform distribution $\left|\omega_{0}\right\rangle$ for which a careful analysis was presented in this chapter.

To summarise it has been shown in this chapter that the search starting in the uniform distributions leads to a localisation after $T$ time steps, where $T=\operatorname{integer}(t)$ and

$$
\begin{align*}
t & =\frac{\sqrt{2^{d-1}} \pi}{b\left|\mathrm{e}^{\mathrm{i} \lambda_{0} \pi}-1\right| \sqrt{\binom{d}{0}} \beta_{0}}+\mathcal{O}(1)  \tag{3.6.1}\\
& =\frac{\sqrt{N} \pi}{4} \sqrt{\frac{2+\frac{1}{2 d}-3 \cdot 2^{-d}+\mathcal{O}\left(\mathrm{e}^{-\frac{d}{8}} d\right)}{1-2^{-d}}}+\mathcal{O}(1) \tag{3.6.2}
\end{align*}
$$

After $T$ time steps it has a probability

$$
\begin{equation*}
P_{\vec{v}}=\frac{1-2^{-d}}{2+\frac{1}{2 d}-3 \cdot 2^{-d}+\mathcal{O}\left(\mathrm{e}^{-\frac{d}{8}} d\right)} \tag{3.6.3}
\end{equation*}
$$

to be measured at the target vertex and with probability

$$
\begin{equation*}
P_{n n}=\frac{1-2^{-d}}{1+\frac{1}{4 d}-3 \cdot 2^{-d-1}+\mathcal{O}\left(\mathrm{e}^{-\frac{d}{8}} d\right)} \tag{3.6.4}
\end{equation*}
$$

the walk is found either at the target vertex or at one of its nearest neighbours.

In the case of large $d$ the probabilities reach their maximum and the search algorithm can be optimised if the outcome of the measurement is verified using the oracle once more and check, if the resulting vertex is indeed marked. The search state will be measured at the target vertex with a probability close to $\frac{1}{2}$ and the answer is 'yes'. If the outcome is negative, the target vertex can be found after one additional oracle call as described in section 3.3.5 and without repeating the search. Therefore at most 2 additional oracle calls are needed if the search is stopped and the target vertex will be obtained with a probability close to 1.

## Recent result on the hypercube search

Potoček et al. have developed an algorithm for the search on the $d$-dimensional hypercube that demonstrates a speed-up of $\frac{1}{\sqrt{2}}$ compared to the Shenvi Kempe Whaley algorithm discussed here by adding an auxiliary dimension to the coin space [28].

From equation (3.6.2), it follows that the search algorithm introduced by Potoček et al.
localises at the marked vertex in

$$
\begin{equation*}
t=\frac{\sqrt{N} \pi}{4} \sqrt{\frac{1+\frac{1}{4 d}-3 \cdot 2^{-d-1}+\mathcal{O}\left(\mathrm{e}^{-\frac{d}{8}} d\right)}{1-2^{-d}}}+\mathcal{O}(1) \tag{3.6.5}
\end{equation*}
$$

time steps.

## Search algorithm on a

## $d$-dimensional square lattice

The second model for a search algorithm to be discussed in this thesis, is a search on a $d$-dimensional square lattice previously discussed by Ambainis, Kempe and Rivosh in [25].

In their paper, Ambainis, Kempe and Rivosh analyse two search algorithms and estimate the order of search time. In this chapter, the more efficient of the two is analysed using the technique of avoided crossings introduced in chapter 3 of this thesis. Like the search algorithm on the hypercube, the lattice search can be regarded as a perturbed quantum random walk where the target vertices are singled out by a marking coin flip.

In this chapter, the method introduced in chapter 3 is applied to the different system and the search time and localisation probability of this search are calculated. That is like before, a family of unitary operators with parameter $\lambda$ is defined and an avoided crossing is found in the spectrum at $\lambda=1$ as shown in figure 4.2. Again two approximate eigenvectors near the crossing are being calculated (eqs (4.2.7) and (4.2.18) give their
approximate eigenvalue equations).

However, the approximate eigenvectors lead to a construction of a two dimensional, nearly invariant subspace and again it is shown that this subspace contains starting state and a state localised at the target vertex.

Most of the work in this chapter is spend on the estimate of the normalisation constant $b$ of the approximate eigenvector $\left|v_{\lambda}\right\rangle$ finally obtained in equation (4.3.42), which turns out to be crucial for the analysis of the search time (4.4.12) and amplitude of the localised state at the target vertex (4.3.43). As in the previous chapter, the analytical results are compared to some results obtained by numerical simulations, figure 4.4 and are found in good agreement.

### 4.1 Definition and model

Let the graph be a $d$-dimensional lattice with $n$ equally partitioned vertices in each dimension, making overall $N=n^{d}$ vertices, and periodic boundary conditions. The positions of the vertices in the lattice are defined by the set of vectors $|x\rangle=\vec{x}=$ $\left(x_{1}, x_{2}, \ldots, x_{d}\right)$, where the coordinates $x_{i} \in\{0,1, \ldots, n-1\}$ are integers.

Each vertex has bonds to its $2 d$ nearest neighbours, two in each direction, and two vertices at positions $\vec{x}$ and $\vec{y}$ are connected, if and only if, $x_{i}-y_{i}=0$ for all but one $i$ and the absolute value of the difference in the remaining dimension is either 1 or $n-1$. The quantum walk that will serve as foundation for the search algorithm is basically the same as discussed in section 3.1.1 but adapted to the different graph.

### 4.1.1 Quantum random walk

The local coin flip $\sigma$ is defined as in (3.1.1) for the hypercube, that is,

$$
\begin{equation*}
\sigma=2|s\rangle\langle s|-\mathbb{1}_{2 d} . \tag{4.1.1}
\end{equation*}
$$

As before $|s\rangle$ is defined as the uniform distribution in coin space. Using the vectors $\left|i^{ \pm}\right\rangle$ as coin space basis vectors pointing to the nearest neighbours located in positive and negative $i$-direction and $i=1, \ldots, d$ labels the dimensions, the uniform distribution is defined as $|s\rangle=\frac{1}{\sqrt{2 d}} \sum_{i=1}^{d}\left(\left|i^{+}\right\rangle+\left|i^{-}\right\rangle\right)$. The global coin flip is again defined as the local coin flip applied at all vertices using the tensor product and the identity operator in position space

$$
\begin{equation*}
C=\sigma \otimes \mathbb{1}_{N} \tag{4.1.2}
\end{equation*}
$$

Using the unit vector in $i^{+}$-direction $\left|e_{i}\right\rangle$ and $\left|i^{ \pm} x\right\rangle=\left|i^{ \pm}\right\rangle \otimes|x\rangle$, the moving shift $S$ is defined according to

$$
\begin{equation*}
S=\sum_{\vec{x}} \sum_{i=1}^{d}\left(\left|i^{+} x-e_{i}\right\rangle\left\langle i^{-} x\right|+\left|i^{-} x+e_{i}\right\rangle\left\langle i^{+} x\right|\right) . \tag{4.1.3}
\end{equation*}
$$

At first glance, $S$ looks counter intuitive as it performs permutations in coin space as well as in position space, but in fact it is a very natural definition for a moving shift as a walker leaving vertex $\vec{x}$ in direction $i^{+}$, enters vertex $\vec{x}+\vec{e}_{i}$ from direction $i^{-}$. This obviously justifies the permutation in coin space.

As discussed in section 2.2, the dimension of the Hilbert space $\mathcal{H}$ of the quantum random walk is the number of vertices times the number of bonds at each vertex. Hence, the $d$-dimensional lattice has $\operatorname{dim} \mathcal{H}=2 d n^{d}$.

The quantum random walk itself is defined according to

$$
\begin{equation*}
U=S C \tag{4.1.4}
\end{equation*}
$$

where the first operator applied to the quantum walker is the coin flip $C$ and then the walker is moved to the neighbouring vertices by the shift operator $S$.

### 4.1.2 Eigenvectors and eigenvalues of $U$

Ambainis, Kempe and Rivosh analysed the eigenvalues and eigenvectors of the quantum walk defined in the previous section and in [25]. Some of the properties of eigenvectors and eigenvalues are important for the following analysis, these properties are outlined in this section. A more detailed discussion can be found in appendix $C$.

Using the tensor product, the eigenvectors can be divided into a vector in coin space $|u\rangle$ and a position space vector $|X\rangle$ according to

$$
\begin{equation*}
\left|\phi_{\vec{k}}\right\rangle=|u\rangle \otimes\left|X_{\vec{k}}\right\rangle, \tag{4.1.5}
\end{equation*}
$$

where $\vec{k}$ is a vector with entries $k_{i} \in\{0,1, \ldots, n-1\}$. Using the tensor product once more, the vector in position space can be factorised into contributions for each dimension, $\left|X_{\vec{k}}\right\rangle=\otimes_{i=1}^{d}\left|\chi_{k_{i}}\right\rangle$, where the vectors $\left|\chi_{k_{i}}\right\rangle$ are obtained from the canonical basis vectors of position space using a Fourier transformation

$$
\begin{equation*}
\left|\chi_{k_{i}}\right\rangle=\frac{1}{\sqrt{n}} \sum_{j=0}^{n-1} \omega^{k_{i} j}|j\rangle \quad \quad \text { where } \omega=\mathrm{e}^{2 \pi \mathrm{i} / n} \tag{4.1.6}
\end{equation*}
$$

The thus obtained basis provides a convenient way to denote the eigenvectors. Although the set of eigenvectors, especially for arbitrary $d$, is hard to calculate some properties can be verified. Appendix C. 1 analyses the complete set of eigenvalues and discusses important properties of the eigenvectors that are outlined below in more detail.

Only some of the eigenvectors are important for the scope of this thesis which are the ones having a coin space component not orthogonal to $|s\rangle$. These vectors are the 1-eigenvector $\left|\phi_{0}\right\rangle=|s\rangle \otimes\left|X_{\overrightarrow{0}}\right\rangle$ which is the uniform distribution and two eigenvectors $\left|\phi_{\vec{k}}^{ \pm}\right\rangle=\left|u_{\vec{k}}^{ \pm}\right\rangle \otimes\left|X_{\vec{k}}\right\rangle$ for each $\vec{k} \neq \overrightarrow{0}$ with complex conjugated eigenvalues $\mathrm{e}^{ \pm \mathrm{i} \theta_{\vec{k}}}$, where $\cos \theta_{\vec{k}}=\frac{1}{d} \sum_{i=1}^{d} \cos \frac{2 \pi k_{i}}{n}$.

These 2N-1 eigenvectors are the ones that are important for the later analysis. Although these eigenvectors are hard to calculate, it is shown in appendix C. 2 that $\left\langle s \mid u_{\vec{k}}^{ \pm}\right\rangle=$ $\frac{1}{\sqrt{2}}$. The remaining eigenvectors are $(d-1) N+1$ eigenvectors with eigenvalue 1 and $(d-1) N$ eigenvectors with eigenvalue -1 .

### 4.2 The quantum search algorithm

Following the model of the abstract search algorithm in section 2.3.2 and Ambainis, Kempe and Rivosh [25], a target vertex $|v\rangle$ is introduced and the coin flip of the target vertex is changed to $\sigma^{\prime}=-\mathbb{1}_{2 d}$ leading to a perturbed coin flip

$$
\begin{equation*}
C^{\prime}=C-\left(\sigma-\sigma^{\prime}\right) \otimes|v\rangle\langle v| . \tag{4.2.1}
\end{equation*}
$$

The effect of this perturbation is analogue to the perturbation discussed for the hypercube in equations (3.1.9-3.1.12) and the resulting search algorithm is characterised by

$$
\begin{equation*}
U^{\prime}=U-2 U|s v\rangle\langle s v| . \tag{4.2.2}
\end{equation*}
$$

Figure 4.1 shows the localisation of the probability at the target vertex for four different times, $T=0,19,38$ and 57. That is, the resulting states after the application of $\left(U^{\prime}\right)^{T}$ on the uniformly distributed state $\left|\phi_{0}\right\rangle$ on a logarithmic scale.

The mechanism behind the Ambainis Kempe Rivosh search algorithm can be analysed following the treatment developed for the hypercube in chapter 3. In analogy to the definition (3.2.1) a unitary one parameter operator $U_{\lambda}$ is defined for the $d$-dimensional lattice:

$$
\begin{equation*}
U_{\lambda}=U+\left(\mathrm{e}^{\mathrm{i} \pi \lambda}-1\right) U|s v\rangle\langle s v| \tag{4.2.3}
\end{equation*}
$$



Figure 4.1: Probability distribution of the quantum walk on a $31 \times 31$-lattice for several times $T$ (on a logarithmic scale).

### 4.2.1 Reduced space

A reduced space $\mathcal{H}^{\prime}$ can be defined to keep the system as simple as possible. This is done by dropping all $\pm 1$-eigenvectors of $U$ expect $\left|\phi_{0}\right\rangle$ and the ones represented by $\left|\phi_{\vec{k}}^{ \pm}\right\rangle$which occur for even $n$. These vectors can be dropped since they are orthogonal to $|s v\rangle$ and neither eigenvalue nor eigenvector change by a variation of $\lambda$. Having done so, a reduced subspace for the problem can be defined. This subspace is the $2 N-1$ dimensional Hilbert space $\mathcal{H}^{\prime}$ spanned by $\left|\phi_{0}\right\rangle$ and $\left|\phi_{\vec{k}}^{ \pm}\right\rangle$for $\vec{k} \neq \overrightarrow{0}$.

This reduction is by far not as complete as the reduction for the search on the hypercube in section 3.2.1. For the hypercube the reduction removed all degeneracies from the spectrum while in this case some degeneracies remain. For example the vectors $\left|\phi_{\vec{k}}^{ \pm}\right\rangle$ for $\overrightarrow{k_{1}}=(1,0,0, \ldots)$ and $\overrightarrow{k_{2}}=(0,1,0, \ldots)$ give rise to the same eigenvalues $\mathrm{e}^{ \pm \mathrm{i} \theta_{\vec{k}}}$.

The scalar product $\left\langle\phi_{\vec{k}}^{ \pm} \mid s v\right\rangle$ can be calculated using $\left\langle s \mid u_{\vec{k}}^{ \pm}\right\rangle=\frac{1}{\sqrt{2}}$ (appendix C.2)


Figure 4.2: The eigenphases as functions of $\lambda$ for $n=11, d=2$.
and thus $|s v\rangle$ can be expanded in terms of eigenvectors in the reduced space, that is

$$
\begin{align*}
|s v\rangle & =\mathbb{1}_{\mathcal{H}^{\prime}}|s v\rangle  \tag{4.2.4}\\
& =\left|\phi_{0}\right\rangle\left\langle\phi_{0} \mid s v\right\rangle+\sum_{\vec{k} \neq 0}\left(\left|\phi_{\vec{k}}^{+}\right\rangle\left\langle\phi_{\vec{k}}^{+}\right|+\left|\phi_{\vec{k}}^{-}\right\rangle\left\langle\phi_{\vec{k}}^{-}\right|\right)|s v\rangle  \tag{4.2.5}\\
& =\frac{1}{\sqrt{N}}\left|\phi_{0}\right\rangle+\frac{1}{\sqrt{2 N}} \sum_{\vec{k} \neq 0} \omega^{-\vec{k} \vec{v}}\left(\left|\phi_{\vec{k}}^{+}\right\rangle+\left|\phi_{\vec{k}}^{-}\right\rangle\right) . \tag{4.2.6}
\end{align*}
$$

Since $|s v\rangle$ is orthogonal to all eigenvectors of $U$ not contained in $\mathcal{H}^{\prime}$ this expansion also holds for the non-reduced space.

### 4.2.2 Approximative eigenvectors of $U_{\lambda}$

The technique to calculate the search time $T$ introduced in chapter 3 for the hypercube search can also be used in order to estimate the search time $T$ for the lattice search
algorithm.

The spectrum of $U_{\lambda}$ for a $11 \times 11$-lattice in the reduced space $\mathcal{H}^{\prime}$ is plotted in figure 4.2. Again, the perturbation leads to an avoided crossing in the spectrum. Other than for the $m \neq 0$-crossings in the spectrum of the hypercube search, the coordinates of the crossing $(\lambda=1, \omega=0)$ are well known which simplifies the discussion. Following the reasoning in section 3.4 the search time can be estimated using a $2 \times 2$ model Hamiltonian $H$ that is constructed using the subspace spanned by the two approximate eigenvectors of $U_{\lambda}$ with eigenvalues that participate in the crossing.

Thus, the approximate eigenvectors have to be found. The first guess for one approximative eigenvector is the uniform distribution $\left|\phi_{0}\right\rangle$ and indeed, up to an error term of $\mathcal{O}\left(N^{-1 / 2}\right)$ this vector is an eigenvector with eigenvalue 1 since

$$
\begin{align*}
U_{\lambda}\left|\phi_{0}\right\rangle & =\left|\phi_{0}\right\rangle+\left(\mathrm{e}^{\mathrm{i} \lambda \pi}-1\right) U|s v\rangle \frac{1}{\sqrt{N}}  \tag{4.2.7}\\
& =\left|\phi_{0}\right\rangle+\mathcal{O}\left(N^{-1 / 2}\right) \tag{4.2.8}
\end{align*}
$$

Since the actions of the unitary operator $U$ and the projection $|s v\rangle\langle s v|$ on the set of eigenvectors of $U$ in the reduced space is well known, the eigenvector corresponding to the line that crosses diagonal through the point $(\lambda=1, \omega=0)$ in figure 4.2 can be calculated using an expansion in the eigenvectors of $U$, that is,

$$
\begin{equation*}
\left|v_{\lambda}\right\rangle=a_{0}\left|\phi_{0}\right\rangle+\sum_{\vec{k} \neq \overrightarrow{0}}\left(a_{\vec{k}}^{+}\left|\phi_{\vec{k}}^{+}\right\rangle+a_{\vec{k}}^{-}\left|\phi_{\vec{k}}^{-}\right\rangle\right) \tag{4.2.9}
\end{equation*}
$$

with a yet unknown set of coefficients $a_{0}$ and $a_{\vec{k}}^{ \pm}$, and

$$
\begin{equation*}
\left|a_{0}\right|^{2}+\sum_{\vec{k} \neq \overrightarrow{0}}\left(\left|a_{\vec{k}}^{+}\right|^{2}+\left|a_{\vec{k}}^{-}\right|^{2}\right)=1 \tag{4.2.10}
\end{equation*}
$$

is demanded such that $\left|v_{\lambda}\right\rangle$ is normalised.

The condition $U_{\lambda}\left|v_{\lambda}\right\rangle \approx \mathrm{e}^{\mathrm{i} g(\lambda)}\left|v_{\lambda}\right\rangle$, that is, the approximate eigenvalue equation with an unknown eigenvalue $\mathrm{e}^{\mathrm{i} g(\lambda)}$ gives a linear system of equations for the $2 N-1$ unknown
coefficients. Since both, $\left|v_{\lambda}\right\rangle$ and $\left|\phi_{0}\right\rangle$, are approximate eigenvectors of $U_{\lambda}$ the two vectors can be assumed to be orthogonal. Demanding $\left|v_{\lambda}\right\rangle \perp\left|\phi_{0}\right\rangle$ is equivalent to $a_{0}=0$.

A straight forward application of $U_{\lambda}$ on $\left|v_{\lambda}\right\rangle$ results in

$$
\begin{align*}
U_{\lambda}\left|v_{\lambda}\right\rangle= & \sum_{\vec{k} \neq \overrightarrow{0}}\left(a_{\vec{k}}^{+} \mathrm{e}^{\mathrm{i} \theta_{\vec{k}}}\left|\phi_{\vec{k}}^{+}\right\rangle+a_{\vec{k}}^{-} \mathrm{e}^{-\mathrm{i} \theta_{\vec{k}}}\left|\phi_{\vec{k}}^{-}\right\rangle\right)+\left(\mathrm{e}^{\mathrm{i} \pi \lambda}-1\right) \\
& \cdot\left(\frac{1}{\sqrt{N}}\left|\phi_{0}\right\rangle+\frac{1}{\sqrt{2 N}} \sum_{\vec{k} \neq \overrightarrow{0}} \omega^{-\vec{k} \vec{v}}\left(\mathrm{e}^{\mathrm{i} \theta_{\vec{k}}}\left|\phi_{\vec{k}}^{+}\right\rangle+\mathrm{e}^{-\mathrm{i} \theta_{\vec{k}}}\left|\phi_{\vec{k}}^{-}\right\rangle\right)\right)\left\langle s v \mid v_{\lambda}\right\rangle . \tag{4.2.11}
\end{align*}
$$

For simplicity, a constant

$$
\begin{equation*}
b:=\left\langle s v \mid v_{\lambda}\right\rangle \tag{4.2.12}
\end{equation*}
$$

is defined. The overall phase factor of $\left|v_{\lambda}\right\rangle$ can be defined such that $b \geq 0$. Now the right hand side of the approximate eigenvalue equation, that is $\mathrm{e}^{\mathrm{i} g(\lambda)}\left|v_{\lambda}\right\rangle$, is added and subtracted to obtain

$$
\begin{align*}
U_{\lambda}\left|v_{\lambda}\right\rangle= & \mathrm{e}^{\mathrm{i} g(\lambda)}\left|v_{\lambda}\right\rangle+\frac{b\left(\mathrm{e}^{\mathrm{i} \pi \lambda}-1\right)}{\sqrt{N}}\left|\phi_{0}\right\rangle \\
& +\sum_{\vec{k} \neq \overrightarrow{0}}\left(\left(a_{\vec{k}}^{+}\left(\mathrm{e}^{\mathrm{i} \theta_{\vec{k}}}-\mathrm{e}^{\mathrm{i} g(\lambda)}\right)+\frac{b\left(\mathrm{e}^{\mathrm{i} \pi \lambda}-1\right) \omega^{-\vec{k} \vec{v}} \mathrm{e}^{\mathrm{i} \theta_{\vec{k}}}}{\sqrt{2 N}}\right)\left|\phi_{\vec{k}}^{+}\right\rangle\right. \\
& \left.+\left(a_{\vec{k}}^{-}\left(e^{-\mathrm{i} \theta_{\vec{k}}}-\mathrm{e}^{\mathrm{i} g(\lambda)}\right)+\frac{b\left(\mathrm{e}^{\mathrm{i} \pi \lambda}-1\right) \omega^{-\vec{k} \vec{v}} \mathrm{e}^{-\mathrm{i} \theta_{\vec{k}}}}{\sqrt{2 N}}\right)\left|\phi_{\vec{k}}^{-}\right\rangle\right) \tag{4.2.13}
\end{align*}
$$

Demanding the sum to be zero defines the coefficients

$$
\begin{equation*}
a_{\vec{k}}^{ \pm}=\frac{b\left(\mathrm{e}^{\mathrm{i} \pi \lambda}-1\right) \omega^{-\vec{k} \vec{v}} \mathrm{e}^{ \pm \mathrm{i} \theta_{\vec{k}}}}{\sqrt{2 N}\left(\mathrm{e}^{\mathrm{i} g(\lambda)}-e^{ \pm \mathrm{i} \theta_{\vec{k}}}\right)} \tag{4.2.14}
\end{equation*}
$$

and gives the error term of the eigenvalue equation as $\frac{b\left(\mathrm{e}^{\mathrm{i} \pi \lambda}-1\right)}{\sqrt{N}}\left|\phi_{0}\right\rangle$. Therefore the error term is $\mathcal{O}\left(\frac{b}{\sqrt{N}}\right)$ and due to $b \leq 1$ it can be considered small.

Using the set of coefficients $a_{\vec{k}}^{ \pm}$from (4.2.14) the constant $b$ appears on both sides of $b=\left\langle s v \mid v_{\lambda}\right\rangle$. Hence the system of equations has a solution, if and only if

$$
\begin{equation*}
b=\left\langle s v \mid v_{\lambda}\right\rangle \tag{4.2.15}
\end{equation*}
$$

is at least approximatively fulfilled at the crossing. Using equations (4.2.6) and (4.2.14), the condition can be denoted as

$$
\begin{equation*}
1=\frac{\left(\mathrm{e}^{\mathrm{i} \pi \lambda}-1\right)}{2 N} \sum_{\vec{k} \neq 0}\left(\frac{\mathrm{e}^{\mathrm{i} \theta_{\vec{k}}}}{\mathrm{e}^{\mathrm{i} g(\lambda)}-e^{\mathrm{i} \theta_{\vec{k}}}}+\frac{\mathrm{e}^{-\mathrm{i} \theta_{\vec{k}}}}{\mathrm{e}^{\mathrm{i} g(\lambda)}-e^{-\mathrm{i} \theta_{\vec{k}}}}\right) \tag{4.2.16}
\end{equation*}
$$

The crossing occurs at $\lambda=1$ and $\mathrm{e}^{\mathrm{i} g(1)}=1$ for which the sum formula (4.2.16) can be calculated explicitly, that is,

$$
\begin{equation*}
1=\frac{-2}{2 N} \sum_{\vec{k} \neq \overrightarrow{0}}(-1)=\frac{1}{N}(N-1)=1-\frac{1}{N} \tag{4.2.17}
\end{equation*}
$$

Therefore no exact solution exists. This is not surprising as $\left|v_{\lambda}\right\rangle$ is not an exact eigenvector. Since the error term $\frac{1}{N}$ is small and decays to 0 as $N \rightarrow \infty$, equation (4.2.17) holds in good approximation and it is verified that the set of coefficients from equation (4.2.14) define an approximate solution of the set of coupled equations given in (4.2.14). Therefore, the vector defined as

$$
\begin{align*}
\left|v_{\lambda}\right\rangle= & \frac{b\left(\mathrm{e}^{\mathrm{i} \pi \lambda}-1\right)}{\sqrt{2 N}} \sum_{\vec{k} \neq \overrightarrow{0}} \omega^{-\vec{k} \vec{v}} \\
& \cdot\left(\frac{\mathrm{e}^{\mathrm{i} \theta_{\vec{k}}}}{\mathrm{e}^{\mathrm{i} g(\lambda)}-e^{\mathrm{i} \theta_{\vec{k}}}}\left|\phi_{\vec{k}}^{+}\right\rangle+\frac{\mathrm{e}^{-\mathrm{i} \theta_{\vec{k}}}}{\mathrm{e}^{\mathrm{i} g(\lambda)}-e^{-\mathrm{i} \theta_{\vec{k}}}}\left|\phi_{\vec{k}}^{-}\right\rangle\right), \tag{4.2.18}
\end{align*}
$$

fulfils the approximate eigenvalue equation

$$
\begin{align*}
U_{\lambda}\left|v_{\lambda}\right\rangle & =\mathrm{e}^{\mathrm{i} g(\lambda)}\left|v_{\lambda}\right\rangle+\frac{b\left(\mathrm{e}^{\mathrm{i} \pi \lambda}-1\right)}{\sqrt{N}}\left|\phi_{0}\right\rangle  \tag{4.2.19}\\
& =\mathrm{e}^{\mathrm{i} g(\lambda)}\left|v_{\lambda}\right\rangle+\mathcal{O}\left(\frac{1}{\sqrt{N}}\right) \tag{4.2.20}
\end{align*}
$$

and can be considered an approximate eigenvector of $U_{\lambda}$ with eigenvalue $\mathrm{e}^{\mathrm{i} g(\lambda)}$, where $\mathrm{e}^{\mathrm{i} g(1)}=1$.

The only unknown in $\left|v_{\lambda}\right\rangle$ is the constant $b$ as it dropped out of the equations. Since the vector $\left|v_{\lambda}\right\rangle$ is demanded to be normalised $b$ actually turns out to be the normalisation constant.

### 4.3 Normalisation of the approximated crossing eigenvector

The normalisation $|b|$ of the approximate eigenvector of $\left|v_{\lambda}\right\rangle$ is important for estimating the search time because the normalisation of the vectors is crucial for evaluating the matrix elements of the $2 \times 2$ model for $U_{\lambda}$.

To determine the normalisation requires a lengthy and technical calculation. First the expression for the normalisation will be expanded in a sum and then the first terms will be approached one by one. The result, up to leading order, for $d=2$ and 3 and an estimate of the scaling for $d \geq 4$ is finally presented in equation (4.3.42). In principle, the leading order term for the normalisation constants for $d \geq 4$ can be obtained using numerical integration methods as in the $d=3$ case.

Demanding normalisation of $\left|v_{\lambda}\right\rangle$ and regarding $\lambda=1$ and $\mathrm{e}^{\mathrm{i} g(1)}=1$ only, results in

$$
\begin{align*}
\frac{1}{|b|^{2}} & =\frac{4}{2 N} \sum_{\vec{k} \neq \overrightarrow{0}} \frac{2}{\mid 1-e^{\left.\mathrm{i} \theta_{\vec{k}}\right|^{2}}}  \tag{4.3.1}\\
& =\frac{2}{N} \sum_{\vec{k} \neq \overrightarrow{0}} \frac{1}{1-\cos \theta_{\vec{k}}}  \tag{4.3.2}\\
& =\frac{2 d}{N} \sum_{\vec{k} \neq 0} \frac{1}{d-\sum_{i=1}^{d} \cos \frac{2 \pi k_{i}}{n}} \tag{4.3.3}
\end{align*}
$$

where the sum over all vectors $\vec{k}$ in a $d$-dimensional cube has to be calculated for $k_{i} \in\{0,1, \ldots, n-1\}, \vec{k} \neq \overrightarrow{0}$. This can be rearranged to a summation over lower dimensional objects where only a limited number of entries of $\vec{k}$ are not 0 .

That is, all one dimensional edges, two dimensional faces, 3-dimensional cubes etc. with $k_{i}$ varying from 1 to $n-1$. The edges are obtained by choosing $d-1$ entries of $\vec{k}$ equal 0, while the remaining entry varies from 1 to $n-1$, the faces have $d-2$ entries of $\vec{k}$ equal 0 and two in $[1, n-1]$ and higher dimensions correspondingly. This new arrangement
results in

$$
\begin{align*}
& \frac{1}{|b|^{2}}= \frac{2 d}{N} \sum_{\vec{k} \neq \overrightarrow{0}} \frac{1}{d-\sum_{i=1}^{d} \cos \frac{2 \pi k_{i}}{n}}  \tag{4.3.4}\\
&= \frac{2 d}{N} \underbrace{d}_{\text {number of edges }} \underbrace{\sum_{j_{1}=1}^{n-1} \frac{1}{1-\sum_{l=1}^{1} \cos \frac{2 \pi j_{l}}{n}}}_{\text {contribution of one edge }} \\
&+\frac{2 d}{N} \underbrace{\binom{d}{2}}_{\text {number of faces }} \underbrace{\sum_{j_{1}, j_{2}=1}^{n-1} \frac{1}{2-\sum_{l=1}^{2} \cos \frac{2 \pi j_{l}}{n}}}_{\text {contribution of one face }} \\
&+\ldots  \tag{4.3.5}\\
&= \frac{2 d}{N} \sum_{i=1}^{d}\binom{d}{i}  \tag{4.3.6}\\
&= \frac{2 d}{N} \sum_{i=1}^{d}\binom{d}{i}  \tag{4.3.7}\\
& j_{1}, j_{2}, \ldots, j_{i}=1 \\
& n-1 \\
&\left.\frac{n}{\pi}\right)^{i} I_{i},
\end{align*}
$$

where in the last step $I_{i}:=\left(\frac{\pi}{n}\right)^{i} \sum_{j_{1}, \ldots, j_{i}=1}^{n-1}\left(i-\sum_{l=1}^{i} \cos \frac{2 \pi j_{l}}{n}\right)^{-1}$ was defined.
To obtain the normalisation constant $|b|$ for the approximate eigenvector of the search on the $d$-dimensional lattice, all sums from $I_{1}$ to $I_{d}$ have to be calculated.

The identity $1-\cos x=2 \sin ^{2} \frac{x}{2}$ can be used to simplify these sums. One obtains

$$
\begin{equation*}
I_{i}=\frac{1}{2}\left(\frac{\pi}{n}\right)^{i} \sum_{j_{1}, \ldots, j_{i}=1}^{n-1}\left(\sum_{l=1}^{i} \sin ^{2} \frac{\pi j_{l}}{n}\right)^{-1} \tag{4.3.8}
\end{equation*}
$$

In section 3.3.2 Poisson's summation formula was used to approximate a sum by an integral. The same can be done for the $I_{i}{ }^{\prime}$ s. First each sum is replaced by an integration and a sum over delta functions is added such that the integrand contributes only at the old $j_{l}$ 's

$$
\begin{align*}
I_{i}=\frac{1}{2}\left(\frac{\pi}{n}\right)^{i} & \int_{\frac{1}{2}}^{n-\frac{1}{2}} d x_{1} \sum_{m_{1}=-\infty}^{\infty} \delta\left(x_{1}-m_{1}\right) \ldots \\
& \int_{\frac{1}{2}}^{n-\frac{1}{2}} d x_{i} \sum_{m_{i}=-\infty}^{\infty} \delta\left(x_{i}-m_{i}\right)\left(\sum_{l=1}^{i} \sin ^{2} \frac{\pi x_{l}}{n}\right)^{-1} . \tag{4.3.9}
\end{align*}
$$

In a second step, the sums of delta functions can again be replaced by their Fourier series $\sum_{m_{j}=-\infty}^{\infty} \delta\left(x_{j}-m_{j}\right)=\sum_{m_{j}=-\infty}^{\infty} \mathrm{e}^{2 \pi \mathrm{i} m_{j} x_{j}}$. This results in

$$
\begin{align*}
I_{i}= & \frac{1}{2}\left(\frac{\pi}{n}\right)^{i} \int_{\frac{1}{2}}^{n-\frac{1}{2}} d x_{1} \sum_{m_{1}=-\infty}^{\infty} \mathrm{e}^{2 \pi \mathrm{i} m_{1} x_{1}} \cdots \\
& \int_{\frac{1}{2}}^{n-\frac{1}{2}} d x_{i} \sum_{m_{i}=-\infty}^{\infty} \mathrm{e}^{2 \pi \mathrm{i} m_{i} x_{i}}\left(\sum_{l=1}^{i} \sin ^{2} \frac{\pi x_{l}}{n}\right)^{-1}  \tag{4.3.10}\\
= & \frac{1}{2} \int_{\frac{\pi}{2 n}}^{\pi-\frac{\pi}{2 n}} d y_{1} \cdots \int_{\frac{\pi}{2 n}}^{\pi-\frac{\pi}{2 n}} d y_{i} \\
& \sum_{m_{1}=-\infty}^{\infty} \cdots \sum_{m_{i}=-\infty}^{\infty} \frac{\mathrm{e}^{2 \mathrm{i} n\left(m_{1} y_{1}+\cdots+m_{i} y_{i}\right)}}{\sum_{l=1}^{i} \sin ^{2} y_{l}} \tag{4.3.11}
\end{align*}
$$

where the last equality is due to a reordering of terms and the substitution $y_{j}=\frac{\pi}{n} x_{j}$ for all integrals.

Using the same arguments as before (section 3.3.2), the contributions are neglected if one of the $m_{j}$ 's is not zero, since the exponential function leads to rapid oscillations if $n \gg 1$. Hence only the $m_{j}=0$ terms are taken into account and for $n \gg 1$

$$
\begin{equation*}
I_{i} \approx \frac{1}{2} \int_{\frac{\pi}{2 n}}^{\pi-\frac{\pi}{2 n}} d y_{1} \ldots \int_{\frac{\pi}{2 n}}^{\pi-\frac{\pi}{2 n}} d y_{i} \frac{1}{\sum_{l=1}^{i} \sin ^{2} y_{l}} \tag{4.3.12}
\end{equation*}
$$

In the remainder of this chapter equality will be assumed.

Using the symmetry of the sine squared, the integration simplifies to

$$
\begin{equation*}
I_{i}=2^{i-1} \int_{\frac{\pi}{2 n}}^{\frac{\pi}{2}} d y_{1} \ldots \int_{\frac{\pi}{2 n}}^{\frac{\pi}{2}} d y_{i} \frac{1}{\sum_{l=1}^{i} \sin ^{2} y_{l}} \tag{4.3.13}
\end{equation*}
$$

and the integrations can finally be calculated.

### 4.3.1 First integration $I_{1}$

The first integration is quickly done and one obtains

$$
\begin{equation*}
I_{1}=\int_{\frac{\pi}{2 n}}^{\frac{\pi}{2}} d y \frac{1}{\sin ^{2} y}=[-\cot y]_{y=\frac{\pi}{2 n}}^{\frac{\pi}{2}}=\cot \frac{\pi}{2 n} \tag{4.3.14}
\end{equation*}
$$

### 4.3.2 Second integration $I_{2}$

The second integration

$$
\begin{equation*}
I_{2}=2 \int_{\frac{\pi}{2 n}}^{\frac{\pi}{2}} d x \int_{\frac{\pi}{2 n}}^{\frac{\pi}{2}} d y \frac{1}{\sin ^{2} x+\sin ^{2} y} \tag{4.3.15}
\end{equation*}
$$

is by far more difficult. It is important to note that the integrand is symmetric with respect to exchanged $x$ and $y$ and therefore

$$
\begin{equation*}
I_{2}=4 \int_{\frac{\pi}{2 n}}^{\frac{\pi}{2}} d x \int_{x}^{\frac{\pi}{2}} d y \frac{1}{\sin ^{2} x+\sin ^{2} y} \tag{4.3.16}
\end{equation*}
$$

Now the $y$ integration can be solved by observing that

$$
\begin{equation*}
\frac{d}{d x} \frac{\arctan \left(\frac{\tan y}{\tan x} \sqrt{2 \tan ^{2} x+1}\right)}{\sin x \sqrt{\sin ^{2} x+1}}=\frac{1}{\sin ^{2} x+\sin ^{2} y} \tag{4.3.17}
\end{equation*}
$$

Thus

$$
\begin{align*}
I_{2} & =4 \int_{\frac{\pi}{2 n}}^{\frac{\pi}{2}} d x\left[\frac{\arctan \left(\frac{\tan y}{\tan x} \sqrt{2 \tan ^{2} x+1}\right)}{\sin x \sqrt{\sin ^{2} x+1}}\right]_{y=x}^{\frac{\pi}{2}}  \tag{4.3.18}\\
& =4 \int_{\frac{\pi}{2 n}}^{\frac{\pi}{2}} d x \frac{\frac{\pi}{2}-\arctan \left(\sqrt{2 \tan ^{2} x+1}\right)}{\sin x \sqrt{\sin ^{2} x+1}} \tag{4.3.19}
\end{align*}
$$

The ansatz $I_{2}=4 \int_{\frac{\pi}{2 n}}^{\frac{\pi}{2}} d x f g^{\prime}$ and the functions

$$
\begin{equation*}
f=\frac{\pi}{2}-\arctan \sqrt{2 \tan ^{2} x+1} \tag{4.3.20}
\end{equation*}
$$

and

$$
\begin{equation*}
g=-\ln \left(\sqrt{2+\cot ^{2} x}+\cot x\right) \tag{4.3.21}
\end{equation*}
$$

are used to integrate by parts

$$
\begin{align*}
I_{2}= & 4 \ln \left(\sqrt{2+\cot ^{2} \frac{\pi}{2 n}}+\cot \frac{\pi}{2 n}\right)\left(\frac{\pi}{2}-\arctan \sqrt{2 \tan ^{2} \frac{\pi}{2 n}+1}\right) \\
& -4 \int_{\frac{\pi}{2 n}}^{\frac{\pi}{2}} d x \frac{\ln \left(\sqrt{2+\cot ^{2} x}+\cot x\right)}{\sqrt{2+\cot ^{2} x}} \tag{4.3.22}
\end{align*}
$$

This is simplified using the substitution $z=\tan x$ and

$$
\begin{align*}
I_{2}= & 4 \ln \left(\sqrt{2+\cot ^{2} \frac{\pi}{2 n}}+\cot \frac{\pi}{2 n}\right)\left(\frac{\pi}{2}-\arctan \sqrt{2 \tan ^{2} \frac{\pi}{2 n}+1}\right) \\
& -4 \int_{\tan \frac{\pi}{2 n}}^{\infty} d z \frac{z\left(\ln \left(1+\sqrt{2 z^{2}+1}\right)-\ln z\right)}{\sqrt{2 z^{2}+1}\left(1+z^{2}\right)} . \tag{4.3.23}
\end{align*}
$$

This last integration can finally be expanded ${ }^{1}$ to

$$
\begin{equation*}
I_{2}=\pi \ln n+\pi \ln \frac{4}{\pi}-2 K-\frac{\pi}{2} \ln 2+\mathcal{O}\left(\frac{1}{n^{2}}\right) \tag{4.3.24}
\end{equation*}
$$

where $K \approx 0.916$ is Catalan's constant.

## Normalisation for $d=2$

The formula for the normalisation is given in (4.3.7) and the result for the $d=2$ dimensional lattice is

$$
\begin{align*}
\frac{1}{|b|^{2}}= & \frac{4}{N} \sum_{i=1}^{2}\binom{2}{i}\left(\frac{n}{\pi}\right)^{i} I_{i}  \tag{4.3.25}\\
= & \frac{4}{N}\left(2 \frac{n}{\pi} I_{1}+\frac{N}{\pi^{2}} I_{2}\right)  \tag{4.3.26}\\
= & \frac{8}{\pi n} \cot \frac{\pi}{2 n}+\frac{4}{\pi} \ln n+\frac{4}{\pi} \ln \frac{4}{\pi}-\frac{8 K}{\pi^{2}}-\frac{2}{\pi} \ln 2 \\
& +\mathcal{O}\left(\frac{1}{n^{2}}\right)  \tag{4.3.27}\\
= & \frac{2}{\pi} \ln N+\frac{16}{\pi^{2}}+\frac{4}{\pi} \ln \frac{4}{\pi}-\frac{8 K}{\pi^{2}}-\frac{2}{\pi} \ln 2+\mathcal{O}\left(\frac{1}{N}\right) . \tag{4.3.28}
\end{align*}
$$

### 4.3.3 Third integration $I_{3}$

For the third integration only the limit $n \rightarrow \infty$ will be evaluated. Starting with

$$
\begin{equation*}
I_{3}=4 \int_{\frac{\pi}{2 n}}^{\frac{\pi}{2}} d x \int_{\frac{\pi}{2 n}}^{\frac{\pi}{2}} d y \int_{\frac{\pi}{2 n}}^{\frac{\pi}{2}} d z \frac{1}{\sin ^{2} x+\sin ^{2} y+\sin ^{2} z} \tag{4.3.29}
\end{equation*}
$$

[^1]a substitution $x^{\prime}=\tan x$ in all three variables leads to
\[

$$
\begin{align*}
I_{3}= & 4 \int_{\tan \frac{\pi}{2 n}}^{\infty} d x \int_{\tan \frac{\pi}{2 n}}^{\infty} d y \int_{\tan \frac{\pi}{2 n}}^{\infty} d z \\
& \frac{1}{x^{2}\left(1+y^{2}\right)\left(1+y^{2}\right)+\left(1+x^{2}\right) y^{2}\left(1+z^{2}\right)+\left(1+x^{2}\right)\left(1+y^{2}\right) z^{2}} \tag{4.3.30}
\end{align*}
$$
\]

which converges to ${ }^{2}$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} I_{3}=15.672 \ldots \tag{4.3.31}
\end{equation*}
$$

Thus $I_{3}=15.672 \cdots+f(n)$ where $\lim _{n \rightarrow \infty} f(n)=0$.

## Normalisation for $d=3$

The result for the normalisation of the $d=3$ dimensional lattice is computed as

$$
\begin{align*}
\frac{1}{|b|^{2}} & =\frac{6}{N} \sum_{i=1}^{3}\binom{3}{i}\left(\frac{n}{\pi}\right)^{i} I_{i}  \tag{4.3.32}\\
& =\frac{6}{N}\left(\frac{n}{\pi}\right)^{3} I_{3}+\mathcal{O}\left(\frac{\ln N}{n}\right)  \tag{4.3.33}\\
& =\frac{6}{\pi^{3}} I_{3}+\mathcal{O}\left(\frac{\ln N}{n}\right)  \tag{4.3.34}\\
& =\Theta(1) \tag{4.3.35}
\end{align*}
$$

### 4.3.4 Higher integrations and normalisations for $d>3$

Although some results used for this section will not be proven until section 4.4, the calculation shall be presented here because it completes the results of the previous sections by providing an estimate for $b$ for dimensions $d \geq 4$.

Since the integrations get more and more difficult, this section aims at proving that $T$ scales like $\sqrt{N}$ for $d>3$. It will be shown in section 4.4, equation (4.4.11), that the search time for arbitrary $d$ is given by $T=\frac{\pi \sqrt{N}}{4 b}$. This later result and the lower bound for

[^2]the scaling $T=\Omega(\sqrt{N})$ proven by Grover and Bennett et. al. [23, 24], lead to a lower bound for the scaling of $\frac{1}{|b|^{2}}$ for any $d$. One obtains $\frac{1}{|b|^{2}}=\Omega(1)$. It remains to show that this bound is tight for $d>3$ by proving the existence of an upper bound that is independent of $N$ and leads to $\frac{1}{|b|^{2}}=\mathcal{O}(1)$.

This can be shown by induction.

- By (4.3.35) it is evident that $\frac{1}{|b|^{2}}=\mathcal{O}(1)$ holds for $d=3$.
- Assuming that $\frac{1}{|b|^{2}}=\mathcal{O}(1)$ holds for some $d \geq 3$, it follows by

$$
\begin{equation*}
\frac{1}{|b|^{2}}=2 d \sum_{i=1}^{d}\binom{d}{i} \frac{n^{i-d}}{\pi^{i}} I_{i} \tag{4.3.36}
\end{equation*}
$$

(equation (4.3.7)) that $I_{d}=\mathcal{O}(1)$.

- It remains to show that $\frac{1}{|b|^{2}}=\mathcal{O}(1)$ also holds for $d+1$.

The starting point is again provided by equation (4.3.7) but this time for for $d+1$, that is,

$$
\begin{equation*}
\frac{1}{|b|^{2}}=2(d+1)\left(\sum_{i=1}^{d}\binom{d+1}{i} \frac{n^{i-d-1}}{\pi^{i}} I_{i}+\frac{1}{\pi^{d+1}} I_{d+1}\right) \tag{4.3.37}
\end{equation*}
$$

The sum of the first $d$ terms adds to a leading order of $\frac{1}{n}$, since $I_{i}=\mathcal{O}(1)$ for $3 \leq i \leq d$ and the lower order terms $I_{2}=\Theta(\ln N)$ and $I_{1}=\Theta(n)$ have prefactors $n^{1-d}$ and $n^{-d}$, respectively. Therefore these contributions vanish for $n \rightarrow \infty$.

It remains to show that $I_{d+1}=\mathcal{O}(1)$ and this can be done using equation (4.3.13), that is,

$$
\begin{equation*}
I_{d+1}=2^{d} \int_{\frac{\pi}{2 n}}^{\frac{\pi}{2}} d y_{1} \ldots \int_{\frac{\pi}{2 n}}^{\frac{\pi}{2}} d y_{d+1} \frac{1}{\sum_{l=1}^{d} \sin ^{2} y_{l}+\sin ^{2} y_{d+1}} \tag{4.3.38}
\end{equation*}
$$

As the sines are greater than zero, an upper bound is obtained by dropping the last one. Now the $y_{d+1}$ integration can be performed

$$
\begin{align*}
I_{d+1} & \leq 2^{d}\left(\frac{\pi}{2}-\frac{\pi}{2 n}\right) \int_{\frac{\pi}{2 n}}^{\frac{\pi}{2}} d y_{1} \ldots \int_{\frac{\pi}{2 n}}^{\frac{\pi}{2}} d y_{d} \frac{1}{\sum_{l=1}^{d} \sin ^{2} y_{l}}  \tag{4.3.39}\\
& =\left(\pi-\frac{\pi}{n}\right) I_{d} \tag{4.3.40}
\end{align*}
$$

and this results in $I_{d+1}=\mathcal{O}(1)$. Thus, the normalisation constant is of the demanded order $\frac{1}{|b|^{2}}=\mathcal{O}(1)$.

Lower and upper bound together prove that the scaling of $b$ for $d \geq 3$ dimensions is characterised by

$$
\begin{equation*}
\frac{1}{b^{2}}=\Theta(1) \tag{4.3.41}
\end{equation*}
$$

and the scaling of the number of time steps is $T=\Theta(\sqrt{N})$.
Thus, the overall result for the normalisation constant is

$$
\frac{1}{b^{2}}= \begin{cases}\frac{2}{\pi} \ln N+\frac{16}{\pi^{2}}+\frac{4}{\pi} \ln \frac{4}{\pi}-\frac{8 K}{\pi^{2}}-\frac{2}{\pi} \ln 2+\mathcal{O}\left(\frac{1}{N}\right) & \text { for } d=2  \tag{4.3.42}\\ \frac{6}{\pi^{3}} I_{3}+\mathcal{O}\left(\frac{\ln N}{\sqrt[3]{N}}\right) & \text { for } d=3 \\ \Theta(1) & \text { for } d \geq 4\end{cases}
$$

where $K \approx 0.916$ is Catalans constant and $I_{3}$ has a leading order of $I_{3} \approx 15.672$ (4.3.31). It is important to note that the result for $d \geq 4$ relies on equation (4.4.11) which was used to calculate the bounds for $d \geq 4$. Therefore the scaling for $d \geq 4$ remains unclear until it has been shown that equation (4.4.11) holds.

Since it has been shown that for $i \geq 3$, the leading order of $I_{i}$ in the limit $n \rightarrow \infty$ does not depend on $n$. Thus it can be calculated from equation (4.3.13) by replacing $\frac{\pi}{2 n}$ with 0 and using numerical integration methods.

### 4.3.5 Success probability

Since the model introduced in section 3.4 leads to a localisation on $\left|v_{\lambda}\right\rangle$, the scalar product in (4.2.12) is crucial to estimate how much probability will be localised at the target vertex $|v\rangle . b=\left\langle s v \mid v_{\lambda=1}\right\rangle$ does give a lower bound only as there is no need for the vector $\left|v_{\lambda}\right\rangle$ to have a coin space contribution parallel to $|s\rangle$. Therefore the probability to measure $\left|v_{\lambda}\right\rangle$ at the target vertex $|v\rangle$ is greater or equal $b^{2}$.


Figure 4.3: Numerical results for the maximal probability at the target vertex as a function of $N$ for $d=2,3$ and 4. The fitted curve is a one-parameter fit with a constant times the scaling given in equation (4.3.43).

From equation (4.3.42), it is known

$$
b= \begin{cases}\frac{1}{\sqrt{\frac{2}{\pi} \ln N+\frac{16}{\pi^{2}}+\frac{4}{\pi} \ln \frac{4}{\pi}-\frac{8 K}{\pi^{2}}-\frac{2}{\pi} \ln 2+\mathcal{O}\left(\frac{1}{N}\right)}}=\Theta\left(\frac{1}{\sqrt{\ln N}}\right) & \text { for } d=2  \tag{4.3.43}\\ \frac{1}{\sqrt{\frac{6}{\pi^{3}} I_{3}+\mathcal{O}\left(\frac{\ln N}{\sqrt[3]{N}}\right)}}=\Theta(1) & \text { for } d=3 \\ \Theta(1) & \text { for } d \geq 4\end{cases}
$$

The localisation at the target vertex is not $N$-dependent for $d \geq 3$, but in the $d=2$ case the amplitude of $\left|v_{\lambda}\right\rangle$ on $|v\rangle$ may decrease like $\frac{1}{\sqrt{\ln N}}$. However, the state $\left|v_{\lambda=1}\right\rangle$ is localised on the marked vertex for $d=2$ since the average amplitude of an eigenstate of the random walk $U$ deceases like $\frac{1}{\sqrt{N}}$. Amplitude amplification methods can be used to increase the success probability to a constant in $N$ by repeating the search algorithm $\mathcal{O}(\sqrt{\ln N})$ times [59].

Numerical results of how the probability to find the walk at the target vertex scales as a function of $N$ are shown in figure 4.3. It can be expected that $b$ gives a lower bound for
the scaling only as it measures the amplitude in the coin space state $|s\rangle$ at $|v\rangle$. However, the estimates represent the behaviour of the localisation on the target vertex very well. The shape of the localised state $\left|v_{\lambda=1}\right\rangle$ on a $31 \times 31$ lattice can be seen in figure 4.1.

Like for the hypercube, section 3.3.5, the probability in $|s v\rangle$ is of the same order as the probability in $U|s v\rangle$ as

$$
\begin{align*}
\left\langle v_{\lambda=1}\right| U|s v\rangle & =-\frac{2 b}{2 N} \sum_{\vec{k} \neq \overrightarrow{0}}\left(\frac{1}{\mathrm{e}^{-\mathrm{i} g(1)}-e^{\mathrm{i} \theta_{\vec{k}}}}+\frac{1}{\mathrm{e}^{-\mathrm{i} g(1)}-e^{-\mathrm{i} \theta_{\vec{k}}}}\right)  \tag{4.3.44}\\
& =-b\left(1-\frac{1}{N}\right) . \tag{4.3.45}
\end{align*}
$$

To obtain the last equality $\mathrm{e}^{\mathrm{ig}(1)}=1$ has been used. Due to the definition of the shift operator $S$ (4.1.3), the state $U|s v\rangle$ is localised on the vertex adjacent to the target vertex and the state in the coin space points into the direction of the target vertex.

### 4.4 Model in the two-level subspace.

In the neighbourhood of the crossing, the dynamics of the search algorithm can be described in terms of the two-level subspace spanned by the orthogonal vectors $\left|\Phi_{0}\right\rangle$ and $\left|v_{\lambda}\right\rangle$ which are identified with the standard basis vectors $|1\rangle$ and $|2\rangle$ respectively.

Let the $2 \times 2$ Hamiltonian $H$ of the search be defined as

$$
H=\left(\begin{array}{cc}
-\omega & \epsilon \mathrm{e}^{\mathrm{i} \delta}  \tag{4.4.1}\\
\epsilon \mathrm{e}^{-\mathrm{i} \delta} & -\omega
\end{array}\right)
$$

where $\omega$ is the phase of the eigenvalue at the crossing, that is, an integer multiple of $2 \pi$ since $\mathrm{e}^{\mathrm{i} \omega} \stackrel{!}{=} 1$ and the entry $\epsilon \mathrm{e}^{-\mathrm{i} \delta}$ is defined such that $\epsilon, \delta \in \mathbb{R} . \epsilon$ is a small constant enabling the coupling of the two states. Following the calculation in section 3.4 this
ansatz leads to the $2 \times 2$ model of $U_{\lambda}$

$$
U_{\lambda}^{2 \times 2}=\left(\begin{array}{cc}
\cos \epsilon & -\mathrm{ie}^{\mathrm{i} \delta} \sin \epsilon  \tag{4.4.2}\\
-\mathrm{ie}^{-\mathrm{i} \delta} \sin \epsilon & \cos \epsilon
\end{array}\right)
$$

where the matrix elements can be calculated explicitly.

The eigenvalues and eigenvectors of $H$ are discussed in section 3.4 and it has been shown that the walk localises on the perturber state $\left|v_{\lambda}\right\rangle$ in a time $t=\frac{\pi}{2 \epsilon}$ by applying $\left(U_{\lambda}^{2 \times 2}\right)^{t}$ to the starting state, that is, the uniform distribution

$$
\begin{equation*}
\left.\left(U_{\lambda}^{2 \times 2}\right)^{t} \mid \text { start }\right\rangle=-\mathrm{ie}^{-\mathrm{i} \delta}\left|v_{\lambda}\right\rangle \tag{4.4.3}
\end{equation*}
$$

as shown in section 3.4.1.

Since $t=\frac{\pi}{2 \epsilon}$ does not necessarily need to be integer, the number of time steps necessary for localisation is denoted by $T$ and defined as the integer closest to $t$.

The calculation of matrix elements for $\lambda=1$ uses equations (4.2.7), (4.2.19) and (4.2.6), and results in

$$
\begin{align*}
\left\langle\phi_{0}\right| U_{1}\left|\phi_{0}\right\rangle & =1-\frac{2}{N}  \tag{4.4.4}\\
\left\langle v_{1}\right| U_{1}\left|v_{1}\right\rangle & =1 \tag{4.4.5}
\end{align*}
$$

for the diagonal elements and

$$
\begin{align*}
\left\langle\phi_{0}\right| U_{1}\left|v_{1}\right\rangle & =\frac{-2 b}{\sqrt{N}}  \tag{4.4.6}\\
\left\langle v_{1}\right| U_{1}\left|\phi_{0}\right\rangle & =\frac{-2}{\sqrt{N}}\left\langle v_{1}\right| U|s v\rangle  \tag{4.4.7}\\
& =\frac{2 b}{\sqrt{N}}\left(1-\frac{1}{N}\right) \tag{4.4.8}
\end{align*}
$$

for the off-diagonal entries, where (4.3.45) has been used for the last equality.

Comparing the results for the matrix elements to those of equation (4.4.2), the constants

$$
\begin{equation*}
\mathrm{e}^{\mathrm{i} \delta}=-\mathrm{i} \quad \text { and } \quad \epsilon=\frac{2 b}{\sqrt{N}}+\mathcal{O}\left(\frac{1}{N}\right) \tag{4.4.9}
\end{equation*}
$$



Figure 4.4: The localisation time $t$ after which the walk is localised at the marked vertex for several $N$. Numerical result compared to analytical for $d=2,3$ and 4 .
are obtained and the Hamiltonian results in

$$
H=\left(\begin{array}{cc}
-\omega & -\mathrm{i} \epsilon  \tag{4.4.10}\\
\mathrm{i} \epsilon & -\omega
\end{array}\right)
$$

Therefore the time of the search algorithm is identified as

$$
\begin{equation*}
t=\frac{\pi}{2 \epsilon}=\frac{\pi \sqrt{N}}{4 b}+\mathcal{O}(1) \tag{4.4.11}
\end{equation*}
$$

Note that this equation finally verifies the results for $\frac{1}{b^{2}}$ in the case $d \geq 4$ as stated in (4.3.42).

Overall, the number of time steps $T$ specified by the analysis is the integer closest to $t$ where

$$
t= \begin{cases}\frac{\pi \sqrt{N}}{4} \sqrt{\frac{2}{\pi} \ln N+\frac{16-8 K}{\pi^{2}}+\frac{4 \ln \frac{4}{\pi}-2 \ln 2}{\pi}}+\mathcal{O}(1) & \text { for } d=2  \tag{4.4.12}\\ \frac{\pi \sqrt{N}}{4} \sqrt{\frac{6 I_{3}}{\pi^{3}}}+\mathcal{O}(1) & \text { for } d=3 \\ \Theta(\sqrt{N}) & \text { for } d \geq 4\end{cases}
$$



Figure 4.5: The time evolution of the probability on the marked vertex for three graphs containing 729 vertices in $d=2,3$ and 6 organised as $27^{2}, 9^{3}$ and $3^{6}$.

Figure 4.4 compares the analytical results for the localisation time to times obtained from numerical simulations. The theoretical results agree very well with the numerical outcome. The general behaviour suggested by this figure is that the walk for a fixed number of vertices is faster the higher the dimension. In fact, it is advisable to add some vertices and to reorganise the underlying database such that the search can take place in a higher dimension.

For example the figure shows clearly that the search on a $10^{3}$ graph is faster than the search on a $30^{2}$ graph although 100 vertices have been added. In addition to that equation (4.3.43) suggests that not only the search time but also the localisation is better for the larger system. Figure 4.5 gives a different example as it shows the probability at the target vertex as a function of $T$ for three different graphs containing 729 vertices each, organised on lattices in 2, 3 or 6 dimensions. The search time as well as the localisation on the target vertex improve as $d$ gets higher. A very naive reasoning to explain this effect is to realise that the graph is far better connected in larger dimensions since each vertex has $2 d$ outgoing bonds. The price to pay for this speed up is an enlarged Hilbert
space since $\operatorname{dim} \mathcal{H}=2 d N$, where $N=n^{d}$.

The results of the analytical calculation as given in equations (4.4.12) and (4.3.43) shows a strikingly different behaviour for $d=2$ and $d \geq 3$ which is confirmed by the simulations shown in figure 4.5.

In the following chapter 5, some applications of the search algorithm on the lattice are discussed.

# Applications of the lattice search 

## and Grover's algorithm

The search algorithm on the lattice introduced in chapter 4 possesses some interesting features which will be discussed in this chapter. Some surprising effects occur when more than one marked vertex is located on the lattice. To start with, the search algorithm is generalised to search for $m$ targets, where $m \ll N$. Then it will be shown that the search algorithm can be employed to send a signal from one vertex that therefore acts as 'sender' to another vertex or a set of vertices acting as 'receivers'. To the best of my knowledge such sender and receiver models have not been discussed before; apart from [2], where the results presented here have been published. The algorithm starts in a state localised at the sender. If sender and receivers are marked as for the search algorithm, the signal will localise at the receivers as the algorithm proceeds as shown in figure 5.4. This sender-receiver setting allows one to send a signal from one vertex of the graph to a set of receivers without localisation at other vertices. It should also be noted, that neither the sender nor the receivers need to know the others positions.

This effect can now be used to introduce a new kind of search algorithm that introduces
an additional marked vertex to the set of target vertices which acts as sender where the target vertices act as receivers. Doing so, a continuous signal can be send from the sender which will localise at the target vertices, see figure 5.6. This way a measurement of the signal will reveal the target vertices. Other than for the search algorithms of the previous chapters, it is not crucial to know the search time (for which knowledge of the number of receivers is needed) as the localisation on the target vertices does not disappear.

Numerical simulations are shown to visualise the effects and to verify the analytical results. Most figures for the lattices search shown in this chapter result from simulations for the $31 \times 31$ lattice although the analysis holds for arbitrary $d>1$.

After the detailed discussion for the algorithms on the lattice, both effects, the sender and receiver model as well as the continuous signal search algorithm, will then be shown to hold also for the setting of Grover's search algorithm. To do so, a more general introduction of Grover's search algorithm as presented in section 2.3.1 will be given such that the algorithm searches for $m$ target states. Then one of the marked states is singled out as sender. As for the lattice, the signal localises at the receiving states for the single impulse as well as the continuous signal which is used for the new search algorithm.

To close this chapter, some similarities of the lattice underlying the search algorithm discussed chapter 4 to periodic structures as in solid states or optical crystals are discussed. Furthermore, the band structure of the unperturbed 2-dimensional lattice is calculated.

## $5.1 m$ marked vertices

The analysis of the lattice search can easily be adapted to search for more than one marked vertex. The reduced space $\mathcal{H}^{\prime}$ introduced in section 4.2.1 is defined such that


Figure 5.1: The crossing for $m=4$ on a $d=2, N=121$ lattice, magnification.
$\mathcal{H} \backslash \mathcal{H}^{\prime}$ is orthogonal to all vectors of type $|s\rangle \otimes|w\rangle$, where $|s\rangle$ is equally distributed in coin space and $|w\rangle$ an arbitrary vector in position space.

Consider $m \ll N$ marked vertices and denote these $\left|v^{i}\right\rangle$, where $i=1, \ldots, m$ and $\overrightarrow{v^{i}} \neq \overrightarrow{v^{j}}$ for $i \neq j$. The operator $U_{\lambda}$ can be adapted by changing the coin matrix analogous to the case with one marked vertex, that is

$$
\begin{equation*}
U_{\lambda}=U+\sum_{i=1}^{m}\left(\mathrm{e}^{\mathrm{i} \pi \lambda_{i}}-1\right) U\left|s v^{i}\right\rangle\left\langle s v^{i}\right| \tag{5.1.1}
\end{equation*}
$$

where the index $\lambda$ consists of $m$ parameters $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}\right)$. To simplify the notation $\lambda=1$ will be used for $\lambda_{i}=1$ for all $i$. The marking states $\left|s v^{i}\right\rangle$ can be calculated like in (4.2.6) and

$$
\begin{equation*}
\left|s v^{i}\right\rangle=\frac{1}{\sqrt{N}}\left|\phi_{0}\right\rangle+\frac{1}{\sqrt{2 N}} \sum_{\vec{k} \neq \overrightarrow{0}} \omega^{-\vec{k} v^{i}}\left(\left|\phi_{\vec{k}}^{+}\right\rangle+\left|\phi_{\vec{k}}^{-}\right\rangle\right) . \tag{5.1.2}
\end{equation*}
$$

The operator $U_{\lambda}$ is now defined in an $m$-parameter space. Figure 5.1 shows the eigenphases at the avoided crossing along the line in parameter space where all $\lambda_{i}$ 's are equal. For the 2-dimensional lattice containing 117 unmarked and 4 marked vertices, there are
three eigenphases crossing at the point $(\lambda=1, \omega=0)$ and two outer eigenphases in an avoided crossing.

Again, a model Hamiltonian for the crossing is constructed. It can be reckoned that the important vectors are $m$ localised states, one for each marked vertex, and the uniform distribution. This results in a model Hamiltonian specified by an $(m+1) \times(m+1)$ matrix. The spectra shown in figures 5.1 and 4.2 support this approach as there are $m+1$ eigenphases near $(\lambda=1, \omega=0)$.

Furthermore, the overlap between different localised states will be neglected, that is, $\left\langle v_{\lambda}^{i} \mid v_{\lambda}^{j}\right\rangle=\delta_{i j}$ is assumed. A second assumption that will be employed is that the localised state for a single marked vertex as given in (4.2.18) provides a good approximation for the localised states. Therefore the $m$ vectors

$$
\begin{equation*}
\left|v_{\lambda}^{i}\right\rangle=\frac{b\left(\mathrm{e}^{\mathrm{i} \pi \lambda}-1\right)}{\sqrt{2 N}} \sum_{\vec{k} \neq \overrightarrow{0}} \omega^{-\vec{k} v^{i}}\left(\frac{\mathrm{e}^{\mathrm{i} \theta_{\vec{k}}}}{\mathrm{e}^{\mathrm{i} g(\lambda)}-e^{\mathrm{i} \theta_{\vec{k}}}}\left|\phi_{\vec{k}}^{+}\right\rangle+\frac{\mathrm{e}^{-\mathrm{i} \theta_{\vec{k}}}}{\mathrm{e}^{\mathrm{i} g(\lambda)}-e^{-\mathrm{i} \theta_{\vec{k}}}}\left|\phi_{\vec{k}}^{-}\right\rangle\right) \tag{5.1.3}
\end{equation*}
$$

will be used for the $m$ localised states.

Note that especially the assumption $\left\langle v_{\lambda}^{i} \mid v_{\lambda}^{j}\right\rangle=\delta_{i j}$ does not necessarily hold. It can be seen from the definition (5.1.3) and from figure 4.1 that the amplitude of $\left|v_{\lambda}^{i}\right\rangle$ is not zero everywhere but on $\left|v_{i}\right\rangle$. However, it will be assumed that interaction can be neglected as a relatively large probability is localised at the target vertex and its $2 d$ nearest neighbours, see section 4.3.5.

Finally, it will be assumed that the matrix elements $\left\langle v_{\lambda}^{i}\right| H\left|v_{\lambda}^{j}\right\rangle=0$ for $i \neq j$, that is, interaction takes place through the uniform distribution $\left|\phi_{0}\right\rangle$ only which can be regarded as carrier state. The remaining non-diagonal matrix elements $\pm \mathrm{i} \epsilon$ have been calculated in (4.4.9). Hence $\epsilon=\frac{2 b}{\sqrt{N}}+\mathcal{O}\left(\frac{1}{N}\right)$. The diagonal entries $\omega$ are again integer multiples of $2 \pi$ as they are defined by the phase of the crossing. Now, the Hamiltonian $H$ can be determined using the canonical basis defined as $\{|1\rangle,|2\rangle, \ldots,|m+1\rangle\}=$
$\left\{\left|\Phi_{0}\right\rangle,\left|v_{\lambda=1}^{1}\right\rangle, \ldots,\left|v_{\lambda=1}^{m}\right\rangle\right\}$ that is

$$
H=\left(\begin{array}{ccccc}
-\omega & -\mathrm{i} \epsilon & -\mathrm{i} \epsilon & \ldots & -\mathrm{i} \epsilon  \tag{5.1.4}\\
\mathrm{i} \epsilon & -\omega & 0 & \ldots & 0 \\
\mathrm{i} \epsilon & 0 & -\omega & \ddots & \vdots \\
\vdots & \vdots & \ddots & \ddots & 0 \\
\mathrm{i} \epsilon & 0 & \ldots & 0 & -\omega
\end{array}\right)
$$

in analogy to the definition in (4.4.1).

### 5.1.1 Eigenvalues and eigenvectors of the model Hamiltonian

To agree with numerical calculations of the spectrum of $U_{\lambda}$ in the space $\mathcal{H}^{\prime}$ as shown in figure 5.1 $H$ needs $m-1$ eigenvalues $-\omega$ and 2 eigenvalues $-\omega \pm \frac{\Delta}{2}$. Here $\Delta$ is defined as the distance between the two outer eigenphases of $U_{\lambda}$.

Eigenvectors and eigenvalues of $H$ are easily calculated:

$$
\begin{array}{cc}
\text { eigenvector } & \text { eigenvalue } \\
\left|u^{ \pm}\right\rangle=\frac{\mathrm{i}}{\sqrt{2 m}}(\mp \mathrm{i} \sqrt{m}, 1,1, \ldots, 1)^{\top} & -\omega \pm \sqrt{m} \epsilon  \tag{5.1.5}\\
\left|u^{i}\right\rangle=\frac{1}{\sqrt{i(i-1)}}\left(\sum_{j=2}^{i}|j\rangle+(1-i)|i+1\rangle\right) & -\omega
\end{array}
$$

where $\left|u^{i}\right\rangle$ is defined for $i=2,3, \ldots, m$. Hence the analytical results coincide with the numerics.

### 5.2 Search for $m$ target vertices

The uniform distribution $\left|\phi_{0}\right\rangle=|1\rangle$ can be expressed using the eigenvectors of $H$, that is, $\left|\phi_{0}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|u^{+}\right\rangle-\left|u^{-}\right\rangle\right)$. Following the calculation in section 3.4.1, the time of the search is computed by applying $U_{\lambda=1} t$-times to the starting state, where $t$ remains


Figure 5.2: The localisation at $T=24$ of the search for 4 marked vertices on a $31 \times 31$ lattice.
unknown. The resulting state is

$$
\begin{align*}
\left(U_{\lambda=1}^{(m+1) \times(m+1)}\right)^{t}\left|\phi_{0}\right\rangle & =\mathrm{e}^{-\mathrm{i} H t} \frac{1}{\sqrt{2}}\left(\left|u^{+}\right\rangle-\left|u^{-}\right\rangle\right)  \tag{5.2.1}\\
& =\frac{1}{\sqrt{2}}\left(\mathrm{e}^{\mathrm{i}(\omega-\sqrt{m} \epsilon) t}\left|u^{+}\right\rangle-\mathrm{e}^{\mathrm{i}(\omega+\sqrt{m} \epsilon) t}\left|u^{-}\right\rangle\right) \tag{5.2.2}
\end{align*}
$$

The yet unknown time $t$ is now defined such that $\mathrm{e}^{\mathrm{i} \sqrt{m} \epsilon t}=\mathrm{i}$, that is,

$$
\begin{equation*}
t=\frac{\pi}{2 \sqrt{m} \epsilon} \tag{5.2.3}
\end{equation*}
$$

and therefore

$$
\begin{align*}
\left(U_{\lambda=1}^{(m+1) \times(m+1)}\right)^{t}\left|\phi_{0}\right\rangle & =\frac{\mathrm{e}^{\mathrm{i} \omega t}}{\sqrt{2}}\left(-\mathrm{i}\left|u^{+}\right\rangle-\mathrm{i}\left|u^{-}\right\rangle\right)  \tag{5.2.4}\\
& =-\frac{\mathrm{ie}^{\mathrm{i} \omega t}}{\sqrt{m}}(0,1,1, \ldots, 1)^{\top} \tag{5.2.5}
\end{align*}
$$

It can now be seen that the search algorithm localises on all $m$ marked vertices simultaneously after $T$ time steps, where $T$ is the integer closest to $t$. This coincides with the result for $m=1$ in (4.4.11).

In figure 5.2 the resulting state of the search algorithm for 4 target vertices is displayed while figure 5.3 shows the time evolution of the probability on several vertices. For a


Figure 5.3: Time evolution on the 4 marked vertices and 4 randomly chosen unmarked vertices on a $31 \times 31$-lattice.
$31 \times$ 31-lattice, the search localises on the marked positions after $T=22$ times steps. To visualise the time evolution, figure 5.3 shows how the probabilities on the 4 target vertices evolve compared to the probabilities on 4 randomly chosen unmarked vertices in the same setting, that is, the same configuration of target vertices and the same lattice. Equation (4.3.43) shows that, for the 2-dimensional lattice, the probability decays with increasing $N$. This explains the small probability to measure the walk at one of the target vertices in figures 5.2 and 5.3, but the probability is still large compared to the probability at the unmarked vertices. However, better results can be expected for the lattice in $d \geq 3$ dimensions (compare figure 4.3).

### 5.3 Transfer of a signal

The quantum search with $m \geq 2$ marked vertices can be used to transmit a signal across the graph without further changes to the search operator $U_{\lambda=1}$. It is also remarkably that neither sender or receiver need to now each others position.

### 5.3.1 Single impulse

If the algorithm starts not in the uniform distribution but at vertex $\left|v^{m}\right\rangle$ the starting state is $\left|v_{\lambda=1}^{m}\right\rangle \hat{=}|m+1\rangle$. After applying $U_{\lambda=1} t$ times, the resulting state is of the form

$$
\begin{align*}
&\left(U_{\lambda=1}^{(m+1) \times(m+1)}\right)^{t}\left|v_{\lambda}^{m}\right\rangle  \tag{5.3.1}\\
&=-\frac{\mathrm{ie}^{-\mathrm{i} H t}}{\sqrt{2 m}}\left(\left|u^{+}\right\rangle+\left|u^{-}\right\rangle-\mathrm{i} \sqrt{2(m-1)}\left|u^{m}\right\rangle\right)  \tag{5.3.2}\\
&=-\frac{\mathrm{ie}^{\mathrm{i} \omega t}}{\sqrt{2 m}}\left(\mathrm{e}^{-\mathrm{i} \sqrt{m} \epsilon t}\left|u^{+}\right\rangle+\mathrm{e}^{\mathrm{i} \sqrt{m} \epsilon t}\left|u^{-}\right\rangle-\mathrm{i} \sqrt{2(m-1)}\left|u^{m}\right\rangle\right) \tag{5.3.3}
\end{align*}
$$

Choosing $t=\frac{\pi}{\sqrt{m} \epsilon}$

$$
\begin{align*}
\left(U_{\lambda=1}^{(m+1) \times(m+1)}\right)^{t}\left|v_{\lambda=1}^{m}\right\rangle & =\frac{\mathrm{ie}^{\mathrm{i} \omega t}}{\sqrt{2 m}}\left(\left|u^{+}\right\rangle+\left|u^{-}\right\rangle+\mathrm{i} \sqrt{2(m-1)}\left|u^{m}\right\rangle\right)  \tag{5.3.4}\\
& =-\mathrm{e}^{\mathrm{i} \omega t}\left(0, \frac{2}{m}, \frac{2}{m}, \ldots, \frac{2}{m}, \frac{2}{m}-1\right)^{\top} \tag{5.3.5}
\end{align*}
$$

is obtained and the state is localised on all $m-1$ remaining marked vertices with the same amplitude and a remaining contribution on the $m$ th marked vertex. For further reference, the vertex $\left|v^{m}\right\rangle$ will be referred to as 'sender' and the remaining $m-1$ marked vertices as 'receivers'.

Note that in the special case $m=2$, the whole signal is transmitted and the amplitude on the sender vanishes completely. Figure 5.4 shows how the intensity on the sender, a single receiver and 4 randomly chosen vertices evolves in time. The noise on top of the signal of the sender seems to be due to the way the starting state has been generated. In an experiment it would be difficult to generate $\left|v_{\lambda}^{\text {sender }}\right\rangle$. Therefore the starting state used for the numerics was constructed as the localised state of the search algorithm that started in the uniform distribution where $\left|v_{\lambda}^{\text {sender }}\right\rangle$ acted as the only marked vertex. Only after this first localisation, when the probability at the sender had reached its first maximum, the second marked vertex was introduced.


Figure 5.4: A signal is transferred from one vertex, acting as sender to another one, the receiver, on a $31 \times 31$-lattice. At the bottom of the figure, the probability evolution on 4 randomly chosen vertices is plotted.

The whole process is periodic and once the walk is localised at the receiver the rôles of sender and receiver change and the receiver returns the signal back to the sender.

The set of marked vertices splits in one sender and $m-1$ receivers. At each receiver $\frac{4}{m^{2}}$ of the probability will localise and a probability of $\frac{(2-m)^{2}}{m^{2}}$ remains at the sender. Figure 5.5 shows some results for various simulations on a $31 \times 31$ lattice. The general behaviour agrees with the theoretical result although there are differences. The theoretical model is based on the assumption that there are no interactions between different marked vertices, that is, the configuration of sender and receivers does not have any influence on the result. This assumption is just an approximation and figure 5.5 shows that the configuration of sender and receivers does play a rôle. This can be seen as there are different intensities for different configurations. In the case of two receivers the differences obtained for different configurations are most striking.

Furthermore the plot showing the localisation of the search for 4 marked vertices printed in figure 5.2 shows that the distribution is likely to affect the resulting state: It can be


Figure 5.5: Amplitude of the signal at the sender and the receivers after the localisation on the receivers on a $31 \times 31$ lattice. Three different receiver configurations have been considered for each fixed $m$. The bold lines give the predictions obtained from equation (5.3.5).
seen that the amplitude on the neighbours of the marked vertices is notably away from zero and if two receivers are close together, e.g. neighbours, interference effects are expected. Thus the different results for different configurations of marked vertices shown in figure 5.5 are explained.

Interestingly, the sender can estimate how many receivers are listening to the signal by tracking the signal locally at the senders position. There are two indicators that enable an estimate, the time and the minimal amplitude. The time after which the signal at the sender reaches its minimum scales like $t=\frac{\pi}{\sqrt{m \varepsilon}}$, but since the minimum are quite broad, the time measurements are inaccurate. Figure 5.5 suggests that by tracking the magnitude locally to measure the minimal amplitude, the sender is able to distinguish between $m-1=1,2$ or $\geq 3$ receivers. This technique is not accurate for more than 3 receivers because the differences due to different sender-receiver configurations are on the same scale as the difference between different numbers of receivers. However, if the


Figure 5.6: A signal is fed in continuously at a sender and observed at the receiver. At time $t=200$ the receiver changes position and the dashed lines show the signals for the case of an unchanged receiver. A $31 \times 31$ lattice was used and to keep the signal finite, the system was damped and $10 \%$ of the signals at sender and receiver and $1 \%$ at all other vertices was reduced.
sender knows where the receivers are located on the lattice, an estimate seems possible.

### 5.3.2 Continuous signal

Since it is possible to transfer a signal from one marked vertex to some receivers without knowing the number or positions of the receivers, it is interesting to investigate if the mechanism works for a continuous signal as well. Numerical simulations suggest that this is the case.

Figure 5.6 shows the results for two different settings. In both simulations the signal is fed into the lattice by adding the state $|s v\rangle$ at a sender $\vec{v}$ at each time step. A single sender was introduced at a randomly chosen position and the signal at sender and receiver has been investigated. Furthermore, some damping was introduced to keep the signal finite. Up to time $T=200$ the figure shows how the signal evolves at sender and
receiver. The system takes some time until an equilibrium between damping and added signal occurs. After $T=200$, the system is almost stable as shown by the dashed line for $T>200$.

The second simulation, shown by the continuous line, starts identically but at $T=200$ the position of the receiver was changed and the figure for $T \geq 200$ shows how the system adapts to this sudden change. The result is that the signal at the old receiver position breaks down almost immediately whereas a new peak arises at the new position in less time than the peak at the initial position.

The faster time is easy to explain, since according to the model introduced in section 5.1, the localised states at sender and receiver interact through a carrier state, the uniform distribution. Therefore the peak at the first receiver can not be built up, until a sufficient amount of the signal has been transferred into the carrier state. When the position of the receiver is changed, this is not necessary as the carrier state is already occupied.

The overshooting of the signal at the old position shortly after the receiver has been moved is due to the special choice of damping. That is, a general damping of $1 \%$ at all vertices and a damping of $10 \%$ at sender and receiver. This has been done to simulate an additional bond attached to those vertices where $10 \%$ of the signal leaves the graph, enabling sender and receiver to perform measurements without affecting the state in the system. Hence the equilibrium that arises after a critical time at the receiver takes this damping into account. Then, when the position is changed the damping at the old position disappeared and the signal overshoots before the system adjusts to the new setting with the now unmarked coin at this position and the signal breaks down.

### 5.4 Grover's search algorithm

In this section, the sender and receiver model and the continuous search discussed above will be adapted to Grover's search algorithm. In section 2.3.1 Grover's search algorithm has been introduced (see also $[5,23]$ ) but a detailed discussion has been postponed until now. The discussion starts with a repetition of the definition given in the earlier section, here adapted to $m$ target states.

Given a system with $N$ states of which $m \ll N$ states are target states. Grover constructed a search algorithm [23] that will localise on the target states using the following steps.

1. initialise the system in the uniform distribution

$$
\begin{equation*}
|\psi\rangle:=\left(\frac{1}{\sqrt{N}}, \frac{1}{\sqrt{N}}, \frac{1}{\sqrt{N}}, \ldots, \frac{1}{\sqrt{N}}\right)^{\top} \tag{5.4.1}
\end{equation*}
$$

2. repeat the following unitary operations $T$ times, where $T$ is a particular, but yet unknown time $T=\Omega(\sqrt{N})$
(a) rotate the phase of all states $\left|v_{i}\right\rangle$ by $\pi$ if $\left|v_{i}\right\rangle$ is a target state and by 0 otherwise.
(b) apply the unitary matrix $D$ defined by $D_{i i}=-1+\frac{2}{N}$ and $D_{i j}=\frac{2}{N}$ for $i \neq j$
3. measure the resulting state $\left|\psi_{\text {result }}\right\rangle$.

### 5.4.1 Grover's search algorithm for $m$ marked vertices

The calculation of the search time for $m$ marked vertices follows the presentation in [5]. As discussed in section 2.3.1, Grover's algorithm, consists of a successive application of two reflection operators performing a rotation in a two dimensional subspace.

$$
\begin{equation*}
|\psi\rangle=\frac{1}{\sqrt{N}}(1,1, \ldots, 1)^{\top} \tag{5.4.2}
\end{equation*}
$$

is defined as the uniform distribution (5.4.1) and let the uniform distributions of the $m$ target states and the $N-m$ unmarked states be defined as

$$
\begin{align*}
\left|v_{t}\right\rangle & =\frac{1}{\sqrt{m}} \sum_{\vec{x}}^{\prime}|x\rangle  \tag{5.4.3}\\
\left|v_{u}\right\rangle & =\frac{1}{\sqrt{N-m}} \sum_{\vec{x}}^{\prime \prime}|x\rangle \tag{5.4.4}
\end{align*}
$$

where $\sum^{\prime}$ sums over all marked and $\sum^{\prime \prime}$ over all unmarked states $\vec{x}$. Using these distributions, the uniform distribution (5.4.1) can be expressed as $|\psi\rangle=\sqrt{\frac{m}{N}}\left|v_{t}\right\rangle+$ $\sqrt{\frac{N-m}{N}}\left|v_{u}\right\rangle=\sin \frac{\theta}{2}\left|v_{t}\right\rangle+\cos \frac{\theta}{2}\left|v_{u}\right\rangle$ for some angle $\theta$ with

$$
\begin{equation*}
\theta=2 \arcsin \sqrt{\frac{m}{N}} \tag{5.4.5}
\end{equation*}
$$

Grover's algorithm can be denoted as

$$
\begin{equation*}
G=(2|\psi\rangle\langle\psi|-\mathbb{1}) O \tag{5.4.6}
\end{equation*}
$$

where the oracle $O$ switches the sign of all components of the $m$ marked states [5] and therefore

$$
\begin{equation*}
O=\mathbb{1}-2 \sum_{\vec{x}}^{\prime}|x\rangle\langle x| \tag{5.4.7}
\end{equation*}
$$

For any superposition $|\alpha\rangle=\sin \alpha\left|v_{t}\right\rangle+\cos \alpha\left|v_{u}\right\rangle$, Grover's algorithm performs a rotation in the 2-dimensional space spanned by $\left|v_{t}\right\rangle$ and $\left|v_{u}\right\rangle$ since

$$
\begin{align*}
G|\alpha\rangle= & (2|\psi\rangle\langle\psi|-\mathbb{1})\left(-\sin \alpha\left|v_{t}\right\rangle+\cos \alpha\left|v_{u}\right\rangle\right)  \tag{5.4.8}\\
= & 2|\psi\rangle\left(-\sin \frac{\theta}{2} \sin \alpha+\cos \frac{\theta}{2} \cos \alpha\right)+\sin \alpha\left|v_{t}\right\rangle-\cos \alpha\left|v_{u}\right\rangle  \tag{5.4.9}\\
= & \left(\left(-2 \sin ^{2} \frac{\theta}{2}+1\right) \sin \alpha+2 \cos \frac{\theta}{2} \sin \frac{\theta}{2} \cos \alpha\right)\left|v_{t}\right\rangle \\
& +\left(\left(2 \cos ^{2} \frac{\theta}{2}-1\right) \cos \alpha-2 \sin \frac{\theta}{2} \cos \frac{\theta}{2} \sin \alpha\right)\left|v_{u}\right\rangle  \tag{5.4.10}\\
= & \sin (\theta+\alpha)\left|v_{t}\right\rangle+\cos (\theta+\alpha)\left|v_{u}\right\rangle \tag{5.4.11}
\end{align*}
$$

and the angle of the rotation is $\theta$. Note that $G$ does not shift the state out of the plane spanned by $\left|v_{t}\right\rangle$ and $\left|v_{u}\right\rangle$. A sketch of the 2-dimensional subspace and the effect of $G$ is shown in figure 5.7.


Figure 5.7: The action of $G$ in the 2-dimensional subspace.

In particular, this is true for $|\psi\rangle$ and $t$ applications of $G$ lead to

$$
\begin{equation*}
G^{t}|\psi\rangle=\sin \left(\frac{\theta}{2}+t \theta\right)\left|v_{t}\right\rangle+\cos \left(\frac{\theta}{2}+t \theta\right)\left|v_{u}\right\rangle \tag{5.4.12}
\end{equation*}
$$

It is obvious that for small angles $\theta$, the algorithm reaches a state close to $\left|v_{t}\right\rangle$ for some $t$ and will be measured in one of the $m$ marked states after $t$ applications of $G$ with high probability. The optimal number of applications of the search algorithm $G$ is defined as the integer $T$ which is closest to $t$ defined by

$$
\begin{equation*}
\sin \left(\frac{\theta}{2}+t \theta\right)=1 \tag{5.4.13}
\end{equation*}
$$

that is,

$$
\begin{equation*}
t=\frac{\pi}{2 \theta}-\frac{1}{2} \tag{5.4.14}
\end{equation*}
$$

If only a small fraction of states are target states and $m \ll N$, then $\theta \approx 2 \sqrt{\frac{m}{N}}$ follows from (5.4.5) and

$$
\begin{equation*}
t \approx \frac{\pi \sqrt{N}}{4 \sqrt{m}}-\frac{1}{2} \tag{5.4.15}
\end{equation*}
$$

Thus the number of time steps $T$ scales like

$$
\begin{equation*}
T=\Theta\left(\sqrt{\frac{N}{m}}\right) \tag{5.4.16}
\end{equation*}
$$

### 5.4.2 Sender and receiver model for Grover's algorithm

This thesis introduced a sender-receiver model for the lattice search. As will be shown in this section, the same can be done for Grover's search algorithm.

To transfer the sender and receiver model to Grover's algorithm the definitions of the previous section need to be changed. Additional to the $m$ marked vertices, a special marked state $\left|v_{0}\right\rangle$ called 'sender' is introduced making the number of unmarked vertices $N-m-1$.

The new set of vectors is defined as

$$
\begin{align*}
\left|v_{t}\right\rangle & =\frac{1}{\sqrt{m}} \sum_{\vec{x} \neq \vec{v}_{0}}^{\prime}|x\rangle  \tag{5.4.17}\\
\left|v_{u}\right\rangle & =\frac{1}{\sqrt{N-m-1}} \sum_{\vec{x}}^{\prime \prime}|x\rangle  \tag{5.4.18}\\
|\psi\rangle & =\sqrt{\frac{m}{N}}\left|v_{t}\right\rangle+\sqrt{\frac{N-m-1}{N}}\left|v_{u}\right\rangle+\frac{1}{\sqrt{N}}\left|v_{0}\right\rangle \tag{5.4.19}
\end{align*}
$$

where $\Sigma^{\prime}$ and $\sum^{\prime \prime}$ sum over all marked and unmarked states respectively. Note that $\left|v_{t}\right\rangle$ is the uniform distribution of all marked states but the sender.

To simplify the analysis, two auxiliary states are introduced

$$
\begin{align*}
& |\alpha\rangle=\sqrt{\frac{m}{m+1}}\left|v_{t}\right\rangle+\frac{1}{\sqrt{m+1}}\left|v_{0}\right\rangle  \tag{5.4.20}\\
& |\beta\rangle=-\frac{1}{\sqrt{m+1}}\left|v_{t}\right\rangle+\sqrt{\frac{m}{m+1}}\left|v_{0}\right\rangle \tag{5.4.21}
\end{align*}
$$

such that $|\alpha\rangle$ is the uniform distribution of all marked states including the sender and $|\beta\rangle$ is a second state in the $\left|v_{t}\right\rangle$-|vo $\rangle$-plane orthogonal to $|\alpha\rangle$. Note that this implies $|\beta\rangle$ orthogonal to $|\psi\rangle$, the uniform distribution of all states.

The uniform distribution lies in the span of $\left|u_{u}\right\rangle$ and $|\alpha\rangle$ and an angle $\theta$ is defined such
that

$$
\begin{align*}
|\psi\rangle & =\sqrt{\frac{N-m-1}{N}}\left|v_{u}\right\rangle+\sqrt{\frac{m+1}{N}}|\alpha\rangle  \tag{5.4.22}\\
& =\cos \frac{\theta}{2}\left|v_{u}\right\rangle+\sin \frac{\theta}{2}|\alpha\rangle . \tag{5.4.23}
\end{align*}
$$

The action of $G$ on an arbitrary vector in the span of the vectors $\left|v_{u}\right\rangle,|\alpha\rangle$ and $|\beta\rangle$ will be analysed using a normalised test vector $|a\rangle=a_{u}\left|v_{u}\right\rangle+a_{\alpha}|\alpha\rangle+a_{\beta}|\beta\rangle$ with $\left|a_{u}\right|^{2}+\left|a_{\alpha}\right|^{2}+\left|a_{\beta}\right|^{2}=1:$

$$
\begin{align*}
G|a\rangle & =(2|\psi\rangle\langle\psi|-\mathbb{1})\left(a_{u}\left|v_{u}\right\rangle-a_{\alpha}|\alpha\rangle-a_{\beta}|\beta\rangle\right)  \tag{5.4.24}\\
& =2|\psi\rangle\left(a_{u} \cos \frac{\theta}{2}-a_{\alpha} \sin \frac{\theta}{2}\right)-a_{u}\left|v_{u}\right\rangle+a_{\alpha}|\alpha\rangle+a_{\beta}|\beta\rangle  \tag{5.4.25}\\
& =\left(a_{u} \cos \theta-a_{\alpha} \sin \theta\right)\left|v_{u}\right\rangle+\left(a_{u} \sin \theta+a_{\alpha} \cos \theta\right)|\alpha\rangle+a_{\beta}|\beta\rangle \tag{5.4.26}
\end{align*}
$$

As before, this subspace does not mix with its complement and the algorithm once started in this subspace is trapped there.

If the canonical basis is identified with these three basis vectors, that is $\left|v_{u}\right\rangle=|1\rangle$, $|\alpha\rangle=|2\rangle$ and $|\beta\rangle=|3\rangle, G$ is the rotation matrix

$$
G=\left(\begin{array}{ccc}
\cos \theta & -\sin \theta & 0  \tag{5.4.27}\\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right)
$$

as can be seen from (5.4.26), and hence

$$
G^{t}=\left(\begin{array}{ccc}
\cos (t \theta) & -\sin (t \theta) & 0  \tag{5.4.28}\\
\sin (t \theta) & \cos (t \theta) & 0 \\
0 & 0 & 1
\end{array}\right)
$$

The uniform distribution of all unmarked states is $\left|v_{u}\right\rangle=(1,0,0)^{\top}$. An angle $\phi$ is
defined such that $\sin \frac{\phi}{2}=\frac{1}{\sqrt{1+m}}$ and $\cos \frac{\phi}{2}=\sqrt{\frac{m}{1+m}}$ and simple algebra leads to

$$
\begin{align*}
\left|v_{0}\right\rangle & =\left(0, \sin \frac{\phi}{2}, \cos \frac{\phi}{2}\right)^{\top}  \tag{5.4.29}\\
\left|v_{t}\right\rangle & =\left(0, \cos \frac{\phi}{2},-\sin \frac{\phi}{2}\right)^{\top} \tag{5.4.30}
\end{align*}
$$

Now, the effect of $t$ applications of $G$ on the sender $\left|v_{0}\right\rangle$ can easily be analysed and one observes oscillations in all three states

$$
\begin{align*}
\left\langle v_{0}\right| G^{t}\left|v_{0}\right\rangle & =\sin ^{2} \frac{\phi}{2} \cos (t \theta)+\cos ^{2} \frac{\phi}{2}  \tag{5.4.31}\\
\left\langle v_{t}\right| G^{t}\left|v_{0}\right\rangle & =\frac{1}{2} \sin \phi(\cos (t \theta)-1)  \tag{5.4.32}\\
\left\langle v_{u}\right| G^{t}\left|v_{0}\right\rangle & =-\sin \frac{\phi}{2} \sin (t \theta) \tag{5.4.33}
\end{align*}
$$

Figure 5.8 shows the probability for $N=50$, and $m=1$ and $m=5$ in two different plots in one state of the set of receiving and unmarked states. Note that the curve for the unmarked state is close to zero and barely visible.


Figure 5.8: Results for Grover's algorithm in a setting with 50 states and one sender and one and five receivers respectively.

### 5.4.3 Continuous sender in Grover's algorithm

To send an continuous signal from the sender to the receivers, some damping needs to be introduced such that the system reaches a constant saturation state. Let $p$ be the


Figure 5.9: Results for Grover's algorithm with 50 states and continuous sender. The figures show the signal of a system with $5 \%$ damping and one receiver and five receivers respectively.
probability of the undamped part, then $(100-100 p) \%$ of the amplitude in each state is damped. The state $|A(T)\rangle$ after $T$ time steps can be calculated using

$$
\begin{equation*}
|A(T)\rangle=\sum_{i=0}^{T-1} p^{i} G^{i}|a\rangle \tag{5.4.34}
\end{equation*}
$$

where $|a\rangle$ is an arbitrary state that is added every time step. Using the amplitudes given in equations (5.4.31), (5.4.32) and (5.4.33) the signal $\frac{\langle\operatorname{test} \mid A(t)\rangle^{2}}{k}$ has been plotted in figure 5.9 , where $k$ is the number of states, that is 1 for the sender, $m$ for the receiver and $N-m-1$ for the unmarked state and $|t e s t\rangle$ was chosen equal to the uniform distributions of sender, receivers and unmarked states.

### 5.5 Continuous model as search algorithm

The continuous-sender model for Grover's search and the lattice search as shown in sections 5.3.2 and 5.4.3 represents an improvement to both search algorithms. Additional to the target vertices of the search setting, a sender is introduced and sends a continuous signal to the target vertices which act as receivers. This model has the advantages that
no uniform distribution is required to search for the target vertices and the number of target vertices does not need to be known.

Unlike the original algorithm from Grover, there is no need to know the search time exactly since once the walk is localised at the receivers, the signal remains there. A critical point of Grover's algorithm is knowing the localisation time $T$ close to $t=\frac{\pi \sqrt{N}}{4 \sqrt{m}}-\frac{1}{2}$ at which one needs to perform the measurement. Since $T$ depends on the overall number of states $N$ and the number of target states $m$, Grover's algorithm requires the knowledge of the size of the system $N$ and the number of target states in advance. If the measurement is not performed at $T$, the algorithm is not well localised and the result of the measurement can be any arbitrary vertex.

The algorithm with continuous sender produces a high signal at all marked vertices, that is sender and target vertices. It reaches a stable localisation such that the time is not a critical factor for the algorithm and neither the number of target states. It might seem to be a disadvantage that the time at which the localisation reaches a stationary state takes significantly longer. In the example given in figure 5.9 for one receiver, no major changes occur after 100 time steps while the localisation time defined by (5.4.15) is 5 time steps. However, the numerics suggests that a localisation emerges with an amplitude notably higher than at the unmarked states after a much shorter time.

A different approach leading to a somewhat similar result was introduced in [60]. Mizel introduced a search algorithm similar to Grover's algorithm that succeeds to localise at an unknown number of target vertices in a time $\sqrt{N}$. Due to dissipation the rotation in the two dimensional subspace is damped and does eventually stop in the localised state. Although the method used is quite different from the approach discussed in this thesis, both algorithms are able to find an unknown number of target vertices and the localised state becomes stationary.


Figure 5.10: Unit cell (black) within the 2 dimensional periodic lattice (grey).

### 5.6 Conditions for an experimental realisation

A promising implementation for an experimental realisation is provided by systems with periodic structures like crystals in solid states or photonic crystals. An introduction to photonic crystals can be found in [61]. These systems can be regarded as periodic structures consisting of unit cells and it is possible to introduce perturbations by altering single unit cells.

The system of the search on a regular square lattice as defined in section 4.1.1 draws a similar picture since an otherwise periodic system is perturbed by a marked vertex or defect.

As sketched in figure 5.10 the lattice can be understood to be composed of unit cells whose boundaries cross the bonds of the graph in the middle. The operator $U$ introduced in section 4.1.1 will, for the scope of this section, be redefined such that it now propagates waves from one unit cell to its nearest neighbours. Other than in solid states or photonic crystals, the lattice takes only interactions between nearest neighbours into account and neglects dissipation.

### 5.6.1 Band structure of the unperturbed lattice

Assuming that $U_{\lambda=0}$ does not depend on the frequency of the quantum particle propagating through the 2-dimensional lattice, the band structure of the unperturbed lattice
can be evaluated by the condition

$$
\begin{equation*}
\operatorname{det}\left(\mathbb{1}_{2 d n^{d}}-\mathrm{e}^{\mathrm{i} k a} U_{\lambda=0}\right) \equiv 0 \tag{5.6.1}
\end{equation*}
$$

where $a$ is the geometrical width of the unit cells and $k$ the wave length of the walker. Hence $\mathrm{e}^{\mathrm{i} k a}$ is the phase shift between incoming and outgoing waves of the unit cells. Note that condition (5.6.1) is equivalent to demanding $\mathrm{e}^{-\mathrm{i} k a}$ being an eigenvalue of $U_{\lambda=0}$ as it is equivalent to $\operatorname{det}\left(\mathbb{1}_{2 d n^{d}} \mathrm{e}^{-\mathrm{i} k a}-U_{\lambda=0}\right) \equiv 0$. The phase factor can be obtained by calculating the eigenstates, that is, asking for stationary solutions of $U_{\lambda=0}$.

Consider the 2-dimensional lattice and let $\psi_{b}^{x}, \psi_{d}^{y}$ be the wave functions on bond $b$ and $d$ respectively, where $b$ is an index varying over all bonds pointing in $x$ direction and $d$ enumerating the bonds in $y$ direction. Let the coordinate on the bonds be defined such that the direction of increasing coordinates agrees with the directions of $x$ and $y$.

Wave propagation on the bonds can be characterised using plane waves and a set of coefficients $A_{b}, B_{b}, C_{d}, D_{d}$ according to

$$
\begin{align*}
& \psi_{b}^{x}=A_{b} \mathrm{e}^{\mathrm{i} k x}+B_{b} \mathrm{e}^{-\mathrm{i} k x}  \tag{5.6.2}\\
& \psi_{d}^{y}=C_{d} \mathrm{e}^{\mathrm{i} k y}+D_{d} \mathrm{e}^{-\mathrm{i} k y} \tag{5.6.3}
\end{align*}
$$

Regard the wave functions in the neighbourhood of a vertex $v$. Let $b$ and $d$ be the bonds leaving $v$ in negative $x$ and $y$ directions and $b+1, d+1$ the bonds leaving $v$ in positive $x$ and $y$ directions respectively. Due to the periodicity of the system stationary solutions are translational invariant and the wave functions $\psi_{b+1}^{x}$ and $\psi_{d+1}^{y}$ are specified by the wave functions on $\psi_{b}^{x}$ and $\psi_{d}^{y}$ and the yet unknown phase factors $\kappa_{1}$ and $\kappa_{2}$

$$
\begin{align*}
A_{b+1} & =\mathrm{e}^{\mathrm{i} \kappa_{1} a} A_{b} \\
B_{b+1} & =\mathrm{e}^{\mathrm{i} \kappa_{1} a} B_{b}  \tag{5.6.4}\\
C_{b+1} & =\mathrm{e}^{\mathrm{i} \kappa_{2} a} C_{b} \\
D_{b+1} & =\mathrm{e}^{\mathrm{i} \kappa_{2} a} D_{b}
\end{align*}
$$

However, time propagation provides an additional mapping between the amplitudes that is governed by the vertex scattering matrix $\sigma$ that maps the four incoming waves at $v$ to the four outgoing waves

$$
\left(\begin{array}{c}
B_{b} \mathrm{e}^{-\mathrm{i} k a}  \tag{5.6.5}\\
A_{b+1} \\
D_{d} \mathrm{e}^{-\mathrm{i} k a} \\
C_{d+1}
\end{array}\right)=\sigma\left(\begin{array}{c}
A_{b} \mathrm{e}^{\mathrm{i} k a} \\
B_{b+1} \\
C_{d} \mathrm{e}^{\mathrm{i} k a} \\
D_{d+1}
\end{array}\right) .
$$

The definition of $\sigma$ from equation (4.1.1) and the set of identities in (5.6.4) leads to a linear system of equations in $A_{b}, B_{b}, C_{d}$ and $D_{d}$

$$
\left(\begin{array}{cccc}
-\mathrm{e}^{\mathrm{i} k a} & \mathrm{e}^{\mathrm{i} \kappa_{1} a}-2 \mathrm{e}^{-\mathrm{i} k a} & \mathrm{e}^{\mathrm{i} k a} & \mathrm{e}^{\mathrm{i} \kappa_{2} a}  \tag{5.6.6}\\
\mathrm{e}^{\mathrm{i} k a}-2 \mathrm{e}^{\mathrm{i} \kappa_{1} a} & -\mathrm{e}^{\mathrm{i} \kappa_{1} a} & \mathrm{e}^{\mathrm{i} k a} & \mathrm{e}^{\mathrm{i} \kappa_{2} a} \\
\mathrm{e}^{\mathrm{i} k a} & \mathrm{e}^{\mathrm{i} \kappa_{1} a} & -\mathrm{e}^{\mathrm{i} k a} & \mathrm{e}^{\mathrm{i} \kappa_{2} a}-2 \mathrm{e}^{-\mathrm{i} k a} \\
\mathrm{e}^{\mathrm{i} k a} & \mathrm{e}^{\mathrm{i} \kappa_{1} a} & \mathrm{e}^{\mathrm{i} k a}-2 \mathrm{e}^{\mathrm{i} \kappa_{2} a} & -\mathrm{e}^{\mathrm{i} \kappa_{2} a}
\end{array}\right)\left(\begin{array}{c}
A_{b} \\
B_{b} \\
C_{d} \\
D_{d}
\end{array}\right)=\overrightarrow{0}
$$

To obtain stationary solutions for the wave function, the determinant of the matrix of coefficients needs to be zero, and hence

$$
\begin{equation*}
0=\sin (k a)\left(\cos \left(\kappa_{1} a\right)+\cos \left(\kappa_{2} a\right)-2 \cos (k a)\right) \tag{5.6.7}
\end{equation*}
$$

defines the band structure of the 2 dimensional lattice.

Figure 5.11 shows a three dimensional plot of the thus obtained band structure for $a=1$. The band structure is $2 k$ periodic and the figure is restricted to $k \in[-\pi, \pi]$.

The finite number of vertices per dimension and periodic boundary conditions of the lattice demand the phase factors for $n$ translations in dimension $i$ to be $\mathrm{e}^{\mathrm{i} \kappa_{i} a n}=1$. Therefore the band structure is discretised according to

$$
\begin{equation*}
\kappa_{i}=\frac{2 \pi l_{i}}{a n} \quad \quad l_{i} \in \mathbb{Z} \tag{5.6.8}
\end{equation*}
$$

A phase shift of more than $2 \pi$ in positive or negative direction can not be distinguished from a smaller one. Thus $\kappa_{i} a$ can be restricted to $[-\pi, \pi]$ without loss of generality.


Figure 5.11: The band structure of the two dimensional lattice.

The thus obtained discrete band structure coincides with the eigenphases discussed in section 4.1.2.

### 5.6.2 Defect states

From the analysis in section 4.2 it is known that the perturbation introduces a new eigenphase, the defect state, that crosses through the spectrum at $k=0$ modulo $2 \pi$.

Defect states that are localised in the band gap are trapped at the defect since no transition through the regular, unperturbed system is possible. Given a system with defect states that are within the band and have a frequency near a uniformly distributed state at $k=0$ modulo $2 \pi$. According to the analysis of the search on the lattice, it should be possible for the defect state of this system to interact with the eigenstates of the unperturbed system and it may be assumed that a localisation from the uniformly distributed state does occur in an experimental setting.

Although it is not yet clear what conditions such a system has to meet, it will be interesting for further research to investigate if an experimental search algorithm in
a crystal can be constructed. Following the reasoning above, one can expect that one condition is that the system has a localised defect with a defect state close to a uniformly distributed state.

## CHAPTER 6

## Some thoughts on the lattice

## search

This chapter lists some speculations and ideas why some search algorithms are successful while others are not. There are many open questions about the conditions for successful localisation processes.

The main part of the chapter consists of reasoning and numerical simulations. Based on the lattices search different coin flip operations are tested against the search constructed by Ambainis, Kempe and Rivosh (AKR). Although the lattice search in $d$ dimensions does not scale optimal, that is with $\sqrt{N}$, the coin flips tested in this chapter are not better. On the contrary, two of the three tested algorithms achieve no significant localisation at all, figure 6.3. Only the coin in equation (6.2.1) results in a time which scales better than the AKR-coin, compare figure 6.1. However, the localisation is not as good as for the AKR-coin (figure 6.2) and therefore the overall behaviour does not seem to be better. A detailed analysis of the search algorithm would be necessary to compare both search algorithms but this however, is beyond the scope of this chapter and due to lack of time beyond the scope of this thesis.

### 6.1 What makes an algorithm efficient?

It is somehow surprising that the search algorithm on the lattices has a different efficiency in 2 than in 3 or more dimensions. Answering the question 'Why?' might provide deeper inside into conditions that enable the algorithm to localise on the target vertex faster. The algorithm in 2 dimensions needs $\mathcal{O}(\sqrt{N \ln N})$ time steps, while $\mathcal{O}(\sqrt{N})$ provides a lower bound for search algorithms in general [23,24]. Therefore it is not guaranteed that no algorithm exists that provides a search on the 2-dimensional lattice with a more efficient scaling in $N$. Furthermore equation (4.3.43) shows that the scaling of the amplitude on the marked vertex is not as good as for lattices with more than two dimensions.

How does the search algorithm for a $d$-dimensional lattice localise? It can be seen from figure 4.5 and from the theory in section 4.4 that, up to some fluctuations, the probability to measure the walk at the target vertex increases steadily until it reaches its maximum where it remains for a few time steps before it starts do decrease again. Since a notable amount of probability is localised at the marked vertex, the algorithm has to have backscattering at the neighbouring vertices. Otherwise, the walk would not be able to localise at the marked vertex with a probability of more than $40 \%$, as can be seen for the 6-dimensional lattice in figure 4.5, for more than two time steps. Obviously, the $40 \%$ intensity at time $t_{1}$ would be shifted to the neighbouring vertices at $t_{1}+1$, and on a lattice without backscattering, the probability can not extend $20 \%$ at $t_{1}+2$. As the localisation on the target vertex is high for more than two time steps, some contributions must have been backscattered from the nearest neighbours of the target vertex.

The coin flip ruling the backscattering at the nearest neighbours of the target vertex is the unperturbed local coin flip as defined in equation (4.1.1). That is the backscattering is defined through the diagonal terms as $\frac{1}{d}-1$, while the factors for the amplitudes of
the outgoing waves in all other directions are $\frac{1}{d}$.

It can be seen that the coin flip acts differently in 2 dimensions. In this lattice, backscattering is singled out only in sign and the magnitude for backscattering is equal to the magnitude for scattering in any other direction. The lattices in more dimensions single backscattering out in sign and magnitude as the probability for backscattering is higher than for any other direction.

One may thus conclude that backscattering enables the algorithm to trap the amplitude more efficiently at the marked vertex and that the search will thus have an improved localisation if backscattering is increased. To investigate if the poor result for the search on the 2-dimensional lattice is connected to the lower probability for backscattering some numerical results are considered in section 6.2.

An argument against higher backscattering is that it is important that the walk is able to spread 'fast' through the network. When the walk is started in the uniform distribution and no marked vertex is introduced, it will remain there because the uniform distribution is an eigenstate of the unperturbed walk. As soon as a vertex is marked by a different coin flip, the 'knowledge' of the perturbation starts to spread through the graph. 3dimensional simulations on the 2-dimensional graph as shown in figure 4.1 and figure 4.5 for several time steps give the impression that the marked vertices attract the probability right from the start. To localise the probability at the target vertex the information has to spread through the graph and to increase backscattering may be the wrong approach to make the search more efficient. Thus the amount of backscattering may have to be balanced between these two effects.

The performance of three different coins will be analysed in this chapter, the 'KottosSmilansky coin', the Fourier coin and an algorithm based on a coin without backscattering will be investigated.

### 6.2 The Kottos-Smilansky coin

The most promising coin flip is the Kottos-Smilansky coin. This coin matrix, introduced by Kottos and Smilansky in 1999 [37], is a generalisation of the coin used in chapter 4 and is defined as

$$
\begin{equation*}
\sigma_{K S}(\mu)=\left(1+\mathrm{e}^{-\mathrm{i} \mu}\right)|s\rangle\langle s|-\mathbb{1}_{2 d} \tag{6.2.1}
\end{equation*}
$$

where $|s\rangle$ is defined as in chapter 4 , that is, $|s\rangle=\frac{1}{\sqrt{2 d}} \sum_{i=1}^{d}\left(\left|i^{+}\right\rangle+\left|i^{-}\right\rangle\right)$and $\mu$ is a real parameter.

This matrix has the advantage that on the one hand, it is a generalisation of the coin used in chapter 4 since the this coin is represented by the $\mu=0$ case. On the other hand, the parameter $\mu \in[0, \pi]$ can be varied to increase backscattering continuously. It is certainly not wise to choose $\mu=\pi$, because for this choice the probability for backscattering equals 1 and the algorithm cannot localise anywhere as the amplitude is trapped on the bond where it started.

The global coin flip is defined again by the local coin flip on all vertices, that is $C(\mu)=$ $\sigma_{K S}(\mu) \otimes \mathbb{1}_{N}$.

Note that in terms of the parameter $\mu$ the distance of the local coin and the old perturber coin $-\mathbb{1}_{2 d}$ is reduced if $\mu \neq 0$ is chosen since the perturber coin used earlier equals $\sigma^{\prime}=\sigma_{K S}(\pi)$. To make up for this, a new perturber coin $\sigma^{\prime}(\mu)=\sigma_{K S}(\pi+\mu)$ is introduced.

To obtain the perturbed global coin, the local coin at the target vertex $|v\rangle$ is replaced by the perturber coin

$$
\begin{align*}
C^{\prime}(\mu) & =C(\mu)-\left(\sigma_{K S}(\mu)-\sigma^{\prime}(\mu)\right) \otimes|v\rangle\langle v|  \tag{6.2.2}\\
& =C(\mu)-2 \mathrm{e}^{-\mathrm{i} \mu}|s\rangle\langle s| \otimes|v\rangle\langle v| . \tag{6.2.3}
\end{align*}
$$



Figure 6.1: Time needed for the localisation on the marked vertex for the search algorithms for several $\mu$ as a function of $N$.

Since $|s\rangle$ is a $\mathrm{e}^{-\mathrm{i} \mu}$-eigenvector of $\sigma(\mu)$

$$
\begin{align*}
U^{\prime}(\mu) & =S C^{\prime}(\mu)  \tag{6.2.4}\\
& =S(C(\mu)-2 C(\mu)|s\rangle\langle s| \otimes|v\rangle\langle v|)  \tag{6.2.5}\\
& =U(\mu)-2 U(\mu)|s v\rangle\langle s v| \tag{6.2.6}
\end{align*}
$$

results in a generalised search algorithm where backscattering can easily be varied.

Some numerical simulations for this search algorithm will be presented in the following section.

### 6.2.1 Numerics

The numerical simulation for the success of the search in 2 dimensions for some $\mu$, including the old search algorithm represented by $\mu=0$, are shown in figure 6.1. It can be seen that the search algorithms for $\mu \neq 0$ scale faster than $\sqrt{N \ln N}$, since the distance in time between the different algorithms increases rapidly for large $N$.


Figure 6.2: Probability at the target vertex as a function of $N$ for the search algorithms shown in figure 6.1.

Thus backscattering affects the localisation process and localisation occurs faster when backscattering is increased.

However, figure 6.2 shows that the search algorithms for $\mu \neq 0$ do not localise as much probability as the $\mu=0$ algorithm. In the limit $N \rightarrow \infty$, the probabilities of the $\mu \neq 0$ algorithms decrease even faster than the algorithm introduced by Ambainis, Kempe and Rivosh. To obtain a constant success probability amplitude amplification methods like in [59] have to be used and the search needs to be repeated several times.

Overall, a detailed calculation is necessary to determine if the algorithm is more efficient for $\mu \neq 0$ since the faster search is balanced by a higher number of repetitions to obtain a success probability for the algorithm that does not change with $N$.

Thus the numerical results do not confirm the arguments in section 6.1. It was expected that the localisation will improve if backscattering is increased and that backscattering might lead to longer search times. However, the figures display that the scaling behaviour of the time improves and the localisation amplitude decreases when $\mu$ was
increased.

To understand this effects a more detailed analysis of the spectrum of the search algorithm would be necessary. Unfortunately there was no time to do this as part of this thesis.

### 6.3 Other test coins

### 6.3.1 The Fourier-coin

The second coin to be tested is the Fourier-coin

$$
\begin{equation*}
\sigma_{F}=\frac{1}{\sqrt{2 d}} \sum_{i, j=1}^{2 d} \mathrm{e}^{\mathrm{i} \pi i j / d}|i\rangle\langle j| \tag{6.3.1}
\end{equation*}
$$

where the coin space span vectors where labelled using $i$ and $j$, and the summation indices are varied from 1 to $2 d$ for convenience. Note that this does not coincide with the notation above where $i \in[0, d]$ and the basis states have been labelled as $\left|i^{+}\right\rangle$and $\left|i^{-}\right\rangle$. However, for $i \in[0, d]$ the new labels for the basis states can be mapped to the old set according to

$$
\begin{array}{ccc}
|i\rangle & \leftrightarrow & \left|i^{+}\right\rangle  \tag{6.3.2}\\
|i+d\rangle & \leftrightarrow & \left|i^{-}\right\rangle
\end{array}
$$

and the old definition for the shift operator defined in (4.1.3) can be employed.

The most successful marking coin I could find for this algorithm is

$$
\begin{equation*}
\sigma_{F}^{\prime}=\sum_{i=1}^{2 d} \mathrm{e}^{\mathrm{i} \pi i / d}|i\rangle\langle i| \tag{6.3.3}
\end{equation*}
$$

Some results for the search will be shown and discussed in section 6.4.

### 6.3.2 Coin without backscattering

Harrison, Smilansky and Winn investigated graphs where backscattering is prohibited [62]. They introduced a coin

$$
\begin{equation*}
\sigma_{H S W}=\frac{1}{\sqrt{2 d-1}}\left(H-\mathbb{1}_{2 d}\right) \tag{6.3.4}
\end{equation*}
$$

where $H$ is an orthogonal $2 d \times 2 d$ matrix with entries $\pm 1$ fulfilling $H+H^{+}=2 \mathbb{1}_{2 d}$. For the simulations shown in figure 6.3, the Matrix

$$
H=\left(\begin{array}{cccc}
1 & -1 & 1 & -1  \tag{6.3.5}\\
1 & 1 & -1 & -1 \\
-1 & 1 & 1 & -1 \\
1 & 1 & 1 & 1
\end{array}\right)
$$

was used.

According to the claim that backscattering at the vertices adjacent to the target vertex is important, these vertices have been marked as well as the target vertex. The best results where obtained for the marking coin $\sigma^{\prime}=2|s\rangle\langle s|-\mathbb{1}_{2 d}$.

### 6.4 Comparison of the results for different coins

Figure 6.3 shows the outcome of three simulations using the standard coin $\sigma=2|s\rangle\langle s|-$ $\mathbb{1}_{2 d}$, the Fourier coin and the coin without backscattering on a $31 \times 31$ lattice.

The algorithm based on the Fourier coin and the one based on the HSW-coin cannot compete with the search algorithm discussed in chapter 4. The localisations obtained using these coins have a maximum comparable to the probability of the uniform distribution. The algorithms achieve an enhancement compared to the uniform distribution of five or two times respectively. Additional to that poor result, the maxima are near the 50th time step, so they are not even faster. Although the maximum of the standard


Figure 6.3: Probability on the marked vertex for different coins on a $31 \times 31$ lattice.
search algorithm is not visible, it is reached at about the same time. This can be seen from the minimum since the localisation takes half of the time of the first minimum which follows from a calculation analogue to the calculations in sections 4.4 and 3.4.

One surely has to analyse the spectrum of the algorithms simulated in this chapter to understand why they show the behaviour displayed in this chapters figures. Due to lack of time, this analysis has not been done in the scope of this thesis but nevertheless, some criteria for efficient search algorithms have been identified.

It seems crucial to have an avoided crossing in the spectra of the search algorithm and that the eigenvectors of the two eigenvalues that avoid the crossing are linear combinations of a state localised at the target vertices and a totally symmetric state that can be used as starting state. From section 3.4.1 it is known that the oscillation between this two states that leads to a localisation is the faster, the bigger the gap, that is $t=\frac{\pi}{\Delta}$, where $\Delta$ is the distance in the gap. Furthermore, the eigenvalues in the avoided crossings have to be separated from the others by a distance larger than $\Delta$ such that the main interaction is between them. Note that the last condition, the separation, applies only

## CHAPTER 6: SOME THOUGHTS ON THE LATTICE SEARCH

to eigenvalues that are affected by the perturbation that changes the quantum random walk into a search algorithm. Both systems discussed in this thesis, the hypercube and the lattice search, had a highly degenerate eigenspace with eigenphase 0 , that is, in the centre of the crossing, which where not affected by the perturbation parameter $\lambda$.

The last observation that shall be noted is that the coin of the hypercube and lattice search is $\sigma=2|s\rangle\langle s|-\mathbb{1}_{2 d}$. This is a very special choice as it coincides with the matrix $D$ defined by $D_{i i}=-1+\frac{2}{N}$ and $D_{i j}=\frac{2}{N}$ for $i \neq j$ used for Grover's algorithm 2.3.1. Thus the search algorithms using this coin have more similarities with Grover's algorithm than the search algorithms using different coins. Being close to Grover's algorithm might be a condition for an optimal search algorithm as it can be shown that Grover's algorithm scales like an optimal search algorithm [5, 23, 24].

## CHAPTER 7

## Conclusions

A new method to analyse search algorithms on graphs has been introduced and successfully applied to two search algorithms previously introduced in [25,50]. For both systems, only the scaling of search time and localisation amplitude has been known before while this thesis gives the leading order terms of both quantities for the $d$-dimensional hypercube and for the 2 and 3 dimensional lattices. For a $d>3$ dimensional lattice only the order has been calculated here but the leading order terms can be obtained using numerical integrations as has been discussed in section 4.3.

The new model for the analysis of the search algorithm containing one target vertex introduces a $2 \times 2$ model Hamiltonian that characterises an avoided crossing in the spectrum of a one parameter family of unitary operators. As a function of the parameter these operators change continuously from the unperturbed quantum walk to the search algorithm and back. Notably the crossing occurs exactly at the same position in parameter space as the search algorithm. It has also been shown that the localisation process of the later occurs due to oscillations between two eigenstates of the operator describing the search algorithm.

The search algorithm has then been generalised to find an arbitrary number of $m \ll N$
target vertices by generalising the model Hamiltonian to obtain a $(m+1) \times(m+1)$ Hamiltonian. This Hamiltonian has been used to calculate the search time for $m$ target vertices. Compared to the $m=1$ case the search time is reduced by a factor $\frac{1}{\sqrt{m}}$.

Apart from the new model, this thesis introduces new applications of search algorithms. If more than one vertex is marked, the algorithm can be used to send a signal from one vertex, the 'sender', to the other marked vertices which act as receivers. After a time which is twice the search time, a signal that was started at the sender is localised at the receivers with some amplitude remaining at the sender. Throughout this process, the signal on the unaffected vertices is small compared to the signals on sender and receivers. Remarkably, in the case of one receiver the signal is transferred in full. Additionally, the sender can, by tracking the local amplitude at its position, estimate how many receivers are 'listening' to the signal.

This sender-receiver scenario has been calculated analytically for the lattice search as well as for Grover's algorithm. The calculation for the lattice has been approved by some numerical simulations.

In a different setting the sender can send a continuous signal through a damped system. Again the signal is transferred to the receivers, an effect that can be used as search algorithm. This search demands no additional knowledge as required in the search algorithms starting in the uniform distributions as discussed in [23,25,50,54]. This is because the measurement of the target vertices has no longer to be performed precisely at the localisation time which depends on the system size and the number of target vertices but at any time larger than that.

As described in section 5.6 the lattice search has some similarities to systems with crystalline structure and an experimental realisation using photonic crystals or solid states seem possible.

Some speculations about the effects causing the localisation at the target vertices are outlined in the last chapter and investigated using numerical simulations. It was assumed that increased backscattering leads to a better localisation at the target vertex and decreases the time of the search. The result of the simulation was quite unexpected and a detailed analysis would be necessary to understand the simulations. Furthermore the simulations for other test coins showed that the choice for the coin flip is crucial for the success of the search.

This thesis introduced a new model to investigate quantum search algorithms and found some interesting new applications. Yet, there are many open questions that remain open or are inspired by this thesis.

It is not a new but surely an interesting question for future research to gain more understanding of how to design successful search algorithms. And how can the general model of search algorithms be transferred to enable efficient searches on a wider class of graphs? Especially for the two dimensional lattice search a lot room for improvement might be left as the algorithm localises in $T \sim \sqrt{N \ln N}$ time and the optimal time for quantum search algorithms scales like $\sqrt{N}[23,24]$.

So far, only periodic boundary conditions of the lattice have been considered. For finite lattices without periodic boundary conditions the positions on the lattice are no longer equivalent and it might matter if the target vertices are close to the boundary or near the centre of the system. How will this change the search algorithm and the sender-receiver model?

Even for the lattice with periodic boundary conditions it is unclear how well the sender can distinguish between different numbers of receivers. In the model discussed in section 5.3 no interaction between the localised state was assumed but results from numerical simulations as presented in figure 5.5 proved that the spatial configuration of
sender and receivers does have an effect and different configurations lead to variations in the amplitudes at sender and receiver.

Fluctuations of the bond lengths for quantum random walks have been studied [13] resulting in a critical disorder in the lengths at which the walk looses its quantum speedup. It is surely interesting to analyse how sensitive the search algorithm is to those fluctuation or to external noise.

Additional it is interesting to investigate how and if experimental applications of the search algorithm will localise. A graph is a purely mathematical construction and the bonds and vertices have zero width, so the question arises if a real lattice with a nonzero bond width will also localise at a target vertex.

A different experimental application was discussed in section 5.6. It was speculated that the search might be used to find local perturbations in periodic systems like solid states or laser induced lattices. Is it possible to send a signal from one perturbation to another in these systems?

I am confident that this thesis represents one step of gaining a better understanding of quantum search algorithms and that at least some of this questions will be answered by future research.

# Eigenvectors and eigenvalues of 

## the quantum walk on the

## hypercube

The derivation of eigenvectors and eigenvalues in this appendix follows the discussion by Moore and Russell presented in [56].

## A. 1 Definitions and notations

The quantum random walk is defined by the two operators $C$ and $S$ in (3.1.2) and (3.1.3) respectively. To analyse the quantum walk, the Fourier transformed position space vector

$$
\begin{equation*}
\left|v_{\vec{k}}\right\rangle=\left|u_{\vec{k}}\right\rangle \otimes\left(\frac{1}{\sqrt{N}} \sum_{\vec{x}}(-1)^{\vec{k} \vec{k}}|x\rangle\right) \tag{A.1.1}
\end{equation*}
$$

is considered, where $\vec{k}$ is a vector containing $d$ entries equal to 0 or 1 . Let $U$ be applied to this state

$$
\begin{align*}
U\left|v_{\vec{k}}\right\rangle & =S\left(\sigma\left|u_{\vec{k}}\right\rangle\right) \otimes\left(\frac{1}{\sqrt{N}} \sum_{\vec{x}}(-1)^{\overrightarrow{\vec{x} k}}|x\rangle\right)  \tag{A.1.2}\\
& =\frac{1}{\sqrt{N}} \sum_{i=1}^{d} \sum_{\vec{x}}(-1)^{\vec{x} k}\left|i x \oplus e_{i}\right\rangle\langle i| \sigma\left|u_{\vec{k}}\right\rangle, \tag{A.1.3}
\end{align*}
$$

where the operation $\oplus$ is the sum modulo 2 and $e_{i}$ the unit vector in the $i$ th dimension. A reorganisation of the sum over $x$ transforms this result to

$$
\begin{align*}
U\left|v_{\vec{k}}\right\rangle & =\frac{1}{\sqrt{N}} \sum_{i=1}^{d} \sum_{\vec{x}}(-1)^{\vec{k} \vec{k}+k_{i}}|i x\rangle\langle i| \sigma\left|u_{\vec{k}}\right\rangle  \tag{A.1.4}\\
& =\left(\sum_{i=1}^{d}(-1)^{k_{i}}|i\rangle\langle i| \sigma\right)\left|u_{\vec{k}}\right\rangle \otimes\left|v_{\vec{k}}\right\rangle  \tag{A.1.5}\\
& =\left(M_{\vec{k}}\left|u_{\vec{k}}\right\rangle\right) \otimes\left|v_{\vec{k}}\right\rangle, \tag{A.1.6}
\end{align*}
$$

where $M_{\vec{k}}$ is defined as the matrix operator acting on the coin space component only.
The factorisation according to (A.1.1) simplifies the eigenvalue equation of $U$ to $N$ eigenvalue equations, one for each of the $M_{\vec{k}}$ 's, in the $d$-dimensional coin space, where

$$
M_{\vec{k}}=\left(\begin{array}{cccc}
(-1)^{k_{1}}\left(\frac{2}{d}-1\right) & (-1)^{k_{1}} \frac{2}{d} & \cdots & (-1)^{k_{1} \frac{2}{d}}  \tag{A.1.7}\\
(-1)^{k_{2} \frac{2}{d}} & (-1)^{k_{2}}\left(\frac{2}{d}-1\right) & \ddots & \vdots \\
\vdots & \ddots & \ddots & (-1)^{k_{d-1} \frac{2}{d}} \\
(-1)^{k_{d} \frac{2}{d}} & \cdots & (-1)^{k_{d} \frac{2}{d}} & (-1)^{k_{d}}\left(\frac{2}{d}-1\right)
\end{array}\right) .
$$

To simplify the matrix, the basis can be reordered by a permutation matrix $T_{\vec{k}}$ that shifts the rows (columns) with $k_{i}=0$ and $k_{i}=1$ to the top (left) and bottom (right) respectively. The result is a block matrix $M=T_{\vec{k}} M_{\vec{k}} T_{\vec{k}}=\left(\begin{array}{ll}A & B \\ C & D\end{array}\right)$, where $A$ is a $(d-k) \times(d-k)$
matrix and $D$ a $k \times k$ matrix. The blocks are

$$
\begin{align*}
& A=\left(\begin{array}{cccc}
\frac{2}{d}-1 & \frac{2}{d} & \cdots & \frac{2}{d} \\
\frac{2}{d} & \frac{2}{d}-1 & \ddots & \vdots \\
\vdots & \ddots & \ddots & \frac{2}{d} \\
\frac{2}{d} & \cdots & \frac{2}{d} & \frac{2}{d}-1
\end{array}\right)  \tag{A.1.8}\\
& B=\left(\begin{array}{ccc}
\frac{2}{d} & \cdots & \frac{2}{d} \\
\vdots & \ddots & \vdots \\
\frac{2}{d} & \cdots & \frac{2}{d}
\end{array}\right)  \tag{A.1.9}\\
& C=\left(\begin{array}{ccc}
-\frac{2}{d} & \cdots & -\frac{2}{d} \\
\vdots & \ddots & \vdots \\
-\frac{2}{d} & \cdots & -\frac{2}{d}
\end{array}\right)  \tag{A.1.10}\\
& D=\left(\begin{array}{cccc}
-\frac{2}{d}+1 & -\frac{2}{d} & \cdots & -\frac{2}{d} \\
-\frac{2}{d} & -\frac{2}{d}+1 & \ddots & \vdots \\
\vdots & \ddots & \ddots & -\frac{2}{d} \\
-\frac{2}{d} & \cdots & -\frac{2}{d} & -\frac{2}{d}+1
\end{array}\right) . \tag{A.1.11}
\end{align*}
$$

Let $\left|1_{d-k}\right\rangle$ and $\left|0_{d-k}\right\rangle$ be two vectors with $d-k$ entries equal to $\frac{1}{\sqrt{d-k}}$ and 0 , respectively. The vectors $\left|1_{k}\right\rangle$ and $\left|0_{k}\right\rangle$ are defined analogously. These definitions will be used to compose vectors in the $d$-dimensional coin space by writing $|a b\rangle$ where $|a\rangle$ is a $d-k$ vector that fixes the first $d-k$ entries and $|b\rangle$ fixes the remaining $k$ entries.

Now the matrices $A, B, C$ and $D$ can be denoted as

$$
\begin{align*}
A & =\frac{2}{d}(d-k)\left|1_{d-k}\right\rangle\left\langle 1_{d-k}\right|-\mathbb{1}_{d-k}  \tag{A.1.12}\\
B & =\frac{2}{d} \sqrt{k(d-k)}\left|1_{d-k}\right\rangle\left\langle 1_{k}\right|  \tag{A.1.13}\\
C & =-\frac{2}{d} \sqrt{k(d-k)}\left|1_{k}\right\rangle\left\langle 1_{d-k}\right|  \tag{A.1.14}\\
D & =-\frac{2}{d} k\left|1_{k}\right\rangle\left\langle 1_{k}\right|+\mathbb{1}_{k} \tag{A.1.15}
\end{align*}
$$

## A. 2 Eigenvalues and eigenvectors

Any $(d-k)$-dimensional vector $\left|u_{d-k}\right\rangle$ orthogonal to $\left|1_{d-k}\right\rangle$ fulfils the equations $A\left|u_{d-k}\right\rangle=-\left|u_{d-k}\right\rangle$ and $C\left|u_{d-k}\right\rangle=\left|0_{k}\right\rangle$ and therefore the composed vector $\left|u_{d-k} 0_{k}\right\rangle$ is a - 1-eigenvector according to

$$
\begin{equation*}
M\left|u_{d-k} 0_{k}\right\rangle=-\left|u_{d-k} 0_{k}\right\rangle . \tag{A.2.1}
\end{equation*}
$$

Analogously, any $k$-dimensional vector $\left|u_{k}\right\rangle$ orthogonal to $\left|1_{k}\right\rangle$ can be composed with $\left|0_{d-k}\right\rangle$ to form a 1-eigenvector of $M$ that is

$$
\begin{equation*}
M\left|0_{d-k} u_{k}\right\rangle=\left|0_{d-k} u_{k}\right\rangle \tag{A.2.2}
\end{equation*}
$$

So far $d-2$ eigenvectors with eigenvalue +1 or -1 have been identified. The remaining 2 eigenvectors are orthogonal to the eigenvectors determined above and are thus linear combinations of $\left|1_{d-k} 0_{k}\right\rangle$ and $\left|0_{d-k} 1_{k}\right\rangle$. Let

$$
\begin{equation*}
\left|v_{\vec{k}}\right\rangle=a\left|1_{d-k} 0_{k}\right\rangle+b\left|0_{d-k} 1_{k}\right\rangle \tag{A.2.3}
\end{equation*}
$$

then there are two distinct solutions for the coefficients $a$ and $b$ such that $\left|v_{\vec{k}}\right\rangle$ is an eigenvector of $M$. These solutions are $a=\mp \frac{\mathrm{i}}{\sqrt{2}}$ and $b=\frac{1}{\sqrt{2}}$ since

$$
\begin{align*}
M\left|v_{\vec{k}}\right\rangle= & \left(a-\frac{2 a}{d} k+\frac{2 b}{d} \sqrt{k(d-k)}\right)\left|1_{d-k} 0_{k}\right\rangle \\
& +\left(-\frac{2 a}{d} \sqrt{k(d-k)}-\frac{2 b k}{d}+b\right)\left|0_{d-k} 1_{k}\right\rangle  \tag{A.2.4}\\
= & \mp \frac{\mathrm{i}}{\sqrt{2}}\left(1-\frac{2 k}{d} \pm \frac{2 \mathrm{i}}{d} \sqrt{k(d-k)}\right)\left|1_{d-k} 0_{k}\right\rangle \\
& +\frac{1}{\sqrt{2}}\left(1-\frac{2 k}{d} \pm \frac{2 \mathrm{i}}{d} \sqrt{k(d-k)}\right)\left|0_{d-k} 1_{k}\right\rangle \tag{A.2.5}
\end{align*}
$$

Note that in the cases $k=0$ or $d$ one of these vector components contains zero entries. Choosing the coefficient for the vector without entries equal to zero $b=0$ and $a=0$ are regarded for $k=0$ and $k=d$, respectively. In these cases, normalisation requires an additional factor $\sqrt{2}$.

The two eigenvalues of $M$ have an absolute value 1 and are given as

$$
\begin{equation*}
v_{k}^{ \pm}=\mathrm{e}^{ \pm \mathrm{i} \omega_{k}}=1-\frac{2 k}{d} \pm \frac{2 \mathrm{i}}{d} \sqrt{k(d-k)} \tag{A.2.6}
\end{equation*}
$$

and the eigenvectors are

$$
\begin{equation*}
\left|v_{\vec{k}}^{ \pm}\right\rangle=\sum_{i=1}^{d} \sum_{\vec{x}}(-1)^{\vec{k} \cdot \vec{x}} \frac{2^{-d / 2}}{\sqrt{2}} \alpha_{k_{i}}^{ \pm} \beta_{k}|i, \vec{x}\rangle, \tag{A.2.7}
\end{equation*}
$$

where

$$
\begin{align*}
& \alpha_{k_{i}}^{ \pm}= \begin{cases}1 / \sqrt{k} & \text { if } k_{i}=1 \\
\mp \mathrm{i} / \sqrt{d-k}, & \text { if } k_{i}=0\end{cases}  \tag{A.2.8}\\
& \beta_{k}= \begin{cases}\sqrt{2}, & \text { if } k=0 \text { or } k=d \\
1 & \text { otherwise }\end{cases} \tag{A.2.9}
\end{align*}
$$

Since the set of eigenvectors and eigenvalues of $U$ are identical to the eigenvectors and eigenvalues of $M_{\vec{k}}=T_{\vec{k}} M T_{\vec{k}}$ the eigenvalues of $U$ are also eigenvalues of $M$ as the permutation matrix $T_{\vec{k}}$ does not change the eigenvalues. The $(d-k-1)$ eigenvectors with eigenvalue +1 and the $(k-1)$ eigenvectors with eigenvalue -1 of $U$ are supported in the vector components where $k_{i}=0$ and $k_{i}=1$ and orthogonal to the vectors $\left((1,1, \ldots, 1)^{\top}-\vec{k}\right)$ and $\vec{k}$, respectively. The remaining two eigenvectors are, in the form denoted in (A.2.7)-(A.2.9), invariant under the permutation defined by $T_{\vec{k}}$.

## Appendix B

## Theory of avoided crossings

Avoided crossings occur in perturbed quantum mechanical two-level systems. Since this model is used to analyse the localisation process of the search algorithms in chapters 3 and 4, a more detailed introduction will be added.

## B. 1 The perturbed two level-system

In the basis of eigenstates, a two level system has the Hamiltonian

$$
H_{0}=\left(\begin{array}{cc}
E_{1} & 0  \tag{B.1.1}\\
0 & E_{2}
\end{array}\right)
$$

where $E_{1}$ and $E_{2}$ are the two eigenenergies. The eigenenergies depend on a parameter $\lambda$ and cross for some distinct value, say $\lambda=0$ whereas $E_{1} \neq E_{2}$ for $\lambda \neq 0$. Trivially, the eigenvectors of $H$ are

$$
\begin{align*}
& \left|v_{1}\right\rangle=(1,0)^{\top}  \tag{B.1.2}\\
& \left|v_{2}\right\rangle=(0,1)^{\top} . \tag{B.1.3}
\end{align*}
$$

A sketch of the crossing is drawn in figure B.1.


Figure B.1: Sketch of an avoided crossing.

The perturbation $W$ is defined by a perturbation matrix $W=\left(\begin{array}{cc}w_{11} & w_{12} \\ w_{21} & w_{22}\end{array}\right)$, where the matrix elements $w_{i j}$ are such that $W$ is Hermitian, that is $w_{11}, w_{22} \in \mathbb{R}$ and $w_{21}=w_{12}^{*}$, where * denotes complex conjugation. Furthermore, the perturbation will be regarded as small compared to the typical differences of the entries of $H_{0}$. The diagonal elements of $W$ can be neglected without loss of generality as they are only shifting the energy levels $E_{1}$ and $E_{2}$ and can be added easily into the final result by $E_{i} \rightarrow E_{i}+w_{i i}$.

This defines the Hamiltonian of the perturbed system as

$$
H=H_{0}+W=\left(\begin{array}{cc}
E_{1} & w_{12}  \tag{B.1.4}\\
w_{12}^{*} & E_{2}
\end{array}\right)
$$

and the eigenvalues of the perturbed Hamiltonian are

$$
\begin{align*}
& e_{1}=\frac{E_{1}+E_{2}}{2}+\frac{\Delta}{2}  \tag{B.1.5}\\
& e_{2}=\frac{E_{1}+E_{2}}{2}-\frac{\Delta}{2} \tag{B.1.6}
\end{align*}
$$

where the difference in the energy levels is defined as $\Delta=\sqrt{\left(E_{1}-E_{2}\right)^{2}+4\left|w_{12}\right|^{2}}$ and the corresponding non-normalised eigenvectors are

$$
\begin{align*}
\left|u_{1}^{\prime}\right\rangle & =\left(E_{1}-E_{2}+\Delta, 2 w_{12}^{*}\right)^{\top}  \tag{B.1.7}\\
\left|u_{2}^{\prime}\right\rangle & =\left(E_{1}-E_{2}-\Delta, 2 w_{12}^{*}\right)^{\top} \tag{B.1.8}
\end{align*}
$$

Let $\left|u_{1}\right\rangle$ and $\left|u_{2}\right\rangle$ be the normalised eigenvectors, then in the limit $\left|w_{12}\right| \rightarrow 0$, the eigenvectors of $H$ approach those of $H_{0}$ but how $\left|u_{1}\right\rangle$ and $\left|u_{2}\right\rangle$ approach $\left|v_{1}\right\rangle$ and $\left|v_{2}\right\rangle$
depends on the sign of $E_{1}-E_{2}$ as

$$
\begin{equation*}
\Delta \approx\left|E_{1}-E_{2}\right| \tag{B.1.9}
\end{equation*}
$$

Hence, for $E_{1}-E_{2}>0,\left|u_{1}\right\rangle \rightarrow\left|v_{1}\right\rangle$ and $\left|u_{2}\right\rangle \rightarrow\left|v_{2}\right\rangle$, whereas on the other side of the crossing, that is for $E_{1}-E_{2}<0$, the identification of eigenvectors is the other way around and $\left|u_{1}\right\rangle \rightarrow\left|v_{2}\right\rangle$ and $\left|u_{2}\right\rangle \rightarrow\left|v_{1}\right\rangle$. Therefore the eigenvectors and eigenvalues of $H$ reorganise near the crossing and switch their limiting behaviour for $|\lambda| \rightarrow \infty$ approaching now the other eigenvector and eigenvalue of $H_{0}$ as can be seen in figure B.1.

## B. 2 Oscillations in the two level system

An interesting effect occurs when at $\lambda=0$ the system is changed from $H_{0}$ to $H$. If the energy at the crossing is defined as $E_{1}=E_{2}=0$, the Hamiltonian $H$ takes the form

$$
H_{\text {crossing }}=\left(\begin{array}{cc}
0 & \omega_{12}  \tag{B.2.1}\\
\omega_{12}^{*} & 0
\end{array}\right)
$$

and its eigenvectors and eigenvalues are

$$
\begin{array}{cc}
\text { eigenvector } & \text { eigenvalue } \\
\left|u_{1}^{\text {crossing }}\right\rangle=\frac{1}{\sqrt{2}}\binom{\mathrm{e}^{\mathrm{i} \omega}}{1} & \left|\omega_{12}\right|  \tag{B.2.2}\\
\left|u_{2}^{\text {crossing }}\right\rangle=\frac{1}{\sqrt{2}}\binom{-\mathrm{e}^{\mathrm{i} \omega}}{1} & -\left|\omega_{12}\right|
\end{array}
$$

where $\omega$ is the phase of $\omega_{12}$.

If the system is initialised in one eigenstate of $H_{0}$, say in $\left|v_{1}\right\rangle$ when the perturbation is turned on, the state will evolve in time as $|v(t)\rangle=\mathrm{e}^{-\mathrm{i} H_{\text {crossing }}{ }^{t}}\left|v_{1}\right\rangle$, where $\hbar=1$ was
chosen, and therefore

$$
\begin{align*}
|v(t)\rangle & =\frac{\mathrm{e}^{-\mathrm{i} \omega}}{\sqrt{2}} \mathrm{e}^{-\mathrm{i} H_{\text {crossing }} t}\left(\left|u_{1}^{\text {crossing }}\right\rangle-\left|u_{2}^{\text {crossing }}\right\rangle\right)  \tag{B.2.3}\\
& =\frac{\mathrm{e}^{-\mathrm{i} \omega}}{\sqrt{2}}\left(\mathrm{e}^{-\mathrm{i}\left|\omega_{12}\right| t}\left|u_{1}^{\text {crossing }}\right\rangle-\mathrm{e}^{\mathrm{i}\left|\omega_{12}\right| t}\left|u_{2}^{\text {crossing }}\right\rangle\right)  \tag{B.2.4}\\
& =\cos \left(\left|\omega_{12}\right| t\right)\left|v_{1}\right\rangle+\mathrm{e}^{-\mathrm{i} \omega-\frac{\pi}{2}} \sin \left(\left|\omega_{12}\right| t\right)\left|v_{2}\right\rangle \tag{B.2.5}
\end{align*}
$$

It can be seen that the system oscillates between the two states $\left|v_{1}\right\rangle$ and $\left|v_{2}\right\rangle$ with frequency $\left|\omega_{12}\right|$.

A more detailed discussion can be found in textbooks on quantum mechanics like [63].

## Eigenvectors and eigenvalues of

## the quantum walk on the

## $d$-dimensional lattice

The analysis in this appendix is based on the derivation of eigenvectors and eigenvalues in [25] by Ambainis, Kempe and Rivosh.

Using the definitions from section 4.1.2, the eigenvalue equation simplifies from $U\left|\phi_{\vec{k}}\right\rangle=$ $\phi_{\vec{k}}\left|\phi_{\vec{k}}\right\rangle$ to $\left(\sigma_{\vec{k}}|u\rangle\right) \otimes\left|X_{\vec{k}}\right\rangle=\phi_{\vec{k}}\left|u_{\vec{k}}\right\rangle \otimes\left|X_{\vec{k}}\right\rangle$, where $\phi_{\vec{k}}$ is the eigenvalue and $\sigma_{\vec{k}}=M \sigma$ is a $2 d \times 2 d$ matrix defined using the local coin flip $\sigma$.

Let the basis vectors of the coin space $\left|i^{ \pm}\right\rangle$for $i=1 \ldots d$ be mapped on the canonical basis vectors $|j\rangle, j=1 \ldots 2 d$ such that

$$
\begin{align*}
& \left|l^{+}\right\rangle \rightarrow|2 l-1\rangle  \tag{С.0.1}\\
& \left|l^{-}\right\rangle \rightarrow|2 l\rangle \tag{С.0.2}
\end{align*}
$$

for $l=1 \ldots d$. In this basis, $M$ is block diagonal matrix consisting of $d$ blocks $M_{i}=$

$$
\begin{align*}
\left(\begin{array}{cc}
0 & \omega^{k_{i}} \\
\omega^{-k_{i}} & 0
\end{array}\right) \text {, that is, } \\
M=\left(\begin{array}{cccc}
M_{1} & 0 & 0 & \\
0 & M_{2} & 0 & \ldots \\
0 & 0 & M_{3} & \\
& \vdots & & \ddots
\end{array}\right) . \tag{С.0.3}
\end{align*}
$$

Hence $\left|\phi_{\vec{k}}\right\rangle$ is an $\phi_{\vec{k}}$-eigenvector of $U$, if and only if $|u\rangle$ is an eigenvector of $\sigma_{\vec{k}}$ with eigenvalue $\phi_{\vec{k}}$.

The set of eigenvectors, especially for arbitrary $d$, is hard to calculate although some of them are easily verified. The analysis in appendix C. 1 gives the complete set of eigenvalues and discusses important properties of the eigenvectors.

## C. 1 Eigenvectors and eigenvalues

## C.1.1 $\pm 1$-eigenvectors of $U$.

Each of the blocks $M_{i}$ has the two eigenvalues $\pm 1$ with corresponding eigenvectors $\frac{1}{\sqrt{2}}\left(\omega^{\frac{k_{i}}{2}}, \pm \omega^{-\frac{k_{i}}{2}}\right)^{\top}$. Therefore the matrix $M$ has eigenvalues $\pm 1$ with multiplicity $d$ each. Both eigenspaces can be reorganised such that $d-1$ eigenvectors are orthogonal to $|s\rangle$ leaving two non-orthogonal normalised eigenvectors, say $\left|w_{\vec{k}}^{ \pm 1}\right\rangle$.

Since $\sigma_{\vec{k}}=M\left(2|s\rangle\langle s|-\mathbb{1}_{\mathcal{D}_{\mathfrak{d}}}\right)$, the $\pm 1$-eigenvectors of $M$ orthogonal to $|s\rangle$ are $\mp 1$ eigenvectors of $\sigma_{\vec{k}}$. Let the $d-1$ eigenvectors of both eigenspaces be denoted as $\left|u_{j \vec{k}}^{ \pm 1}\right\rangle$, where the index $j=1, \ldots, d-1$ numbers the eigenvectors of each eigenspace.

In the case of $\vec{k}=\overrightarrow{0}$ all-1-eigenvectors of $M$ are orthogonal to $|s\rangle$ for the eigenvectors of the $d$ blocks are $(1,-1)^{\top}$. Again, the 1-eigenvectors of $M$ can be reorganised such
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 $d$-DIMENSIONAL LATTICEthat $d-1$ of them are orthogonal to $|s\rangle$. As $|s\rangle$ is a 1-eigenvector of $M$, the eigenvalues of $M$ are $\pm 1$ with multiplicity $d$ each.

The $d-1$ eigenvectors of $M$ with eigenvalue 1 that are orthogonal to $|s\rangle$ are -1 eigenvectors of $\sigma_{\overrightarrow{0}}$ while $|s\rangle$ is a 1-eigenvector of $M$ and a 1-eigenvector of $\sigma_{\overrightarrow{0}}$. The $d$ eigenvectors of $M$ with eigenvalue -1 are orthogonal to $|s\rangle$ and therefore 1-eigenvectors of $\sigma_{\overrightarrow{0}}$. In this case the 1 eigenspace has dimension $d+1$ and there are $d-1$ dimensions in the -1 eigenspace.

Note that the 1-eigenvector of $U$ defined as $\left|\phi_{0}\right\rangle:=|s\rangle \otimes\left|X_{\overrightarrow{0}}\right\rangle$ is a state uniformly distributed in coin and position space.

## C.1.2 Remaining eigenvectors and eigenvalues for $\vec{k} \neq \overrightarrow{0}$ of $U$

Let the two remaining eigenvectors of $M$ for $\vec{k} \neq \overrightarrow{0}$, that is, the linear combinations of the eigenvectors of $M$ that are not orthogonal to $|s\rangle$, be $\left|w_{\vec{k}}^{+1}\right\rangle$ and $\left|w_{\vec{k}}^{-1}\right\rangle$. Since $|s\rangle$ lies in the plane spanned by these vectors, two coefficients $\alpha_{1}$ and $\alpha_{2}$ with $\left|\alpha_{1}\right|^{2}+\left|\alpha_{2}\right|^{2}=1$ can be found such that $|s\rangle=\alpha_{1}\left|w_{\vec{k}}^{+1}\right\rangle+\alpha_{2}\left|w_{\vec{k}}^{-1}\right\rangle$. Since $\left|w_{\vec{k}}^{+1}\right\rangle$ and $\left|w_{\vec{k}}^{-1}\right\rangle$ are both eigenvectors of the unitary matrix $M$ for different eigenvalues and therefore orthogonal, the vector $\left|s^{\perp}\right\rangle=\alpha_{2}^{*}\left|w_{\vec{k}}^{+1}\right\rangle-\alpha_{1}^{*}\left|w_{\vec{k}}^{-1}\right\rangle$ is orthogonal to $|s\rangle$. Here * denotes complex conjugation.

In return the vectors $\left|w_{\vec{k}}^{ \pm 1}\right\rangle$ can be expanded according to

$$
\begin{equation*}
\left|w_{\vec{k}}^{ \pm 1}\right\rangle=\left(|s\rangle\langle s|+\left|s^{\perp}\right\rangle\left\langle s^{\perp}\right|\right)\left|w_{\vec{k}}^{ \pm 1}\right\rangle \tag{C.1.1}
\end{equation*}
$$

and

$$
\begin{align*}
& \left|w_{\vec{k}}^{+1}\right\rangle=\alpha_{1}^{*}|s\rangle+\alpha_{2}\left|s^{\perp}\right\rangle  \tag{C.1.2}\\
& \left|w_{\vec{k}}^{-1}\right\rangle=\alpha_{2}^{*}|s\rangle-\alpha_{1}\left|s^{\perp}\right\rangle \tag{C.1.3}
\end{align*}
$$
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 $d$-DIMENSIONAL LATTICEis obtained. Note that the vectors are still undefined as $\left|s^{\perp}\right\rangle$ cannot be evaluated easily for general $d$ and $\vec{k}$.

To obtain the eigenvalues, let $|u\rangle=\beta_{1}|s\rangle+\beta_{2}\left|s^{\perp}\right\rangle$ be one of the two eigenvectors of $\sigma_{\vec{k}}$ not orthogonal to $|s\rangle$ with $\left|\beta_{1}\right|^{2}+\left|\beta_{2}\right|^{2}=1$. Now $\left|u^{\perp}\right\rangle=\beta_{2}^{*}|s\rangle-\beta_{1}^{*}\left|s^{\perp}\right\rangle$ is a vector in the plane orthogonal to $|u\rangle$ and

$$
\begin{align*}
|s\rangle & =\beta_{1}^{*}|u\rangle+\beta_{2}\left|u^{\perp}\right\rangle  \tag{C.1.4}\\
\left|s^{\perp}\right\rangle & =\beta_{2}^{*}|u\rangle-\beta_{1}\left|u^{\perp}\right\rangle . \tag{C.1.5}
\end{align*}
$$

Using these definitions the eigenvalues can be determined. First $\sigma|u\rangle$ can be evaluated by expanding $|u\rangle$ in the eigenbases of $\sigma$ using $|s\rangle$ and $\left|s^{\perp}\right\rangle$. Then $M$ can be applied to an expansion of $\sigma|u\rangle$ in the eigenbasis of $M$. One obtains

$$
\begin{equation*}
\sigma_{\vec{k}}|u\rangle=\left(\alpha_{1} \beta_{1}-\alpha_{2}^{*} \beta_{2}\right)\left|w_{\vec{k}}^{+1}\right\rangle+\left(-\alpha_{2} \beta_{1}-\alpha_{1}^{*} \beta_{2}\right)\left|w_{\vec{k}}^{-1}\right\rangle \tag{C.1.6}
\end{equation*}
$$

This vector is then transformed back into the $|u\rangle,\left|u^{\perp}\right\rangle$ basis which yields

$$
\begin{align*}
\sigma_{\vec{k}}|u\rangle= & \left(\left|\alpha_{1}\right|^{2}-\left|\alpha_{2}\right|^{2}+4 i \operatorname{Im}\left(\alpha_{1} \alpha_{2} \beta_{1} \beta_{2}^{*}\right)\right)|u\rangle \\
& +\left(-2 \alpha_{1}^{*} \alpha_{2}^{*} \beta_{2}^{2}-2 \alpha_{1} \alpha_{2} \beta_{1}^{2}\right)\left|u^{\perp}\right\rangle . \tag{С.1.7}
\end{align*}
$$

Since $|u\rangle$ was defined as eigenvector of $\sigma_{\vec{k}}$, the second term has to be zero, that is, $\alpha_{1}^{*} \alpha_{2}^{*} \beta_{2}^{2}+\alpha_{1} \alpha_{2} \beta_{1}^{2}=0$.

The real part of the eigenvalue $\left|\alpha_{1}\right|^{2}-\left|\alpha_{2}\right|^{2}$ can be calculated by noting that $\langle s| \sigma_{\vec{k}}|s\rangle=$ $\left|\alpha_{1}\right|^{2}-\left|\alpha_{2}\right|^{2}$ and $\langle s| \sigma_{\vec{k}}|s\rangle=\frac{1}{2 d} \sum_{i=1}^{d}\left(\omega^{k_{i}}+\omega^{-k_{i}}\right)=\frac{1}{d} \sum_{i=1}^{d} \cos \frac{2 \pi k_{i}}{n}$. Therefore the two eigenvectors of type $|u\rangle$ have eigenvalues with identical real parts. Since the determinant of $\sigma_{\vec{k}}$ is real, they have to be complex conjugated.

Now the two eigenvalues of $\left|u_{\vec{k}}^{ \pm}\right\rangle$can be identified as $\mathrm{e}^{ \pm \mathrm{i} \theta_{\vec{k}}}$, where $\operatorname{Re} \mathrm{e}^{ \pm \mathrm{i} \theta_{\vec{k}}}=\cos \theta_{\vec{k}}=$ $\frac{1}{d} \sum_{i=1}^{d} \cos \frac{2 \pi k_{i}}{n}$ and the phase of the eigenvector is defined such that $\left\langle s \mid u_{\vec{k}}^{ \pm}\right\rangle$is real and greater zero.

## C. 2 Calculation of the scalar product of the coin space contributions with $|s\rangle$

As discussed in previous sections M is a block diagonal matrix consisting of $d$ blocks $M_{i}=\left(\begin{array}{cc}0 & \omega^{k_{i}} \\ \omega^{-k_{i}} & 0\end{array}\right)$,

$$
M=\left(\begin{array}{cccc}
M_{1} & 0 & 0 &  \tag{C.2.1}\\
0 & M_{2} & 0 & \ldots \\
0 & 0 & M_{3} & \\
& \vdots & & \ddots
\end{array}\right),
$$

where $\omega=\mathrm{e}^{2 \pi \mathrm{i} / n}[25]$.

A block diagonal matrix T with $T T=\mathbb{1}$ defined as

$$
T=\left(\begin{array}{ccccc}
0 & 1 & 0 & 0 &  \tag{C.2.2}\\
1 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 1 & \\
0 & 0 & 1 & 0 & \\
& \vdots & & & \ddots
\end{array}\right)
$$

can be used to perform a complex conjugation on $M$ since the transformation TMT results in $M^{*}$ and, due to $T \sigma T=\sigma$, the transformation matrix has the same effect on $\sigma_{\vec{k}}$ since $T \sigma_{\vec{k}} T=\sigma_{\vec{k}}^{*}$.

Comparison of the eigenvalue equation in coin space.

$$
\begin{equation*}
\sigma_{\vec{k}}\left|u_{\vec{k}}^{+}\right\rangle=\mathrm{e}^{\mathrm{i} \theta_{\vec{k}}}\left|u_{\vec{k}}^{+}\right\rangle \tag{C.2.3}
\end{equation*}
$$

and its complex conjugate

$$
\begin{align*}
\sigma_{\vec{k}}^{*}\left|u_{\vec{k}}^{+}\right\rangle^{*} & =\mathrm{e}^{-\mathrm{i} \theta_{\vec{k}}}\left|u_{\vec{k}}^{+}\right\rangle^{*}  \tag{C.2.4}\\
T \sigma_{\vec{k}} T\left|u_{\vec{k}}^{+}\right\rangle^{*} & =\mathrm{e}^{-\mathrm{i} \theta_{\vec{k}}}\left|u_{\vec{k}}^{+}\right\rangle^{*} \tag{C.2.5}
\end{align*}
$$

results in the relation $T\left|u_{\vec{k}}^{+}\right\rangle^{*}=\left|u_{\vec{k}}^{-}\right\rangle$between these two eigenvectors of $\sigma_{\vec{k}}$. The phase of $\left|u_{\vec{k}}^{+}\right\rangle$is defined by choosing $\left\langle s \mid u_{\vec{k}}^{+}\right\rangle$to be real and greater zero. Since $|s\rangle$ is a 1-eigenvector of $T$,

$$
\begin{equation*}
\left\langle s \mid u_{\vec{k}}^{+}\right\rangle=\left\langle s \mid u_{\vec{k}}^{-}\right\rangle \quad \in \mathbb{R} \tag{C.2.6}
\end{equation*}
$$

is concluded.

The eigenvectors $|e v\rangle$ of $\sigma_{\vec{k}}$ can easily be organised to be orthonormal and the identity operator in coin space can be denoted as a sum of projectors on all eigenvectors

$$
\begin{equation*}
\mathbb{1}_{2 d}=\sum_{|e v\rangle}|e v\rangle\langle e v| . \tag{C.2.7}
\end{equation*}
$$

By multiplication with $|s\rangle$ from both sides, and using that all $\pm 1$-eigenvectors are orthogonal to $|s\rangle$ [25]

$$
\begin{equation*}
1=\left|\left\langle s \mid u_{\vec{k}}^{+}\right\rangle\right|^{2}+\left|\left\langle s \mid u_{\vec{k}}^{-}\right\rangle\right|^{2} \tag{C.2.8}
\end{equation*}
$$

is obtained.

Using (C.2.6), the promised result $\left\langle s \mid u_{\vec{k}}^{ \pm}\right\rangle=\frac{1}{\sqrt{2}}$ is derived.
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[^0]:    ${ }^{1}$ Strictly speaking, $b \approx \sqrt{\frac{1}{2}}$ has not been shown to hold for general $m \neq 0$ since the estimate for the slope of $g(\lambda)$ was obtained as observation from numerical calculations of the spectrum of $U_{\lambda}$ for some $d$. Only for the central crossing at $\lambda_{0}=1$, the leading order contributions for $d \gg 1$ has been calculated and the thus obtained results agrees with the rough estimate taking from figure 3.4

[^1]:    ${ }^{1}$ The expansion was calculated by MATHEMATICA.

[^2]:    ${ }^{2}$ This result was obtained using MAPLE.

