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VERY LONG BASELINE'INTERFEROMETRY AND GEODETIC APPLICATIONS 

ABSTRACT 

Very Long Baseline Radio Interferometry is one of the most recently 

developed and potentially most useful geodetic measuring techniques. 

The high accuracy which it can achieve over great distances makes it 

ideally suited. for studies of many interesting geodetic and geophysical 

phengmena. The major asset of the system is that, unlike the majority 

of other accurate techniques, all measurements are independent of the 

Earth's gravity field. 

This thesis contains details of the basic theory of the VLBI 

technique and describes a model which has been developed to analyse data 

from the system. This is followed by a description of the application 

of the variation of co-ordinates method to the adjustment of VLBI 

observations and details the conditions and restrictions to be applied to 

the adjustment process. The basic procedure and equipment required to 

make the observations is described and details are given of the Nottingham 

University Long Baseline Interferometry Programs (NULBIP) which have 

been developed to perform the data analysis. 

Data has been obtained and analysed from two independent sets of 

observations using two different VLBI observing systems. The Canadian 

system has been used for observations using the three antenna array 

comprising the Chilbolton Observatory, England, the Algonquin Radio 

Observatory, Canada, and the Owens Valley Radio Observatory, U. S. A. 

Observations have also been processed from the Haystack-Goldstone baseline 

in the U. S. A., observed using the NRAO Mk I VLBI system. The software 

which has been developed has been tested by comparison with independently 

derived results on these baselines. 
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The analysis of all the data has shown the VLBI method to be a 

highly accurate technique capable of measuring intercontinental distances 

with sub-metre accuracy. The results have indicated the many potential 

uses of VLBI in geodetic and geophysical research, the major ones of 

which have been described. The magnitude of systematic scale and 

orientation errors inherent in the Navy Navigation Satellite System 

(otherwise. known as the TRANSIT system) have been measured by comparing 

these VLBI results with satellite-Doppler results derived from observations 

made near the radio telescopes. 
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CHAPTER 1: 

INTRODUCTION 



1. ' INTRODUCTION 

Since the development of the first radio telescope by Jansky in 

the 1930's, the science of radio astronomy has greatly increased our 

knowledge of the universe. In radio interferometry it has also provided 

the geodesist and geophysicist with a powerful measuring instrument with 

which to study the Earth itself. 

The technique was originally developed in the 1950's in order to 

study the structure of certain galaxies and stars emitting radio energy. 

It involves, two, or more, separate radio antennae observing the same 

distant radio source, for example a quasar, and hence simulating one 

large radio antenna of a diameter equivalent to the distance between 

the two. The study of the interference patterns derived by comparing 

the signals received, at the different antennae yields information 

concerning the structure of the observed radio source. In order to 

perform this task, an approximate knowledge of the distance and direction 

of the baselines connecting the antennae is required, and hence it has 

proved possible to 'reverse' the system and compute the baseline parameters 

from these observations. - 
In the early stages of the, development of the technique, it was 

necessary that the antennae of the array were linked by cables. This 

is primarily because the received high frequency signal must be reduced 

to a lower frequency to enhance transmission, data handling, and 

comparison with the signals received at the other antennae. This 

frequency reduction involves 'beating' the received signal against a 

purely harmonic signal derived from a local oscillator. The instability 

of this local oscillator necessitated that the same signal be distributed 

to all the antennae of the interferometer array. Cable-link interferometry 

was followed by radio-link interferometry in which the same local 
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oscillator signal was distributed to all the antennae by means of a 

radio-link. The received signals were also tramsitted by this 

method which enabled baselines of around 150 km in length to be observed. 

The major breakthrough resulting in longer observed baselines 

came in 1967 with the first successful use of a""tape recorder ` 

interferometer". This involves the use of separate local oscillators 

at'the antennae and the recording of the received signal on magnetic- 

tape. This became possible with the development of very stable atomic 

frequency standards which are used to drive the local oscillator at 

each station, and also high quality tape recording equipment. With 

the-development of this method the stations of an interferometer array 

are completely independent and hence the only restriction on the length 

of an observed baseline is that both antennae are able to observe each 

source simultaneously. The application of-this technique on long 

baselines is known as'Very Long Baseline Radio Interferometry, or VLBI. 

As already explained, the VLBI technique involves observing the 

signals arriving at the Earth from a radio source at two radio antennae. 

The radio source should ideally-be an extragalactic 'point' source and 

is commonly a quasar, Seyfert galaxy, or Lacertid. Due to the extreme 

distance of these radio sources from the Earth, the signal can be 

regarded as arriving as a plane wavefront, each wavefront being 

received at the separate antennae at a different epoch. This difference 

is known as the delay time and is the primary observable of the technique. 

The received signal at each antenna is recorded on magnetic tape along 

with precise timing information derived from the station clock which is 

driven*by the atomic frequency standard. The recorded tapes from each 

station are subsequently brought together at a processing centre and the 

observed delay time is established. This is achieved by a complex 
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cross-correlation process in which several minutes of data recorded on 

the two tapes are temporally offset relative to each other in a 

correlätor until the recorded signals are seen to reinforce each other 

when combined. The recorded timing information enables a precise 

determination of the offset of the tapes and also enhances the quality 

control'of the`data recordings. A lack of synchronisation between the 

station clocks will clearly affect the measured delay time but will not 

affect the' determination of the baseline parameters from the solution. 

The description above is a simplified one as the delay time is 

continually changing due to the rotation'of the Earth during the 

observations. This is easily compensated for in order to measure the 

delay time but it also leads to another observable', the fringe frequency 

or delay rate, which is a measure of the rate of change of delay with 

respect to . time. It is öf more limited use than the delay observable 

as it is insensitive to the polar component of the baseline. However, 

it is nevertheless a very useful measurement. 

Using the delay observable, a number of observations of at least 

three sources enables a solution to be performed for the three components 

of the baseline (hence defining its distance and direction), the 

declinations and all but one of the right ascensions'of the observed 

sources, and a model` expressing the relative behaviour of the clocks at 

each station as a function of time. The baseline components are computed 

in terms of a classical geodetic system defined using the BIH zero 

longitude and Conventional International Origin and hence requiring 

knowledge of the pole position and UT1-UTC correction at the epoch of 

observation. The technique gives only information concerning the 

relative positions'of the'antennae and does not-evaluate their absolute 

positions on the Earth. 



4. 

The greatest asset of the method is that it is a geometrical 

technique which is completely independent of the Earth's gravity field, 

usually the limiting factor in any Earth or satellite based system. 

Furthermore, the scale of the system is defined by the velocity of 

propagation of microwaves in vacuo, a value very accurately known, and 

the orientation of the system is defined by the, "fixed" positions of 

the observed radio sources. These positions are related to the Earth 

based co-ordinate system via the epochs of the observations and the 

pole positions. 

The accuracy achieved is almost independent of the baseline length 

due to theinstrumental arrangement. Each antenna has receiving and 

recording equipment which will not be at all affected by any other 

station. 'Consequently, the recorded}data'from each station can be, 

brought together'in the correlator. and the observed delays and fringe 

frequencies are determined with an accuracy dependent on the quality of 

the recordings, a factor which is independent of the antennae separation. 

The expression "almost independent of baseline length" is used for two. 

reasons. Firstly, if the antennae are close together then the accuracy 

will improve due to the received'signal at each antenna passing through 

the same area of the atmosphere and hence reducing the effect of any 

unmodelled atmospheric effect on the results, and secondly, for baselines 

approaching the diameter of the Earth, the number of available sources 

to observe will decrease which may, if limited observing time is 

available, degrade the solution. 

The accuracies achieved by the technique-depend largely on the 

particular VLBI system being used. The latest development, the NRAO 

Mark IN system, is designed to determine the-two equatorial components 

of'the baseline to an accuracy of 5 cm, and the polar component to an 
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accuracy of 8 cm. , 
The most common system in use, the NRAO Mark II 

system, exhibits a standard deviation of the baseline length of around 

40-50 cm. The, lengths of the baselines should remain constant whereas 

the components will change according to the errors. in UT1_and the 

pole position. 

A system which exhibits this level of accuracy clearly has many 

uses in geodesy and geophysics.. It would be extremely useful in the 

establishing of a global geodetic reference system and for establishing 

connections between existing datums. As it suffers very little from 

systematic error effects, it can be used to calibrate lesser order 

surveying systems. and can be applied to studying effects,. such as changes 

in UT1, polar motion, Earth tidal movements, local crustal motion, 

tectonic, plate motions, precession, and nutation. . 
Further developments 

in instrumentation,, including the use of. satellites to act as. data 

links or radio sources, will further add to the range of effects, which 

can be studied by this precise measuring. technique. 

The purpose of this. research work has, been firstly to assess the 

accuracies which can be achieved from the VLBI technique over baselines 

of several thousand kilometres in length using two different inter- 

ferometer systems. Secondly, the objective has been to apply the 

results obtained to, the calibration of the Navy Navigation Satellite 

System (also known as the TRANSIT system). In, order to perform these 

tasks,, a number, of computer programs have been written which will process 

delay and/or fringe frequency (or delay rate) data observed by either 

two or three antennae using either of two different VLBI observing 

systems. These programs constitute the NULBIP (Nottingham University 

Long Baseline Interferometer Program) suite of programs. Having 

illustrated the accuracies which are achievable, the thesis then goes: 
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on to discuss the possible applications of the technique in geodesy 

and geophysics. 

The data used has been obtained from two sources. The majority 

consists of data observed by the three station array comprising the 

Chilbolton Observatory in Hampshire, England, the Algonquin Radio 

Observatory in Ontario, Canada, and the Owens Valley Radio Observatory 

in California, U. S. A. This data was observed in May. 1977 and January 

1978, using the Canadian VLBI system. The second data set consists 

of data from one observing period on the Haystack-Goldstone 4000 km 

baseline in the U. S. A. using the NRAO Mark I interferometer system. 

Satellite-Doppler observations have been made near all five of these 

telescopes at varying times and this data has been used in order to 

assess the systematic errors inherent in'the Doppler system by comparing 

the Doppler results with those obtained from the VLBI observations. 

The basic theory of the VLBI method is described in Chapter 2. 

This is followed, in Chapter 3, by a description of the adjustment method 

used together with its requirements and limitations. A description of 

the observing procedure and equipment is given in Chapter 4 while 

Chapter 5 describes the NULBIP suite of programs which have been written 

to process the data. The VLBI and Doppler observations which have 

been made are described in Chapter 6 and the results are presented and 

compared in Chapter 7. Chapter 8 discusses the application of VLBI 

to several. topics in geodesy and geophysics. The thesis is concluded 

in Chapter 9. 



CHAPTER 2: 

THEORY OF VERY LONG BASELINE 

INTERFEROMETRY 
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2.1 PRINCIPLE OF VLBI OBSERVATIONS 

2.1.1 The VLBI Technique 

The primary purpose of geodetic Very Long Baseline Interferometry 

is to obtain, from observations of extragalactic radio sources, the 

length and direction of the baseline between two widely separated radio 

antennae. 

Distant, extragalactic sources, for example quasars and Seyfert 

galaxies, emit random radio signals over a very wide frequency band 

and are at such a distance from the Earth that these signals can be 

regarded as coming from a 'point' source and to be reaching the Earth as 

plane wavefronts. If such a signal were to be received by two 

different antennae on, the Earth then, -in the idealised case of a 

non-rotating Earth, error free receivers, and no atmospheric refraction, 

the signals arriving at each station would be identical but separated 

in time by a constant delay. Thus'if it were possible to record the 

signal, on, an-error free, infinite bandwidth recording system, together 

with exact timing information as to the epoch at which the signals 

were received, it would be possible simply to compare the recordings 

and measure the time delay between the signal arriving at each of the 

antennae. 

This idealised example cannot, of course, be realised. The Earth 

will rotate during the propagation of the wavefront between the antennae, 

the received signals'at the separate antennae will have been affected 

differently by the atmosphere, and the receiving, recording, playback, - 

and timing'systems-will'not be perfect. Consequently a complex model of 

the baseline-source geometry must be established in order to derive 

the desired parameters from the observations. 

The VLBI observational technique, ignoring for the moment the 
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effects of Earth rotation and atmospheric refraction, is illustrated 

in Fig. 2.1. The signal from the source covers a wide frequency 

. 
bandwidth but the receivers are only capable of accepting a small 

section of this. This received frequency (RF) is usually chosen to be 

in the Gigahertz region and is centred about the quoted observing 

frequency (i. e. a 10.68 GHz observing frequency implies observations of 

a frequency band centred about 10.68 GHz). It is reduced to an 

intermediate frequency (IF) in the video band by 'beating' it against 

a very stable frequency derived from a local oscillator which is 

phase-locked to an atomic frequency standard. The resultant signal 

is then recorded on high data rate magnetic tape along with precise 

timing information provided by a clock which is also controlled by the 

atomic standard. The tapes from each antenna are transported to a 

central processing centre where they are played back and the separate 

data streams are correlated for different constant temporal offsets of 

the two tapes. The observed delay time, T. is determined from the 

known offset of the two tapes, determined from the timing information 

contained on them, which gives the maximum correlation coefficient. 

Each observation may consist of as much as five minutes of 

recorded data from which a delay time at a specific epoch is deduced. 

This smoothing over a long period is necessary as the recorded signals 

include a large proportion of 'noise'. On the assumption that the noise 

is random, the correlation of the signals should not be too greatly 

affected if each observation is derived from the recordings over a long 

enough time interval, although the signäl to noise ratio (SNR) will 

directly affect the quality of the observed data. 

The rotation of the Earth is continually changing the delay time 

and therefore allowance must be made for this effect in the playback 
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and correlation procedures when several minutes of data are used for 

each observation. This effect also results in a further VLBI observable 

which is a measure of the rate of change of the delay time; namely the 

'delay rate'-or 'fringe frequency' observable (see, §2.1.4). The 

absolute synchronisation of the clocks at each station is not critical 

since the, observation"of aýnumber of different sources in different 

areas of the sky enables the offset of the clocks and their inconsistent 

behaviour to be modelled in the adjustment process (see §2.4". 7):. 

Similarly, the effect of errors in the assumed source positions is 

minimised by solving for all but one of the observed source co-ordinates 

(see §3.4.3). Other factors affecting the operation of the system are 

antenna geometry effects (§2.4.1), Earth tides (§2: 4.3), the rotation of 

the Earth during the -time between the arrival of the signal at each 

antenna (52.4.4), atmospheric refraction (§2.4.5 and §2.4.6), polar 

motion (52.2.2), the movement of the source positions with time (. §2.3), 

and the effects of general and special relativity (§2.4.8). 

A fuller description of a general VLBI system, together with 

references and comments on several particular systems including the two 

from which data has been used in this study, is contained in Chapter 4. 

2.1.2 Co-ordinate Reference Systems 

The parameters involved in VLBI data reduction are based on several 

different co-ordinate systems and it is therefore essential to define 

the relationships and transformations between them. '' 

An antenna reference point will usually be connected to the local 

national triangulation and its position defined with relation to the 

geodetic datum (usually an ellipsoid of revolution) of that country. 

Consequently, it, is necessary to define the relative positions, 

. 
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orientations, and shapes of the different geodetic data upon which the 

separate antennae are defined. This allows all antennae, irrespective 

of their geographical, location and local geodetic datum, to be defined 

in the same system, referred to here as the "Average Terrestrial" system 

(see §2.1.2.1). 

Star positions are now conventionally documented in terms of their 

right ascension and. declination at the epoch 1950.0. However, due to 

the effects of precession and nutation (see §2.3.3 and §2.3.4 respectively) 

the positions of the celestial equinoxes and celestial poles (Smart, 

1977) change with time. Therefore, the star co-ordinates with respect 

to the equinoxes and poles at the epoch of observation differ from those 

of the 1950.0 catalogued positions. A corrected position, at epoch t, 

is known as either the true position of the star referred to the true 

equinox and equator of date or as its position relative to the true 

celestial system (see §2.1.2.2). 

The polar axes (the polar axis is that axis from the origin in the 

direction of a defined north pole) of the Average Terrestrial system and 

the true celestial system are not parallel. The axis of rotation of 

the Earth is affected by precession and nutation but the mean axis 

'wobbles' about the true or instantaneous axis due to other causes, 

this movement being termed 'polar motion' (see §2.2.2). The displacement 

of the instantaneous axis"of rotation from the mean axis, defined as the 

Conventional International Origin (CIO) or mean pole of 1900-1905, is 

computed and documented at 5-day intervals by the Bureau International 

de l'Heure (BIH). Certain other agencies also compute this data (see 

§2.2.2) but the BIH results are most commonly used. Parameters defined 

in the Average Terrestrial system can therefore be transformed into an 

instantaneous terrestrial system (see §2.1.2.3), whose polar axis is 
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parallel to that of the true celestial system, by means of the polar 

motion data. ý The directions of the equatorial axes of the true 

celestial system are related to those of the instantaneous terrestrial 

system by the epoch and hence all the terrestrial and celestial 

parameters can be related (§2.1.2.3). However, the overall results of 

the analysis for the Earth-based parameters and the star-positions will 

be in terms of the Average Terrestrial and 1950.0 celestial systems 

respectively. 

2.1.2.1 Terrestrial Co-ordinate Systems 

Conventional survey and computational techniques will usually 

result in the position of a point being specified in terms of its 

latitude, longitude, and height relative to the appropriate national 

geodetic datum. This geodetic datum is generally an ellipsoid of 

revolution whose size, shape, and position will usually be defined so 

that the reference surface (the surface of the ellipsoid) most closely 

approximates to the geoid in the area concerned. The geoid is "that 

equipotential surface of the Earth's attraction and rotation which, on 

average, coincides with mean sea level in the open ocean" (Bomford, 1975). 

Consequently, it is necessary that the computed co-ordinates of the 

reference point of each antenna on its respective local datum be 

transferred onto a common datum for the ensuing computations. 

The definition of a reference ellipsoid requires the choice of 

eight independent parameters, either implicitly or explicitly. These 

are that (Romford, 1975), 

(i) the minor axis of the ellipsoid must be parallel to the 

Earth's mean axis of rotation, the line joining the Earth's 

geocentre to the Conventional International Origin (CIO) 

(defines 2 parameters), 



13. 

(ii) the lengths of the major and minor axes, ae and-be, or the 

major axis and the flattening, ae and f, of the ellipsoid 

must be defined (2 parameters), 

(iii) the position of the centre of the, ellipsoid must be fixed 

(3 parameters), 

(iv) the zero of longitude must be defined, usually taken to be 

parallel to the Greenwich Mean Astronomic Meridian (GMAM) 

(1 parameter). 

The CIO is the mean position of the pole of rotation between 1900 and 

1905 as determined by the definition of the latitude of five 

observatories of the International Latitude Service (ILS) (_see §2.2.2). 

The GMAM is a plane, parallel to the mean axis of rotation, defined by 

the weighted mean of the longitudes of 54 observatories as determined 

by the Bureau International de 1'Heure (BIH). It is the meridian of a 

fictitious mean observatory. 

The position of a point,, P, on the Earth's surface. is specified in 

terms of the geodetic latitude, longitude, and height above the ellipsoid 

surface (see Fig. 2. II and*Fig. 2.111). The geodetic latitude, ý, is 

the angle between the line passing through P, normal to the reference 

surface (. the geodetic normal), and the equatorial plane (the plane 

perpendicular to the mean rotation axis and passing through the ellipsoid 

centre). The geodetic longitude, a, is the angle between the meridian 

(the great 'circle`. defined by the intersection of the ellipsoidal 

surface and the plane containing the rotation axis and P) through the 

point, P. and the zero meridian, i. e. the true Greenwich meridian, 

measured in the plane of the equator. The latitude and longitude are 

measured positive northwards and eastwards respectively. The height 

above the ellipsoid is a combination of the height above the geoid, h, 
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and the geoid-spheroid separation, N. The height above the geoid is 

measured along the plumb line (the line which-is perpendicular to the 

Earth's equipotential surface at P) and not along the geodetic normal 

but the difference is insignificant for this application (Mueller, 1969). 

The geoid-spher36d separation can be measured by either astronomical 

observations, satellite altimetry, or interpolation from existing geoid 

maps. The accuracy with which it is known varies greatly depending on 

the country concerned but in the United Kingdom it is typically around 

the one metre level. 

Introducing a cartesian co-ordinate system whose axes are defined 

as: 
g3 = the line coinciding with the rotation axis of the 

ellipsoid, and hence parallel to the CIO, positive 

northwards, ' 

gi = the line defined by, the intersection of-the zero geodetic 

meridian and the geodetic equator, positive towards 

Greenwich, 

and g2 = the line forming aright-handed system with g1 and g3, 

the co-ordinates of a point can be expressed in this system as: 

X9 = (v + h)cos ý cos A, 

X9 = (v + h)cos c sin a, (2.1) 

X9 = (v(1 - e2) . ±, h)sin. X, 

where v= the transverse radius of curvature, Fk (Fig. 2.11) _ 

ae(l - e2sin2ý)- , Fae2 2 

an de= the eccentricity of the ellipsoid e 
2 
e 

This cartesian co-ordinate system is illustrated in Fig. 2.111. It is 
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Fig. 2. IV Transformation of gi, i=1 to 3, cartesian co-ordinate 

system into the Average Terrestrial System hi, i=1 to 3 

now necessary to define the "Average Terrestrial" system whose axes are: 

h3 = collinear with the line joining the geocentre to the CIO. 

(i. e. the mean rotation axis), positive northwards, 

hl = the line defined by the intersection of the GMAM with the 

reference equator (the plane perpendicular to the mean 

rotation axis and passing through the geocentre), positive 

towards Greenwich 

and h2 = the line forming a right-handed system with hl and h3. 

This set of axes will rotate with the Earth. 

Clearly, the axes of the co-ordinate systems hi, 'i =1 to 3, and 

gi, i=1 to 3, are parallel and therefore the transformation from one 

to the other involves only a translation, as shown in Fig. 2. IV. Thus: 
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hi 

Fig. 2. V Geocentric ellipsoidal co-ordinates 

on the hi, i=1 to 3, system 

Xi = X9 + oXlý.. 

X2 =. X9 + AX2, 

X3 = X9 + AX3. 

hý- 

2 

(2.2) 

It may be that the origin of the local geodetic datum is also at the 

geocentre in which case AXi, i=1 to 3, will equal zero. In this case 

the local datum is known as an absolute reference system. For the most 

common case when oXi, i=1 to 3, are not all equal to zero, the local 

datum is known as a relative reference system. The transformation back 

from the baseline components obtained in the VLBI analysis, which will 

be relative to the Average Terrestrial system, to co-ordinates on the 

appropriate national geodetic data is dealt with in §8.2.1. 

It is a common practice in astronomy to express the co-ordinates of 

a station in terms of its geocentric latitude, 4', geocentric longitude, 

x', and geocentric radius, r, as shown in Fig. 2. V. The axes of this 
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system are those previously defined as hi, i=1 to 3, and therefore 

the co-ordinates of the station in this system can be derived from 

either: 

Xi =. r cos 4' cos x', 

X2 =r cos sin A', (2.3) 

X3 =r sin ý' , 

or from (2.2) according to the data available. 

2.1.2.2 Celestial Co-ordinate Systems 

The fundamental astronomical reference systems are based on the 

celestial equator and the ecliptic (see Fig. 2. VI). The celestial 

equator is the circle on the celestial sphere, the sphere of infinite 

radius having the Sun at its centre and upon which all the stars.: are 

assumed to lie, defined by the intersection of the plane perpendicular 

to the Earth's axis of rotation and passing through the Sun, and the 

surface of the celestial sphere. The, ecliptic plane is the mean plane 

of the Earth's orbit around the Sun, ignoring short term periodic 

perturbations. The angle between these two planes is termed the 

obliquity of the ecliptic, -c. The fundamental reference parameters for 

angular directions are the equatorial plane and the ascending node of 

the ecliptic on the equator (known as the 'vernal equinox', 'the equinox', 

or the 'first point of Aries', and denoted by y). It is equivalent to 

the point at which the Sun, on its apparent orbit around the Earth, 

crosses the equator from north to south. 

Star catalogues, referenced to a specific epoch, give the 

co-ordinates of each star in terms of its right ascension, ao, and 

declination, do (see-Fig. 2. VI). The right ascension is the angle 
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between the celestial meridians through the star and through the first 

point of Aries, as measured in- the equatorial plane and positive 

eastwards. The declination is the angle subtended at the celestial 

centre (the Sun) by the plane of the equator and the direction to the 

star, measured positive northwards. At the present time, the Fourth 

Fundamental Catalogue, FK4 (Fricke and Kopff, 1963), is considered to be 

the catalogue of highest positional accuracy and therefore the one to 

which others are compared. It contains the positions'of 1535 stars at 

the fundamental epoch 1950.0 (see Appendix A. 2) and may contain errors of 

0". 07 (Bomford, 1975). The co-ordinates of radio sources used in VLBI 

observations are consequently also referred to the epoch 1950.0 and 

comparison of star positions derived from VLBI observations to FK4 

Icatalogued, positions have shown good agreement (Clark et al, 11976). 

The fundamental celestial cartesian co-ordinate'system can be 

defined in terms of the three axes, 

fi = the line joining the Sun to the mean equinox of the epoch 

1950.0, 

f3 = the line joining the Sun to the mean north celestial pole 

of 1950.0, 

and f2 = the line perpendicular to fi and f3 and forming a right- 

handed triad. 

Mean equinox and mean pole in this context imply the equinox and pole 

positions have been corrected for the effect of precession only, and not 

for the effect of nutation (See later). With respect to this system of 

axes, the unit vector in the direction of a star, Sf, whose catalogued 

1950.0 co-ordinates are ao and %, is therefore: 
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Cos do Cos ao 

Sf = cos 60 'sin'a0 (2.4) 

sin 60 

As the centre of the celestial system is the Sun, its displacement from 

the Earth's geocentre, the origin of the Average Terrestrial system 

(see §2.1.2.1), should be taken into account. However, this parallax 

effect is negligible for VLBI sources and hence the vector Sf is 

applicable for a celestial system with the geocentre as its origin as 

well as for a system with the Sun as its origin (see §2.3.6). 

The equator and ecliptic, and hence the equinox, are continually 

in motion due to the gravitational attraction of the Sun, Moon, and other 

planets on the Earth. (These effects, known as precession and nutation, 

are dealt with in §2.3.3 and §2.3.4 respectively. ) Consequently, for 

use in the computations, the unit vector in the direction of the source 

must firstly be defined in relation to the true equinox and equator of 

date (i. e. the equator and equinox at the epoch of observation derived 

from those of 1950.0) by applying corrections for both precession and 

nutation. The true celestial cartesian co-ordinate system at the epoch 

of observation therefore has axes defined as: , 

ei = the line joining the geocentre to the true equinox of date, 

e3 = the line perpendicular to the true equator at the desired 

epoch and passing through the geocentre, positive northwards, 

and e2 = the line perpendicular to both el and e3 and forming a 

right-handed system. 

Hence, the unit vector representing the true position of a star at a 

specific epoch and referenced to the cartesian system ei, i=1 to 3, is 
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of the same form as (2.4) but with the true star co-ordinates at the 

specified epoch replacing the catalogued co-ordinates. This set of 

axes, unlike the axes of the terrestrial systems defined in §2.1.2.1, 

will not rotate with the Earth but will remain fixed in space except for 

the slow movement due to precession and nutation. 

2.1.2.3 Instantaneous'Co-ordinate System 

For use in the computational procedure, an 'instantaneous' cartesian 

co-ordinate system must be defined which is easily related to the Average 

Terrestrial system, hi, i= 1-to 3, and the true celestial system, ei, 

i=1 to 3. The 'instantaneous' co-ordinate system at any epoch has its 

origin at the geocentre and its axes: 

m3 = in the direction of the instantaneous pole of rotation of 

the Earth, 

mi = in the direction on the instantaneous Greenwich zero 

meridian, 

and m2 = forming a right-handed orthogonal system with ml and m3. 

It rotates with the Earth relative to the celestial sphere. All 

observations are evaluated in this system by transforming all the 

terrestrial and celestial parameters into it. 

The transformation between the true celestial system and the 

'instantaneous' system involves only a rotation about the e3 axis by an 

amount equal to the Greenwich Apparent Sidereal Time (GAST) (see §2.4.2) 

at the epoch of observation (see Fig. 2. VII). Thus Sm, the unit vector 

in the true direction of the source with respect to the 'instantaneous' 

system mi, i=1 to 3, is given by: 

Sm =R Se (2.5) 
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Fig. 2. VII Relationship between the cartesian co-ordinate 

systems ei, i=1 to 3, and mi, i=1 to 3 

where Se is the unit vector in the true direction of the source in the 

ei, i=1 to 3, system and: 

cos GAST sin GAST 0 

R=. 
-sin GAST cos , 

GAST 0 (2.6) 

001 

This gives 

cos S cos h 

Sm = -cos d sin h (2.7) 

sin 6 



25. 

where h= Greenwich Apparent hour angle'of the source, 

=GAST - a, 

and a and a are the true right ascension and declination of the star. 

It must be noted that Sm is not the vector to be used in the data 

adjustment process. The true position of the star must be converted to 

an "apparent" position with respect to the ei, i=1 to 3, co-ordinate 

system by application of the corrections for aberration(see §2.3.2). 

The unit vector in the direction of the apparent source, S, must then be 

formed and used in the adjustment. 

The transformation from the Average Terrestrial system into the 

'instantaneous' system is accomplished by two rotations whose magnitudes 

are equivalent to the displacement, along two orthogonal axes, of the 

direction of the instantaneous pole with respect to the CIO pole. If 

bm is the interferometer baseline vector in the 'instantaneous' system 

and b the baseline vector in the Average Terrestrial system, then 

bm 
= 

W. b 
, 

(2.8) 

where 
W= the 'wobble' or polar motion matrix derived in §2.2.2. 

2.1.3 Basic Delay Time Formula 

Consider a set of axes (X, Y, Z) which are parallel to those of the 

'instantaneous' cartesian co-ordinate system mi, i=1 to 3, but whose 

origin, for convenience, is at the telescope A (Fig. 2. VIII). The 

direction to the source, S, is as given in (2.7) and is insignificantly 

affected by the origin being at telescope A rather than at the geocentre 

(see §2.3.6). If the Earth is presumed to remain stationary during the 

propagation of the wavefront from A to B then, considering only the 

baseline-source geometry, the geometric delay, Tg, is given by: - 
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from 

m2 

bm or AB : baseline vector 

bx, by, bz : baseline components 

as 6 right ascension and declination of source 

GAST : Grenwich Apparent Sidereal Time of the observation 

h: apparent hour angle of source (GAST -a) 

c: velocity of, microwaves in vacuo 

s: unit vector in the direction of the source 

T9 : the geometric delay 

PB or T9c: delay distance 

Fig. 2. VIII Basic delay geometry 
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bmI sin e 
T9 =c (2.9) 

and 
bm. S = Ibml ISI. cos(90° + e). (2.10) 

Expanding (2.10) gives: 

bX cos s cos h 

by 
. -cos s' sin h= ýbmýcos(90° + 0), 

L bZ sin d 

(bxcos a cos h- by cos d sin h+ bz sin ö) 
-sin e= 

IbýI 
(2.11) 

m 

Therefore, combining (2.9) and (2.11) gives: 

Tg = (bxcos is cos h- bycos ö sin h+ basin a). (2.12) 

Consideration of-the definition of the scalar product, (ä. b) is the 

component of the vector ä in the direction. of the vector b (Lennox and 

Chadwick, 1972), (2.12) can be more concisely expressed as: 

-bm. S 
T9 =c (2.13) 

Clearly, knowing the values of c and S in (2.13) and observing Tg, the 

baseline vector bm can be obtained. 

The derivation of this formula implies positive delay for a signal 

arriving at-antenna A before antenna B and therefore the sign of this 

formula may alter depending on the particular VLBI system. The use of 

the geocentre as the origin of the co-ordinate system employed in the 

data reduction procedure will not affect this expression for the geometric 

delay time as a translation of the origin will not alter the baseline 

components. 
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Fig. 2. IX Interferometer phase geometry 

2.1.4 Phase, Group Delay, and Fringe Frequency 

The delay time equation (2.13) gives. the time travelled by a 

wavefront from a; source between it reaching each of two antennae. 

Assuming this wave to be a pure sine wave, it has a specific wavelength 

and velocity. Hence the phase-in the absence of the atmosphere (i. e. 

the number of radians travelled by the wave in time T9 (see Fig. 2. IX, 

in which the antennae foci are omitted for clarity) is given by: 

2, r rc 
_ 9p 

where a= wavelength, 

ý= phase, 

(2.14) 

T9p = phase delay (i. e. the delay time associated with this pure 

sine wave). 

The fractional phase, i. e. the point on the phase cycle at which the 

wave reaches an antenna, can be measured extremely accurately (2-30) but 
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problems exist within the overall system which result in integer-cycle 

(27) ambiguities in the determination of the phase and phase delay due 

to the unknown number of whole wavelengths in the wave transit from P 

to B (see §4.1.2). These problems chiefly arise due to unknown phase 

effects caused by local oscillator instability and refraction in the 

atmosphere, and also due to the correlation process itself. It might 

be possible to measure phase by continual tracking from an initial epoch 

at which-the phase were known, but any loss of data acquisition could 

introduce ambiguity. Consequently, phase and phase delay are not 

used as primary observables except on short baselines, where accurate 

a priori knowledge serves to eliminate the ambiguity, and in certain other 

circumstances (see §8.7.3) (Campbell, 1978). 

In practice, observations are made over a finite frequency 

bandwidth and hence the delay measured is the 'group delay', i. e. the 

delay of a combination of waves of different frequencies and wavelengths. 

The dispersive nature of the Earth's atmosphere results in the velocity 

of a signal being dependent on its frequency. The phase velocity of an 

electromagnetic wave is the velocity of a single frequency pure sine 

wave such that: 

V 
p=n 

where VP = phase velocity, 

and n= phase refractive index of the medium. 

The combination of several waves of different wavelengths, and therefore 

different velocities, results in the combined wave travelling with. a 

group velocity, VG, given by (Bomford, 1975), 

C 
F-G 

where nG = group refractive index of the medium. 
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The group delay is one of the two primary observables in the data 

analysed in this thesis and hence the remainder of this chapter is 

specifically designed to be applied to group delay observations. However, 

in most cases, the derived corrections and formulae apply equally well 

to phase delay measurements. 

Due to the rotation of the Earth, the delay distance, Tc, is 

changing F wavelengths of the observing wavelength, A, in one second. 

Therefore, the signal received at the antennae is a combination of the 

observed frequency from the source, w, and a component due to the Earth's 

rotation, F. This frequency is known as the 'fringe frequency' or 

'fringe rate' and is-given by (Jones, 1969): 

d(Tc) 

F= dt/ý 

dr 
= w. d (2.15) 

which from (2.14) becomes: 

27r (2.16) 

Although the absolute phase is very difficult to measure without 

ambiguity, the changing phase can be measured relatively simply and hence 

fringe frequency is the second type of primary observable. Fringe 

frequency is also dependent on many other factors affecting the phase of 

the interferometer (e. g. changing atmospheric refraction, precession, 

nutation, clock errors) which are dealt with in §2.5. 

In part of the data used here, the 'delay rate', dT/dt (the rate 

of change of delay with respect to time) is employed as an observable 

instead of the fringe frequency. Equation (2.15) shows the simple 

relationship connecting these two. 
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2.2 TERRESTRIAL PARAMETERS AND TRANSFORMATIONS 

2.2.1 Baseline Definition 

It is clearly necessary to be able to define an antenna reference 

point to which all baseline solutions can be referred. It is also 

essential that this reference point be an easily identifiable point on 

the antenna structure so that conventional survey measurements can. be 

taken to it in order to connect VLBI observations to the local 

triangulation. Although radio telescopes are usually immense structures 

this is in fact not a difficult task. 

An antenna is steered by means of rotations about two mutually 

orthogonal axes, one of which remains stationary with respect to the 

Earth while the other rotates about it. Theoretically, the fixed axis 

may be in any position but the three usual systems are (Robertson, 1975): 

(i) the fixed axis is aligned with the local vertical, termed an 

altitude-az math mount, 

(ii) the fixed axis is horizontal, termed an X-Y mount, and 

(iii) the fixed axis is in the direction of the Earth's axis of 

rotation, termed an equatorial mount. 

Therefore, for an altitude-azimuth mounted antenna for example, the 

antenna rotates in a horizontal plane about the fixed vertical (azimuth) 

axis while the horizontal (elevation) axis rotates around it and 

controls the angle of elevation of the antenna in the vertical plane. 

The definition of the antenna reference point with respect to these 

axes is again dependent on the individual antenna structure. If the two 

axes intersect, then the antenna reference point is this point of inter- 

section. If the two axes do not intersect, then the reference point is 

the intersection of the plane of rotation of the moveable axis with the 

line of the fixed axis. This is illustrated for an altitude-azimuth 
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Fig. 2. X Definition of the antenna reference point for an 

altitude-azimuth mounted antenna with non-intersecting drive axes 

mount in-Fig. 2. X. , The effect on the observations of axes which do not 

intersect is discussed in, §2.4. '1 for delay observations and in §2.5.3 

for-fringe-frequency observations. 

2.2.2 Polar Motion 

The rotation axis of the Earth is affected by precession and 

nutation and hence, notwithstanding other effects, is defined parallel 

to the rotation axis of the celestial sphere. However, there is a 

motion of the Earth relative to its axis of rotation which, results in 

the body of the Earth moving with respect to the rotation axis, this 

motion being termed 'polar motion'. In other words, if a rigidly 

mounted telescope on the Earth is pointed in the direction of the CIO, 
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it will, in principle, remain pointing in the direction of the CIO but 

its direction with respect to the instantaneous axis will be 

continuously changing (Bomford, 1975). The movement of the axis can 

be categorised as follows (Bomford, 1975): 

(a) A periodic motion around a mean position with an amplitude between 

011.06 and 0". 1 and a period of one year. This is presumed to 

result from meteorological causes. 

(b) A periodic motion around a mean position of amplitude between 

0". 08 and 0". 18 and period 14 months. This is known as the 

Chandler period and is due to the uneven mass distribution within 

the Earth causing the directions of the principal axis of inertia 

and the rotation axis to differ slightly. 

(c) The movement of the mean position of the pole by 0". 2 along 

meridian 90°W in the last 60 years. 

In 1899, the International Latitude Service (ILS) was formed and 

consisted at that time of six observatories at approximately latitude 

3908', namely Misuzawa, Carloforte, Tschardjui, Ukiah, Gaithersburg, 

and Cincinnati (Henriksen, 1977). This network had the prime purpose 

of observing the zenith distances of specified stars in order to 

determine the motion of the actual rotation axis of the Earth with 

respect to the body of the Earth. The ILS continued this work, with an 

occasionally changing observing network, until 1962 when the International 

Polar Motion Service (IPMS) was formed. The IPMS consists of about 50 

observatories and includes the five observatories of the ILS that were 

still observing in 1962. Another organisation, the Bureau International 

de 1'Heure, also computes polar motion data which, together with their 

computation of UT1 (see §2.4.2 and Appendix A. 4), comprises a definition 
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of the orientation of the Earth in space. The computed, data from 

the BIH is published about one month after observation in the monthly 

BIH Circular D reports. This data is summarised annually in the BIH 

Rapport Annuel. The BIH data consists of a combination of IPMS data 

and data obtained from a number of independent observatories, for 

example, in 1969 data from 76 observatories was used (Fliegel and 

Wimberley, 1974). The variability of the rotational behaviour of the 

Earth makes extrapolation of the Circular D data unreliable and,, therefore, 

for use in space craft navigation-the BIH Rapid Service was established 

(Fliegel and Wimberley, 1974). This service obtains data from about 

ten of the most reliable observatories and computes UT1 and polar motion 

data at 3.5 day intervals (as opposed to the Circular D 5-day--intervals) 

and makes this data available soon after observation. The classical 

method of determining the polar motion involves using the Horrebow- 

Talcott observation and reduction method on pairs of stars which lie on 

the same meridian at opposite and equal distances from the zenith 

(Bomford, 1975 and Henriksen, 1977). The observations are generally 

made with Visual Zenith Telescopes (VZT's), Photographic Zenith 

Telescopes (PZT's), and occasionally with Floating Zenith Telescopes (FZT's). 

Aside from the BIH and IPMS, the only continuous monitoring and 

publishing of polar motion data is carried out by the Doppler Polar 

Motion Service (DPMS) of the United States Department of Defense (DoD). 

In addition, data is observed and computed intermittently by several 

other organisations involved in lunar and satellite laser ranging, 

observations of celestial radio sources (of which VLBI is one such 

technique), and observations of artificial satellites. §8., 8.2 contains 

a discussion of VLBI as applied to the computation of polar motion 
(Fanselow et al, 1978). 
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The position of the instantaneous pole with respect to the CIO 

is published in the BIH Circular D in terms of a displacement in the 

direction of an x-axis along the Greenwich meridian and a y-axis along 

longitude 900W. These values of the pole position, xp and yp, are 

given in seconds-of-arc and hence represent the direction of the 

instantaneous axis rather than the position of the instantaneous pole. 

The values are given to the nearest 0". 001 although the precision of 

each co-ordinate is around 0". O1 (ti 0.3. m) (Henriksen, 1977 and Yumi, 

1972). A plot of the motion of the pole during 1977 with respect to 

these axes is given in Fig. 2. XI. 

To reconstruct the baseline geometry existing at the epoch of 

observation, the a priori baseline components in the Average Terrestrial 

system, his i=1 to 3, must be rotated into the instantaneous terrestrial 

system, mi, i=1 to 3, such that: 

bm =Wb. 

This will result in all the quantities of the baseline-source 

configuration being relative to'either the 'm' or 'e' systems whose polar 

axes are coincident and whose x and y axes are separated by an angle 

equivalent to the GAST at the observation epoch (see §2.4.2). This 

rotation from the Average Terrestrial system to the instantaneous 

terrestrial system is achieved by a rotation of yp about the hl axis 

followed by a rotation of xp about the m2 axis. In matrix notation 

this is (see Appendix B): 

4J = R1(yp)R2(xp) 

cos xp sin xp sin yp -sin xp cos yP 

=0 cos yp sin yp (2.17) 

s L in xp -cos xp sin yp cos xp cos yp 



36. 

90, 

Greenwich 
00 longitude 

Fig. 2. XI Plot of the motion of the instantaneous pole with respect to 

the Conventional International Origin for 1977 (from the 

smoothed values given in the BIH Rapport Annuel, 1977) 
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2.3 SOURCE POSITIONS AND TRANSFORMATIONS 

2.3.1 Introduction 

The equatorial and ecliptic planes are continuously in motion in 

relation to each other due to the gravitational attraction of the Sun, 

Moon, and the other planets. This motion can be divided into the 

effects known as 'precession' and 'nutation' (see §2.3.3 and §2.3.4 

respectively). Precession is the regular motion of, the pole of the 

equator about the pole of the ecliptic resulting in a westerly motion of 

the equinox on the equator of about 50". 4 per year. Nutation is a 

short periodic motion of the celestial pole about the precessed, or 

mean, pole. The mean place of a star is its position with respect to 

the mean equator and equinox of date, i. e. the equator and equinox of 

the fundamental epoch (1950.0) corrected for the effect of precession 

only. The true place of a star is its position with respect to the 

true equator and equinox-of date which are derived from those of the 

fundamental epoch corrected for both precession and nutation. The 

apparent position of a star differs from this true position due to the 

effect of annual aberration (§2: 3.2.1). The effects of proper motion 

of a star (92.3.5) and parallax (§2.3.6) are negligible for sources used 

in VLBI. A correction for the effect of diurnal aberration is not 

required, as it is equivalent to the 'retarded baseline' correction (see 

52.4.4), but it is nevertheless described in §2.3.2.2. 

The rigorous reduction detailed in the following sections involves 

the application of corrections for annual aberration, precession, and 

nutation to the catalogued 1950.0 source co-ordinates in order to give 

the apparent place of the star at a subsequent epoch. The unit vector 

in the direction of the apparent source position at epoch t is (Mueller, 

1969, and Scott and Hughes, 1964): 
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-D 
AA 

C+ NP sf (2.18) 

Ctan c 

where P= the precession matrix, 

N= the nutation matrix, 

and C and D are the Besselian day numbers at epoch t, c is the obliquity 

of the ecliptic at epoch t, and sf is defined in (2.4). This implies 

that the catalogued co-ordinates are first corrected for precession, 

then nutation, and then the aberration correction is added. 

2.3.2 Aberration 

Due to the motion of the Earth and the finite velocity of light, c, 

an observed source appears to be in a direction slightly displaced from 

its actual geometric direction. Consider a ray of light emitted from a 

star at time t and arriving at a point on Earth, moving with a velocity 

vector v, at a time t+nt (see Fig. 2. XII). The distance travelled by 

the light is c. et. The law of aberration states that the apparent 

direction of the star at epoch t+et, as viewed from antenna A, is in the 

direction AOS. In other words, the apparent (observed) direction at 

time t+ot is the same as the geometric direction at time t if the point A 

were moving with a constant linear velocity v (E. S. A. E., 1977)* Thus, 

due to aberration, there is an angular displacement (e-81) between the 

geometric and observed directions. 

Considering the triangle SAGA In the diagram and applying the sine 

rule: 

sin AOSA AOA 

sin SAGA SA 
. ..... .................. 

* E. S. A. E. is a standard abbreviation for "Explanatory Supplement to the Astronomical Ephemeris". 
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Star 

Fig. 2. XII The principle of aberration 
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_> sin(e-el) = ct At sin el. 

(e-el) is. small, therefore sine-el) = (e-el) in radians, and hence: 

(9-61)" =C sin el cosec P, 

=K sin el. (2.19) 

K is defined as the constant of aberration and is currently accepted 

as 20". 496 on the assumption that the Earth's orbit is circular. 

The total phenomenon is termed 'stellar aberration' and it can 

be categorised into three separate effects. Firstly, annual aberration 

(§2.3.2.1), which is caused by-the rotation of the Earth around the 

Sun; ' secondly, diurnal aberration (§2.3.2.2) caused by the rotation of 

the Earth about its own axis, and finally, secular aberration due to the 

motion of the centre of mass of the solar system in space. The effect 

of secular aberration is usually unknown and hence is assumed to be 

implicitly included in the catalogued star positions. 

2.3.2.1 Annual Aberration 

Annual aberration is the displacement of the observed position of 

a star from its-geometric position due to the rotation of the Earth 

around the Sun. The apparent position of a source will therefore move 

on an elliptical path of semi-major axis 20". 496, period one year, and 

with an eccentricity depending on the stars' position, about the geometric 

position. Fig. 2. XIII illustrates the resultant geometry (assuming 

the Earth's orbit is circular) where Xs equals the true celestial 

longitude of the Sun (Mueller, 1969). Fig. 2. XIV shows the situation 

on the celestial sphere with the observer, A, at its centre and moving 

in the direction AF (Mueller, 1969). S is the geometric source position, 
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Fig. 2. XIII The geometry of annual aberration 

S' the apparent source position, (0-el) the angle of aberration, and e 

the obliquity of the eclipttic as given in (2.31). By the definition 

of the law of aberration (§2.3. ), A, S, S', and F are coplanar. 

From the spherical triangle SS'T in Fig. 2. XIV (see Appendix E): 

oa = a' -a=K sin e cos p sec 6 
(2.20) 

-K'sin e sin ý, , 

where a and 6= geometric right ascension and declination of the source, 

and «' and a' = right ascension and declination of the source having 

corrected for annual aberration. 

From the triangle SPF, 

sin e cos f= cos aF sin(aF - a) , (2.21) 
-sin e sin t= sin SF cos 6- cos SF sin 6 cos(aF - a), 

and from triangle FYL; 
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Fig. 2. XIV The effect of annual aberration on an observed star position 

assuming a circular orbit of the Earth around the Sun 
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sin as = cos aF cos SF 

cos. As sin c= sin SF , (2.22) 

- cos as cos e= sin SF cos SF. 

Combining equations (2.20), (2.21) and (2.22) yields the corrections to 

the source co-ordinates due to annual aberration as: 

Aa = -K sec d(cos a cos ascos c+ sin a sin as), 
(2.23) 

DS = -K(cos As cos e(tan c cos sin a sin 6) + 

cos a sin 6 sin as). 

These expressions are simplified by the notation: 

Aa = a' -a = Cc+Dd 

na = a' -6= Cc' + Dd' 

where C- - Kcos e cos as, 

0=- Ksin as, 
c= cos a sec S, 

d= sin a sec 6, 

c' = tan c cos a- sin a sin a, 

and d' = cos a sin 6. 

(2.24) 

C and D are termed the Besselian day numbers, and c, d, c' and d' are 

termed the star constants. 

However, the Earth's orbit around the Sun is not circular but 

elliptical. This results in further terms of the annual aberration 

correction, known as the E-terms of elliptical aberration, which depend 

on the eccentricity, e, and the longitude of perihelion, 7, of the 

orbit and are of maximum amplitude 0". 343. The perihelion is the 

position at which the Earth is at its closest to the Sun. These terms 

change very slowly and hence are conventionally included in the catalogued 
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star position and thus omitted from the annual aberration corrections. 

Consequently, the-annual aberration correction strictly becomes 

(Mueller, 1969 and E. S. A. E., 1977): 

Aa = Cc + Dd 
(2.25) 

as = Cc' + Dd' 

where c, c', d, d' are as given-in (2.24), 

C= -K . cos. > Xs 'cos Z- ice cos Tr cos F-, 

p= -ic sin XS - , Ke sin , r, 

and e= eccentricity of the orbit. 

The elliptic aberration terms can be updated and added to the source 

co-ordinates to give the apparent co-ordinates. 

The Besselian day numbers are quoted in the Astronomical Ephemeris 

for 0 hours ET for each day and can be interpolated for other epochs. 

These values are given with respect to the mean equator and equinox of 

the beginning of the nearest Besselian year. In order to convert 

these values, and hence the aberration vector in (2.18), to the true 

equator and equinox of date, the aberration vector formed from the 

documented data must be multiplied by the matrix B where: 

B= R3(-f)R2(A)R1(B) 

and A and B are also Besselian day numbers and f is an "independent day 

number", all of these being tabulated in the Astronomical Ephemeris. 

2.3.2.2 Diurnal Aberration 

The diurnal aberration correction accounts for the difference 

between an observed star position and the geometric star position due 

to the rotation of the Earth about its own axis. It is not applied in 

this work in deference to the 'retarded baseline' correction (see §2.4.4). 
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The corrections to be applied to the source right ascension and 

declination are (Smart, 1977 and E. S. A. E., 1977): 

Aa = a'; - a= Os. 0213 p cos 4' sin h sin S. 
(2.26) 

ns = s' -s= 0". 320 p cos 4'' cos h sec 6, 

where 6, a= uncorrected star co-ordinates, 

s', a' = corrected star co-ordinates, 

ý' = geocentric latitude of the observer, 

p= radius of the Earth at the observer divided by the 

equatorial radius, 

and h= local hour angle of star. 

The hour angle, h, is calculated from (Hotter, 1967), 

h= Local Apparent Sidereal Time (LAST) -a 

where LAST = UT +A+9.8565 x UT`(hrs) + GAST + tE, 

UT = Universal Time at the epoch of observation, 

A= observer's longitude, 

GAST = Greenwich Apparent Sidereal Time, 

and of = the equation of the equinoxes, the right ascension of the 

mean equinox referred to the true equator and equinox. 

2.3.3 Precession 

General precession is the combination of luni-solar precession, 

the smooth long period motion of the pole of the equator around the 

pole of the ecliptic caused by the gravitational attraction of the Sun 

and Moon on the Earth's equatorial bulge, and planetary precession, the 

slow rotation of the ecliptic about a slowly moving diameter due to the 

gravitational effect of the planets on the Earth. 
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Sun 

Fig. 2. XV The theory of luni-solar precession 

Luni-solar precession rotates the mean celestial pole around 

the ecliptic pole with a period of about 25,800 years and amplitude 

of approximately 23.50 (the obliquity of the ecliptic). This causes 

a westerly motion of the equinox, the origin of right ascension of the 

celestial system, of about 50. "3 per annum. To illustrate this effect, 

the sun exerts an attractive force on the Earth's equatorial bulge as 

shown in Fig. 2. XV, where Fi > F2 (Mueller, 1969). The centrifugal 

forces, cl and C2 (Cl < c2), generated on the equatorial bulge due to 

the rotation of the Earth around the Sun, combine with the forces F1 

and F2 to give resultant forces, R1 and R2, as illustrated. The 

components of these resultant forces in the direction perpendicular to 

the equator exert a turning moment which attempts to rotate the equator 

towards the ecliptic. The combination of this turning moment and the 

rotational momentum of the Earth causes the characteristic precessional 

motion of the Earth's pole about the ecliptic pole. 

The planetary precession is a much smaller effect resulting in the 

westerly motion of the equinox and a decrease in the obliquity of the 

ecliptic of 0". 125 and 0". 47 per annum respectively. 

The precession as a whole is specified by the three angles Co, z, 
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and e. Referring to Fig. 2. XVI where to is the initial epoch (here 

1950.0) and t is the subsequent epoch of observation, the three 

precession angles are defined as: 

90o - ýo = right ascension of the ascending mode of the equator of 

epoch t on the equator of to, referred to the equinox of to, 

900 +z= right ascension of the ascending node of the equator of 

epoch t on the equator of to, referred to the equinox of t, 

and 9= inclination of the equator of to to that of to. 

From constants derived by Newcomb, the expressions for these three 

angles are (E. S. A. E. , 1977): 

r. o = (2304". 250 + 1". 396 TQ)T + 0". 302T2 + 0". 018T3, 

z= co + 0". 791T2 + 0". 001T3, (2.27) 

0= (2004". 682 - 0". 853To)T - 0". 426T2 - 0.042T3,, 

where the initial epoch is 1900.0 + To and the final epoch is 

1900.0 + To +T and To and T are measured in tropical centuries (see 

Appendix A. 6.1). 

The rotation matrix to transform co-ordinates in the 1950.0 

system to the mean celestial system of date is (Mueller, 1969): 

P= R3(-90° - z)R1(e)R3(90° - c°) (2.28) 

where Ri(a) rep/resents an anticlockwise rotation of a about the ith 

axis when viewed towards the origin from the positive end of that axis 

(see Appendix B). Therefore, the elements of the precession matrix 

in conventional notation are: 
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rig. 2. XVI The definition of the precession angles co, z, and e 
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pil = -sin z sin ýo + cos z cos e cos 4o 

p12 = -sinn cos Co - cos z cos 6 sin co 

P13 = -cos z sin e, 

P21 = cos z sin co + sin z cos 0 cos co , 
P22 = cos z cos 40 - sin z cos e sin co , 

(2.29) 

P23 = -sin 8 sin z 

P31 = cos Co sin e, 

P32 = -sin 0 sin ýo 

p33 = cos 0. 

Newcomb's observationally determined value for the speed of 

general precession in longitude at the epoch 1950.0 of 5025". 64 per 

tropical century is well known to be too low. However, it has been 

retained to provide computational continuity and internal consistency in 

the system of astronomical constants (Langley, 1979). 
. 

The uncertainty 

in this value is between +1". 3 and 0". 0 (Melbourne et al, 1968), the 

upper value resulting in uncertainties in the precession angles of: 

e(go) = 0". 60T, 

e(z) = 0". 60T, 

and e(e) = 0". 52T. 

2.3.4 Nutation 

Astronomical nutation is the irregular elliptical motion of the 

true pole about the mean pole in a period. of about 19 years and with an 

amplitude of approximately 9",. The four dominant causes of the 

nutation are (Cannon, 1978): 

(i) The precession of the plane of the lunar orbit with a period 

of 18.6 years (6789 days), 
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(ii) the eccentricity of the Earth's orbit, which has a period 

of 265 days, 

(iii) the disappearance of the solar gravitational torque every 

6 months (183 days) when the Sun crosses the equinoxes, 

and (ix) the eccentricity of the lunar orbit, which has a period of 

27.6 days. 

The nutation is specified in terms of ne, the nutation in obliquity, 

and ep, the nutation in longitude, -'as illustrated in Fig. 2. XVII where 

the axes ei, i=1 to 3, are those of the true celestial system as 

described in §2.1.2.2 and pi, i=1 to 3, are the axes of the mean 

celestial system of date. The theory upon which the present method for 

the calculation of the nutation is based can be found in Woolard (1953) 

and the numerical series for computing of and 4 are tabulated in 

Appendix C (E. S. A. E., 1977). 

From the diagram, the rigorous transformation necessary to'transform 

a mean star position to its true position involves a rotation through 

the mean obliquity of the ecliptic, e, about the mean equinoctial line 

(pl axis) followed by a negative rotation through the nutation in 

longitude, -off, about the mean ecliptic pole and, finally, a negative 

rotation through the true obliquity of the ecliptic, -(c+ae), about the 

true equinoctial line (el axis). In matrix notation: 

N= R1(-e-ie)R3(-o*)R1(c) (2.30) 

where c= 230.452294 - 00.0130125T - 00.00000164T2 + 

00.000000503T3 (2.31) 

with T measured in either tropical or Julian centuries since epoch 

1900 January 0.5 ET (Julian Day 2415020.0) (see Appendix A. 6.2). 
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F; Q 2 XVII The definition of the notation angles is and eq) 
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With E=e+ Ac, expansion of (2.30) gives: 

nil = cos ný, 

n12 = -sin Av cos e, 

n13 = -sin c Sin j), 

n21 =sin et cos e, 

n22 = cos cos c cos At + sin sin c, ' (2.32) 

n23 = cos sin c cos At - sin cos c, 

n31 = sin sin At, 

n32 = sin c cos c cos At - cos sin e, 

n33 = sin 7 sin e cos At + cos cos e. 

The components of N have a level of uncertainty around the 0". 01 

level due to the fluidity of the Earth's core, the elasticity of the 

Earth, the errors in the lunar theory used in the determination of the 

expansions for Sc and ft, and the empirical nature of the determination 

of these expressions. 

2.3.5 - Proper Motion and Source Structure 

The proper motion of a star, is the angle, u, subtended at the Sun 

and measured in arcseconds, through which the star moves in one year 

(Smart, -1977)-. -- Referring to Fig. 2. XVIII, the cartesian co-ordinates 

of a star, -with respect to the fi, i=I to 3, system described in 

§2.1.2.2, corrected for the effect-of proper motion are (Hotter, 1967): 

AAI". 
>'} 

Sp = Sf + UT, 

where Sf = unit vector in the direction of the catalogued star position 

as given in (2.4), 

AA Sp = Sf corrected for the effect of proper motion of the star, 
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Star position at 
epoch (tfl tropical 
year) 

Fig. 2. XVIII , The effect, of proper motion on a star position 

Ü= üi ül (i and ui are the components of the velocity and 

02 ü2 acceleration of the star respectively), 
ý3 ü3 

and T= 
rte 

(t is the elapsed time since the calaloguing epoch). 

The values of üi, üi, and t must be in compatible units. 

For the extragalactic sources used in VLBI experiments this 

correction is expected to be less than 0". 001 per century 

and is therefore not applied here. Clearly, the effect of proper motion 

of a source during observation is also ignored. Observations in the 

United States of close source pairs have yielded an upper limit of 

0.0005 arcsec/year on their relative proper motion (Shapiro, 1976). 

Although the theory presented here assumes that the observed 

quasars are 'point' sources, they have in fact an angular size of the 

order of milliarcseconds. The centre of brightness of a source may be 

in continual motion within the area of the source and hence it may appear 
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in a different place at different times and when viewed by different 

baselines. -Changes in the brightness structure of the order of tenths 

of a milliarcsecond have been observed (Shapiro, 1978) and consequently 

an attempt is being made to calibrate the effect of source structure 

on the observations (Ryan-et al, 1977) 

2.3.6 Parallax 

The unit vector in the true direction of the source at the epoch 

of observation has been defined in terms of a heliocentric system (see 

§2.1.2.2). The direction must therefore be referred to the geocentre 

by application of corrections for parallax. Considering the worst case 

of the Sun-Earth-source configuration illustrated in Fix. 2. XIX: 

Source 

u the parallactic angle 

cb 

Sun Earth 
a 

Fig. 2. XIX The parallax effect 

sin 11 =c or uc 

where u= the parallactic angle. 

Therefore, a displacement in the direction of a star due to geocentric 

parallax (i. e. the displacement of the direction as viewed from the 

geocentre compared to the heliocentric direction) of 0". 001 (5 x 10-9 

radians) requires the ratio a: c to equal 1: 2 X 107. Clearly, this 

effect is negligible as the distance of VLBI sources, such as quasars, 
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from the Earth is of. the order of 7x 109 light years (Robinson, 1972) 

compared with the distance of the Sun from the Earth of approximately 

150 x 106 km (15.7, x 10_6 light years). Similarly, the topocentric 

parallax due to the displacement of the observer from the geocentre will 

not affect the direction of the source, but it may affect the phase 
I 

measured by the interferometer. 

In order that the parallax has an insignificant effect on the 

phase (see §2.1.4) measured by the interferometer of less than-one 

wavelength, it-is necessary that (see Fig. 2. XX) (Cannon, 1978): 

b 
Earth 

Source 
- r- - 

A 

Fig. 2. XX The effect of parallax on interferometer phase 

b(1 - cos e) <ý A 

where, _° 
=b. 

This requires that: 

r? b' 
2a 

(2.33) 

Therefore taking r= 6400 km and A=2.8 cm, (2.33) requires that 

b>7x 10" km or 0.1 light year. Clearly, this effect is insignificant 
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for extragalactic sources but not for sources within the solar system, 

especially for longer wavelength observations. 

In conclusion, for VLBI observations using extragalactic sources, 

both topocentric and geocentric parallax may be ignored but for 

observations of sources within the solar system topocentric parallax 

will have a significant effect on the phase of the interferometer. 

All the data used in this thesis has been observed from extragalactic 

sources. For a full treatment of the corrections for parallax see 

((Mueller, 1969; Smart, 1977; and E. S. A. E., 1977). 

2.4 REDUCTION OF VLBI OBSERVATIONS 

2.4.1 Antenna Geometry 

The signals arriving at an antenna will not be received and 

recorded at the antenna reference point. Consequently, the relationship 

between the observed delay time and that between a signal reaching each 

reference point must be evaluated (Cannon, 1978). 

Assume a baseline is defined by the reference points of two 

antennae whose rotation axes intersect. If both antennae are observing 

the same source, then the baseline and the vectors in the direction of 

the source form a plane in which lie axes of symmetry of the paraboloid 

dishes of the antennae (Fig. 2. XXI). The geometric delay, Tg, from 

(2.14) is the theoretical delay between the signal arriving at the two 

antenna reference points. Denoting the dimensions of the antennae in 

units of light travel time (i. e. instead of expressing a length in 

metres, it is given in terms of the time it would take light to travel 

that distance, e. g. 10 m= 10/c secs) the distance from the reference 

point to the paraboloid vertex is tv and the distance from the vertex 

to the focus is tf. The latter is equivalent to the distance between 
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the directrix of the paraboloid and its vertex. A further delay is 

caused by the finite time interval, ti, between the signal arriving at 

the antenna feed horn, situated at the focus, and the recording of the 

data. 

Therefore, considering a wavefront which arrives at the focus of 

antenna A at time t+ ti and at the focus of antenna B at time t+ t2 , 

the delay obtained at the subsequent correlation of the recorded data 

tapes is (again ignoring the atmosphere, Earth rotation, etc. ): 

(tý + t2 + tB) - (t0 + tl + tA) 

= t2-tl+(tB -tA) (2.34) 

Referring to the diagram: 

T9 =y. t0+t2-t6+tg) -(to+tl -tf+tý) 

_ (t2 - ti) - (tf - tf)'+ (tB - tv) . (2.35) 

Therefore, combining (2.34) and (2.35) gives: 

T9+(tg-tA)+(tf-tf) (tv 
V) 

For an antenna in which the drive axes do not intersect, the 

distance between the focus and the reference point is continually 

changing according to the elevation of the antenna (Fig. 2. XXII). In 

this case, the distance tv consists of two components, te which remains 

fixed and td which-does not. Defining the vector 
D 

as connecting the 

reference point to the closest point on the line of the elevation axis: 

td = ýS (2.36) 

Therefore, the observed delay, T, is related to the geometric delay, rg, 
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'antenna geometry' correction 

by the relation: 

T= T9 - ATd + ATagi (2.37) 

where ATagi = the constant delay caused by the antenna geometry and 

instrumental effects, 

and ATd = tö - tö = the changing delay due to the offset of the 

antennae drive axes. 

The whole or part of this term may disappear if both or either of the 

antennae have intersecting drive axes. 

The term (tg -tA) may change with time due to temperature, tension, 

and twist changes in the cables. This can be monitored but such 

calibrations have only recently been performed (Ryan et al, 1977) and no 
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allowance is made in this model. Hence (ti - t') is regarded as a 

constant for the interferometer. The terms (tf - tf), and (te - te), 

and SDI are also assumed to remain constant. Some very large telescope 

structures suffer appreciable deformation while observing (the reference 

point at the Effelsberg telescope in West Germany can move as much as 

5 cm while tracking a source (Campbell, 1979)) and this must of course 

be modelled for high precision observations. Deformation of the dish 

surface itself due to wind and gravity loading and differential heating 

amounts to only a few millimetres as above this the telescopes would 

be unable to focus X-band signals (wavelengths of around 3 cm) (Ryan et al, 

1977). Again, no data is available on antenna deformations and as the 

magnitude and direction of any such movement is unique to each antenna, 

no model has been formed. 

In conclusion, the constant term ATagi in (2.37) will not affect 

the estimation of the baseline parameters. As it is a constant term 

contributing to each observation, it is equivalent to an offset between 

the two station clocks and will hence affect the solution of the clock 

error model constant offset term, co (see §2.4.7). 

2,4.2 Observation Epoch 

As stated previously, a VLBI observation is obtained-from several 

minutes of data which are then adjusted to give an observed value at a 

specific, iepoch. 
Imagining that the observation is of one particular 

discrete wavefront, the epoch of observation is given as the UTC time 

of the arrival of the wavefront at antenna A as kept by the clock at 

station A. Antenna A is hence known as the 'reference' station and 

antenna B is known as the 'remote' station. The choice of which antenna 

is the reference and which the remote station depends entirely on the 
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VLBI system being used but the above convention will be adhered to in 

the following sections. The expansion from this analogy of only one 

observed wavefront to the real case of a continuously received signal 

does not alter the situation. 

The adjustment of the UTC observation epoch to an epoch expressed 

in terms of Greenwich Apparent Sidereal Time (GAST) is achieved in the 

following way. A summary of the various time systems used in this 

reduction and their respective properties is given in Appendix A. 

(i) The UTC epoch is converted to a UT1 epoch by means of the 

UTC-UT1 values as published in the monthly BIH Circular D and yearly 

BIH Rapport Annuel. These values are tabulated at 5-day intervals to 

the nearest Os. 0001. 

(ii) The time interval between 0 hr UT of the day in question and 

the derived UTl epoch is converted to an interval in GMST by applying 

the standard conversion factor between universal and sidereal times of 

(E. S. A. E., 1977): 

ST interval = UT interval x (1.002737909265 + (0.589xl0-l0)Tu) 

(2.38) 

where Tu = the number of Julian centuries of 36525 days of universal 

time elapsed since the epoch of Greenwich mean noon 

(12 hr UT) on 1900 January 0. 

This mean sidereal time interval can be assumed to be equivalent to an 

apparent sidereal time interval over periods of less than one day without 

significant loss of accuracy. 

(iii) The addition of the (assumed) GAST interval to the GAST at 

0 hr UT for that day gives the GAST at the epoch of observation. The 

0 GAST at 0 hr UT is given for each day in the Astronomical Ephemeris 



62. 

(A. E. ) and hence there is no need for the computed intervals of GAST to 

be greater than one day. 

The GAST is the angle between the true equinox of date and the 

Greenwich zero meridian as measured in the plane of the equator of the 

true celestial system defined in §2.1.2.2 or the 'instantaneous' system 

defined in §2.1.2.3, and as illustrated in Fig. 2. VII. 

2.4.3 Earth Tides 

The Earth is an elastic body and is deformed by the gravitational 

attractions of the Sun and Moon.. Consequently, the overall baseline 

length and the baseline components are time dependent. The maximum 

tidal effect at one station is 78.13 cm (Melchior, 1978) and the tidal 

effect on the length of a.. VLBI baseline has a usual maximum value of 

around 20 cm. 

There are three main spherical harmonic functions describing the 

tides, namely the sectorial function, which defines tides with a semi- 

diurnal period, the tesseral function, defining tides with a diurnal 

period, and the zonal function, whose tides are exhibit a fourteen day 

period for the Moon and a six-month period for the Sun. A description 

of the cause and effects of the different tidal functions, together with 

an overall description of tidal effects, theories, and instrumentation, 

is given in (Melchior, 1978). The components of the tidal forces along 

the three mutually perpendicular axes illustrated in Fig. 2. XXIII are: 

oz aw ' ar 

ox aw 
r94 

OY w 
r cos as 
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Fig. 2. XXIII Earth tide force components 

where W is the gravitational potential and r, 4, and a are the radius, 

latitude and longitude respectively of the station. In practice, these 

forces would be measured by the use of a gravimeter for the vertical 

(OZ) force and by horizontal pendulums for the horizontal (OX and OY) 

forces. The deformations in the X and Y directions are small 

(Robertson, 1975) and hence are not considered in the model applied 

here. The resulting tidal deformation, er, induced in the OZ direction 

at a station is given by: 

hW 
ar =9 

where g= gravity, 

and h. = a 'Love Number'. 

The 'Love Number' , introduced in 1909 by Love, relates the tidal force 
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to the resultant tidal deformation and is considered as h=0.584 for 

this application. Inhomogeneities in the Earth's response to the 

tidal potential cause the Love's Numbers to be a function of station 

location and hence values of h may differ from 0.584 by up to 0.08 

(Melchior, 1966). 

The equation for the tidal deformation at a station is given by 

(Robertson, 1975 and Melchior, 1966): 

or = hu , 

where u= A{cos24(aicos(2LHA + , yl) + a2cos(2LHA -u+w+ p2) 

+ a3cos(2LST + VP3) + a4cos(2(GST+X) + ý4)) + 

sin 24(a5cos(GST+a+i, s) + a6cos(LHA -u+ ý6) + 

a7cos(LST -a+ *7)) - (1.5sin2+ - 0.5)(aß + agcos(p-w) 

+ a10cos 2p + ailsin 2a)}, 

mean longitude of the Moon, 

= (4.719967 + 8399.709T) radians, 

a= mean longitude of the Sun, 

(4.881628 + 628.3319T) radians, 

longitude of the lunar perigee, 

= (5.835152 + 71.01803T) radians, 

T= time in centuries since 1900.0 (see Appendix A), 

GST = Greenwich Sidereal Time (see §2.4.2 and Appendix A), 

LHA = lunar hour angle = GST -u+x, 

LST = solar hour angle = GST -v+a, 

A= 26.7 cm= 9 
D, 

D= Doodson's Constant = 2.627723 m2s-2, 

and al = 0.908 ý1 =0 

a2 = 0.174 V2 =0 

a3 = 0.423 *3 =0 

(2.39) 
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a4 = 0.115 *4 =0 

as = 0.531 *5 = -900 

a6 = 0.377 = +900 

0 a7 = 0.176 ý7 _ +90 

a8 = 0.739 

a9 = 0.083 

alo = 0.156 

all = 0.073. 

For application to the determination of the a priori VLBI baseline, 

the components of this tidal movement in the Average Terrestrial 

system hi, i=1 to 3, are given by: 

exi = er cos ý' cos a'. 

ex2 = er cos sin a' 
h 

ex3 = er sin q 

where 0' and A' are as defined in §2.1.2.1. Hence the baseline 

components in the direction of the ith axis is given by: 

bi (xh - xi) + (oxi - AA ) (2.40) 
BABA 

where x'B and xiA are defined in (2.2), i=1 to 3, and subscripts A 

and B represent antennae-A and B respectively. 

2.4.4 Retarded Baseline 

The equation for the geometric delay, Tg, derived from §2.1.3, 

assumes a stationary Earth during the wave transit. Clearly, the 

rotation of the Earth about its axis will add another component to the 

delay time. Assuming the convention that the epoch, t, of an observation 
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Fig. 2. XXIV The retarded baseline correction 

is the time of the signal arrival at antenna A and that positive delay 

implies arrival at antenna A first, then for positive delay the wavefront 

will reach antenna B at time t+ot (see Fig. 2. XXIV). Denoting the 

position of antenna A at time t by A(t), the correction to be applied 

to the geometric delay will be the component of the vector B(_t)B(t+nt) 

in the direction to the source. Therefore, 

-VBQ 
ATr =c (2.41) 

where ýB 
= the velocity vector of antenna B at epoch t due to Earth 

rotation. 
The maximum geometric delay for terrestrial antenna sites is about 

21 ms at which a movement of antenna B of about 10 m would occur, thus 

giving a contribution to the delay time of about 30 nanoseconds. It 

is appropriate to make the approximation that nt = Tg for use in (2.41) 
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since the additional delay time due to rotation of the Earth during the 

, 
time interval ATr amounts to only a few microns. The departure of the 

, actual antenna position B(t+nt) from that assumed in (2.41), which 

computes the movement in the direction of the velocity vector of the 

antenna at epoch t, results in a negligible contribution to the delay 

time. 

In conclusion, the formula for the delay time including the effect 

of Earth rotation during-the wave transit is: 
-- A. 

-ý "Vs 

c Tr _ -b. s B* (2.42) 

where all the quantities are relative to the 'instantaneous' co-ordinate 

system mi, i=1 to 3, which is rotating with the Earth. Hence, 

Vg = 

-r cos e' sin x' 

ar cos 4' cos a' , 
0 

(2.43) 

where 7 is the rate of rotation of the Earth as computed in (2.52) and 

r, c', and X' are the geocentric radius, latitude, and longitude as 

described in §2.1.2.1. Strictly speaking, and. A' should be rotated 

into the 'instantaneous' system before being input to (2.43) but the 

polar motion values are insufficiently large to make this factor 

contribute significantly to the computed delay time. The assumption 

that VB (3) equals zero implies that the rotation axis of the Earth is 

stationary. Although this is clearly not the case, the resultant error 

is again negligible. 

9 

2.4.5 Tropospheric Correction 

The troposphere (including the stratosphere) extends up to about 
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40 km above the Earth's surface and causes the retardation of a signal 

passing through it due to a decrease in the propagation velocity and a 

bending of the ray path. The amount of the effect of this refraction 

on range measurements varies from about 2 metres in the zenith direction 

to approximately 100 metres at the horizon (Chao, 1974). This 

refraction is dependent on the atmospheric constituents, the dispersion 

of the signal, and the non-homogeneity of the atmosphere, but is almost 

independent of the frequency of the signal. 

Several models have been developed to compute the effect of the 

atmosphere on microwaves. These usually model vertical profiles for 

each of the meteorological components of the atmosphere based on surface 

measurements of temperature, pressure, and'water vapour content. 

Measurements of the water vapour content along the line of sight to the 

source can also be made by water vapour radiometers which measure the 

microwave brightness around the 23 GHz water vapour emission line 

(Ryan et al, 1977) For convenience, the correction 

is divided into a part due to the dry component of the atmosphere and a 

part due to the wet component of the atmosphere. The dry component 

accounts for 85-90% of the refraction effect and can be reliably 

modelled to ±1% for elevation angles above 10 (Robertson, 1975). The 

wet component is less well understood but as its contribution to the 

'total correction is only 10-15% and the model is reliable to ±10%. 

then the resultant error is not unduly significant. In an ideal 

horizontally homogeneous (stratified) atmosphere, ray path bending will 

occur only in the great circle plane and hence will not affect the 
41 

azimuth angle of observation. Above 100, the effect of ray path 

bending on the elevation of a source is negligible (Crane, 1976) and 

hence observations with either antenna observing below this value are 

rejected. 
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Two models have been used in this study. The are: 

(i) the simplified Hopfield model which is based on the more 

complex atmospheric model of Hopfield (Hopfield, 1969 and 

1972) and computes the atmospheric delay along the ray 

path using surface meteorological data, 

and (ii) Chao's model, which computes the atmospheric delay along 

a ray path at any elevation angle from the atmospheric 

delay in the zenith direction (Chao, 1974). 

Both these models are ideally suited for the use of average meteorological 

data for an observing period but can also be used for regularly observed 

data. The two models, along with conversion factors for different 

meteorological measuring units, are described fully in Appendix D. 

For application to VLBI observations, ' the non-homogeneity of the 

atmosphere and the different elevation angles at which two antennae 

will track a source cause the tropospheric contribution to the single 

ray path at each station to be different. For the case of positive 

delay illustrated in Fig. 2. XXV, the plane wavefront GG' outside the 

Earth's atmosphere is differentially refracted such that when the signal 

arrives at A, the wavefront lies along AP. The delay due to the 

atmosphere along the ray path to antenna A, ATätm, is therefore A'P. 

The signal will continue along the path PB undergoing a delay due to 

the atmosphere of ATatm" On the assumption that the point P lies 

outside the troposphere then the geometric delay, Tg, is related to 

the observed (in this case observed meaning corrected for tropospheric 

refraction only) delay, T, by: 

T= T9 - &T trop I -. (2.44) 

where ATtrop ATA. m - ATät 
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Fig. 2. XXV Tropospheric correction geometry 

If the above assumption was not valid, then the tropospheric model 

would have to compute separate refraction effects for different levels 

of the troposphere leading to a less reliable correction term. Due 

to the rejection of low elevatfon observations this condition occurs 

rarely for long baselines and if P in the diagram is only just within 

the troposphere the error introduced will only be small as the 

tropospheric refraction effect decreases with height above the Earth. 

It is possible to solve for a parameter representing the 

tropospheric contribution to the delay during part or the whole of an 

observing period. This is dealt with in Chapter 3. 

2 . 
4.6 Ionospheric Correction 

The ionosphere is that part of the upper atmosphere between 

approximately 40 and 100 km where the existence of large quantities of 

antenna u antenna A Earth's 
surface 
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free electrons and ions, produced by ultraviolet radiation from the 

Sun, affects the propagation of radio waves. The ionospheric 

refractive index depends on the observing frequency, the Earth's 

magnetic field, the collision frequency, and the electron density of 

the ionosphere (Mathur et al, 1970). The refractive index for an 

observing frequency f is: 

n=1+ 
C1 

+ 
C? 

+ 
C3 

+'.... 
f2 f3 f4 

(2.45) 

where the c terms are functions of time and position but independent 

of frequency (Wells, 1974). The third-order terms are mainly due to 

the Earth's magnetic field and hence for frequencies above 450 MHz 

are much smaller than the f2 term (Bomford, 1975). Consequently, the 

refractive index can be approximated to (Bonford, 1975): 

n=1- 
NO 

27rmf2 

where N= electron density (m'3), 

e= electron charge (1.6021 x 10-19 C), 

m= electron mass (9.1091 x 10-31 kg), 

and f= observing frequency (Hz). 

The values used for e and m are from (Langley, 1979) and lead to the 

expression: 

n1_ 
40.28N 

f2 

The phase delay of the ionosphere along the path length, s, is therefore: 

pý =1 
((n-1)ds 

ion c 

-40.28 f Nds. 
f2c 
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This implies the phase is decreased by the plasma and the phase velocity 

exceeds that of light in vacuo. However, the group delay is increased 

by the same amount and therefore: 

AT _ 
40.28 
fc 

j'Nds. 

This formula can also be expressed in terms of the angle, i, between 

the ray and the local vertical, and the zenith path length, h, by 

(Hagfors, 1976) : 

40.28 fn 
ion f2c cos 1 dh. (2.46) 

This formula illustrates the elevation dependence of the ionospheric 

contribution to the observations. For all but the most exceptional 

of electron density profiles, ray bending maybe ignored although, as 

evident from (2.46), the worst case is for low elevation observations 

which, as mentioned with regard to the tropospheric correction (§2.4.5), 

are rejected in the adjustment. 

The integrated electron density may typically vary between 

5x 1017 m-2 by day to 5x 1016 m"2 by night (Hagfors, 1976) although 

this may be even higher following solar storms. The density will 

also be positionally variable. The contribution of the ionosphere to 

a signal propagation time at a typical observing frequency of 10 GHz 

is around 1 nanosecond, increasing with lower elevation. Therefore, 

the contribution to a group delay observation (§2.1.3) has an expected 

maximum of 1 nanosecond but generally will be of the order of 0.3 

nanoseconds (Langley, 1979). As is the case in the tropospheric 

correction to a group delay observation, (2.44): 

z= T9 - AT ion ' (2.47) 

where otion = tTAon - scion 



73. 

' The modelling of the ionosphere for use in VLBI experiments-has shown 

insignificant changes-in'the, post-fit residuals or baseline results 

'(Robertson, 1975). Consequently, no attempt has been made to model 

the ionospheric contribution to the observations in this study. 

This results in the tropospheric correction parameters (when they are 

included as unknowns in the adjustment) absorbing part of the ionospheric 

correction. This should be remembered if these parameters are of 

,,, special interest. - 
The removal of the first-order correction can be achieved by 

taking observations at'two widely separated frequencies, as is being 

currently done by the American NRAO Mk III interferometer system 

(see Chapter 4) at X-band (8.4 GHz) and S-band (2.3 GHz). It 

should also be possible to form an ionospheric correction derived from 

''satellite-Doppler measurements (also a dual frequency correction) in 

: -the vicinity of a VLBI observation direction. Other methods of 

;: measuring the electron density, for example radar sounding from the 

Earth and 'topside sounding' from satellites, are described in 

-I(Hagfors, 1976). 

2,4,7 Clock Behaviour Model 

The instrumental delay of an interferometer consists of three 

: parts. Firstly, the delay between receiving of the signals and recording 

of the signals at each antenna (§2.4.1), secondly, the contribution due 

. to non-intersection of the antennae drive axes (52.4.1), and finally, 

an apparent delay caused by the continually changing relative offset 

between the clocks at the different antennae. As mentioned previously, 

no attempt has been made to model the first of these and therefore they 

will contribute towards the results of the clock behaviour model, as 
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will any inaccuracy in the modelling of the second factor. 

The atomic frequency standard employed at each antenna phase-locks 

the station local oscillator chain and drives the station clock (see 

Chapter 4). Each clock is brought as close as possible to the UTC 

time scale by comparison with a 'master' clock or by synchronisation 

with Loran C timing signals (see Appendix A. 7). However, there will 

inevitably be an initial offset and a relative drift of the time as kept 

by: 'the clocks throughout the observations. 

The relative clock offset can be modelled by the use of a 

polynomial in time such that ATC, the relative clock offset at time t, 

is.. given by: 

oTC = c0 + c1t + c2t2 + ,,, (2.48) 

The major problem is to decide what order of polynomial to use. If 

too great'an order of polynomial is employed, as well as reaching the 

point of 'diminishing returns' the model may force a fit onto an effect 

independent of clock behaviour and hence lead to erroneous, though 

apparently satisfactory, results-. 

:... It is current practice to use hydrogen maser frequency standards 

0 4.3.1) which it is claimed give a stability limit of 1 part in 1014. 

At this stability, the effects of second and higher order error terms 

are less than one nanosecond per day and therefore a polynomial of 

order one would be satisfactory'. However, this stability is frequently 

not achieved and higher order polynomials must be used. The decision 

to use a higher order polynomial is an empirical one which can be 

"assessed by different criteria. Comparison of clock times with Loran C 

transmissions may give an impression of the clock behaviour (Langley, 

-1979). Otherwise, the study of the residuals of än'adjustment using a 



75. 

first-order polynomial may show definite higher-order effects which 

require removal (assuming these are clock errors and not due to some 

other cause). Furthermore, a clock may need more than one model 

applied to it if there are discontinuities in its behaviour or power 

failures during use. Fig. 2. XXVI is a plot of the residuals obtained 

from VLBI observations made between Haystack Observatory and Goldstone 

Observatory in the USA in August 1972 (see §6.2) with only a zero-order 

clock polynomial applied. The linear trend, normally modelled by 

using a first-order polynomial, is clearly visible. The, definite lines 

formed by groups of points represent observations of the same source. 

A description of the method employed to produce this plot is given in 

§8.5. The computation of the model for the relative behaviour of 

independent atomic clocks from VLBI observations enables these clocks to 

be synchronised to a high degree of accuracy (Counselman et al, 1977). 

A method of eliminating clock effects by observing two different 

sources simultaneously is described in (Robertson, 1975) and (Shapiro, 

1978). 

2,4 ,8 
Relativity 

Relativistic principles show that separate clocks will exhibit a 

different rate according to their individual velocities in space (Sears 

and Brehme, 1968). A full understanding of the relativistic conversion 

between the observed atomic time (time as observed by an atomic clock 

on the moving Earth) and co-ordinate time (time as measured in a solar 

barycentric co-ordinate system) would enable all observations to be 

reduced to the latter system and be adjusted, as described by Robertson 

(1975). However, for the adjustment procedure described and used in this 

work, all measurements are made and adjusted in an Earth-fixed system and 

hence the effect of relativity on the synchronisation of the separate 
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station atomic clocks is of importance, rather than the overall 

relativistic effect on the clocks. 

The relativistic effect on Earth-bound clocks can be divided into 

two distinct components, namely that which is the same for all 

Earth-bound clocks and that which is different for each individual clock 

(Thomas, 1975). -' The first of these components contains both the'effect 

due to the speed of the centre of mass of the Earth and the 'clock 

invariant part' of the potential, located at the Earth's mass centre 

(i. e. that part of the gravitation potential due to the mass of all the 

other solar system bodies excepting the Earth). The residual terms, 

after removal of these two effects, are principally periodic in nature. 

The second component, which cadses'a difference in the rate of 

the clocks, can also be split into two parts. - Firstly, there is a 

contribution based on the clock geopotential-and velocity relative to 

the centre of-mass of the Earth. The velocity, v, of a clock relative 

to the Earth's mass centre causes relativistic effects of order 

v2/c2 =10-12 seconds. However, the differential effect is of importance 

in VLBI and this is negligible. - In fact, two clocks with the same 

geopotential height should run at the same rate whereas clocks at different 

geopotential heights have different rates, of the order of 1.1x10-13 s/km 

of differential altitude. This part of the clock rate difference will 

be constant for two specific clocks and hence will be absorbed into the 

relative clock drift term, cl of the clock error polynomial in the VLBI 

adjustment (see §2.4.7). The second part of the clock rate difference 

is periodic but much less significant than the previous component. 

2.4.9 Full delay time equation 

The delay time equations ignoring relativistic effects and 

ionospheric refraction, with antenna A as the 'reference' station, and 
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treating the delay as positive when the signal reaches antenna A first, 

is: 

^V .S 
(2,9) 

T= -b. s 1-B *s 

where b= the baseline from antenna A to antenna B expressed in the 

instantaneous co-ordinate system mi, i=1 to 3 (§2.1.2,3). 

and corrected for antenna geometry effects (§2.4.1) and Earth 

tides (§2.4.3), 

A= the unit vector in the direction of the source in relation to 

the instantaneous co-ordinate system mi, i=1 to 3, having 

corrected for precession (§2.3.3), nutation (§2.3.4), 

aberration (52.3.2), and the observation epoch (§2.4.2), 

c= the velocity of propagation of microwaves in vacuo, 

V= 
= the 'retarded baseline' correction (§2.4.4) where VB is the 

velocity vector of antenna B, the 'remote' station, 

AT trop = the'contribution to the delay time of the tropospheric 

refraction of the signal received at each antenna (§2.4.5), 

and co + clt = the clock error polynomial describing the relative 

behaviour of the clock at each station as a first order 

polynomial where t is the time since initialisation (further 

terms may also be added if necessary) (82.4.7). 

2.5 REDUCTION OF'VLBI FRINGE-FREQUENCY-OBSERVATIONS 

2.5.1 Basic Fringe'Frequency Equation 

The reduction methods described here apply equally well to both 

the delay rate and fringe frequency observables. However, allowance 

must be made for the fact that the delay rate is the fringe frequency 

divided by the observing frequency (see (2.15)) and hence all the formulae 
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derived here for the fringe frequency observable need to be divided by 

the observing frequency before being applied to delay rate data 

reduction. 

There are certain features of the data reduction procedure which 

are identical for both the. delay and the fringe frequency adjustment 

models. The baseline over which the observations are made (§2.2.1), 

together with, the Average Terrestrial: co-ordinate system hi, i=1 to 3, 

on which it is defined, are the same as for the delay observable. The 

application of the Earth tide correction (§2.4.3) and the polar motion 

transformation (§2.2.2) in order to define the baseline in the 

instantaneous terrestrial system mi, i=l. to 3 (§2.1.2.3), for each 

observation is defined and'computed, in the same manner for the fringe 

frequency observable as for the delay observable. Also, the definition 

of'the co-ordinates of the observed sources, the co-ordinate systems on 

which these are based (§2.1.2.2), and the transformations relating to 

them (§2.3), are all the same. The continually changing values of 

precession and nutation do affect the observation of fringe frequency 

and are dealt with in §2.6.2. The rate of change of annual aberration 

is not significant and is hence not considered. Similarly, the time 

dependent changes in the baseline geometry due to Earth tides, polar 

motion and the (UT1-UTC) offset, are not considered due to their 

magnitude being insignificant. Furthermore, as no data is available and 

because it is only a very small effect at high frequencies, the correction 

to be applied to the fringe frequency in order to account for refraction 

in the ionosphere is not considered. 

Throughout the VLBI data reduction process there are several time 

scales in use. Though the choice is somewhat arbitrary (Robertson, 1975) 

the delay rate is defined as the derivative of the delay with respect to 

the time as kept by the 'reference' clock (see §2.4.2). Therefore, the 
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fringe frequency is also defined as being proportional to the time as 

kept by the reference-clock. 

The basic fringe frequency equation is derived by differentiating 

the combination of (2.13), (2.5), and (2.18) to give: 

Fb 
c-W 

(RNPs + RNP^ + R(A + NPs") ) (2.50) 

where bm = the 'instantaneous' baseline vector defined in (2.8), 

s= the unit vector in the direction of the source with respect 

to the mean equator and equinox of 1950.0, 

w= the observing frequency,, 

R= the GAST rotation matrix defined in (2.6), 

N= the nutation matrix defined in (3.23), 

P= the precession matrix defined in (2.29), 

p, N and R= the'time derivatives of the precession, nutation and GAST 

rotation matrices respectively, 

A= the aberration vector defined in (2.18), 

and c= the velocity of propagation of microwaves in vacuo. 

The derivative of the GAST rotation matrix is given by: 

-sin(GAST) 

R=n -cos(GAST) 

0 

cos(GAST) 0- 

-s in (GAST) 0 

00 

where a=2, r x 1.002737909265/86400.0 rads/sec (2.52) 

= rate of change of sidereal time, 

and 1.002737909265 = the conversion factor from Universal Time to 

(2.51) 

Sidereal Time. 
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2.5.2 Precession and Nutation 

The rate, of change of precession and nutation with respect to 

time contribute several millihertz to the observed fringe frequency. 

It is therefore essential to model this contribution as shown in (2.50). 

The matrix describing the rate of change of precession with 

, respect to time is defined by differentiating (2.58) to give: 

R3(-900-z)R1(e)R3(900-c0) + 

R3(-90°-z)R1(O)R3(90°-ý0) +' (2.53) 

R3(-90°-z)R1(e)R3(90°-c0) 

where z, e, and ýo are the precession angles defined in (2.27) and 

Ri and Ri are defined in Appendix B. From (2.27): 

go = 
((230411.250 

+ 1". 396T0, ) + 0". 604T + 0". 054T21 T 
aresec/sec 

z= (ao + 1". 582T)ß arcsec/sec, (2.54) 

6= 
((2004". 682 - 0". 853To)K- 0". 852T - 0". 126T21dt arcsec/sec, 

where To and T are measured in tropical centuries and related by the 

fundamental epoch of the star catalogue of to = 1900.0 

+ To and the final epoch of observation of t= 1900.0 

+To+T, 
dT 1 

and H=x bb4UU 

This value for dT/dt, may be used for any of the time scales, e. g. tropical, 

Julian and Besselian, without loss*of accuracy in this context. 

The matrix describing the rate of change of nutation with respect 

to time is obtained by differentiating (2.30) to give: 
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N= R1(-c c)R3(-, &p)-. R1(E) 

+ R3(-Ap). R1(e) (2.55) 

+ R1(-e-As). R3(-Aý)"R1(E) 

where o* and Ac are the nutation in longitude and obliquity respectively 

(see Appendix C and §2.3.4), c is the obliquity of the ecliptic defined 

in (2.31), and Ri and Ai, i=1 to 3, are the rotation matrices defined 

in Appendix B. The full formulae in the expansion of (2.55) are given 

in Appendix C. 2. 

2.5.3 Antenna Geometry 

The effect of antenna geometry. on delay observations and their 

subsequent adjustment is described in §2.4.1. -This section explains 

the application of the corrections for the antenna, geometry to observa- 

tions of fringe frequency and therefore it may be necessary to refer 

to the detailed descriptions of the'separate effects given in §2.4.. 1. 

For an antenna whose rotation axes intersect, the difference, 

tv, between the time a signal arrives at the antenna focus and the time 

it would arrive at the antenna reference point can be assumed constant 

and therefore does not contribute to the fringe frequency observable. 

This is not the case if an antenna deforms as it moves but this is such 

a small effect, and also a very difficult one to monitor, that it can 

safely be ignored. The instrumental delay, ti, caused by the finite 

time between receiving and recording of the signals is also assumed 

constant. This may not be the case due to changes in temperature, 

tension, and twist of the cables and overall instrumental imperfection. 

These very small changes are ignored in this work due to no data being 

available. It is, however, noteworthy that a constant drift in the 

instrumental delay would be absorbed in the 'cl term' (see §2.4.7) of 

the clock error polynomial. 
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The only effect of antenna geometry necessitating the application 

of a correction to fringe frequency observations is that caused by the 

offset of the drive axes which exists in some antennae. From (2.37), 

the correction to the fringe frequency caused by this effect is given 

by: 

AFp = w(tp(A) - tp(B)) (2.56) 

where AFD = the overall correction, to the computed fringe frequency 

caused by antennae with non-intersecting drive axes, 
tp 

= the contribution to the delay rate due to the continually 

changing distance between the antenna focus and the 

antenna reference point of an antenna, 

and subscripts (A) and (B) denote antennae A and B respectively. 

Equation (2.56) assumes positive delay for a signal reaching antenna A 

first and tD will equal zero for antennae with intersecting rotation 

axes. Differentiating (2.36) gives: -, 
AA 

t =ý 
D's + D. s (2.57) Dcc 

where all the vectors are relative to the instantaneous co-ordinate 

system mi, i=1 to 3, s is defined by (2.5) and (2.18), and D is-the 

vector connecting the antenna reference point to the closest point on 

the line of the altitude-axis (for an altitude-azimuth- antenna). 

2.5.4 Retarded Baseline 

Having received a signal at one antenna, the Earth will rotate 

while the signal is propagating to the. other antenna. This effect, 

known as the 'retarded baseline', is described for the delay observable 

in. §2.4.4 and the correction given in (2.41) and (2.42). 
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The 'retarded baseline' effect also necessitates that a 

correction is made to the computed fringe frequency. The form of the 

correction is'obtained by differentiating (2.41) with respect to time. 

Ignoring terms of less than 10 14 sec/sec, the correction is 

AVBT9 s 
AF =- (2.58) 

c': 

where s= Rs" and R is defined'in (2.51), 

VB = the velocity of antenna B, the remote station, 

and Tg = the geometric delay from (2.13). 

The effect of changing precession and nutation on the retarded baseline 

correction is insignificant. 
r 

2.5.5 Tropospheric Correction 

The effect of the Earth's atmosphere on radio waves passing 

through it has already been described in §2.4.5. The form of the 

observed meteorological data and the two tropospheric models employed 

in this work, namely Chao's Model and Hopfield's Simplified Model, are 

described in Appendix D. Making the same assumptions for the fringe 

frequency as for the delay observable concerning both-the nature of 

the atmosphere and the validity of the model used and described in §2.4.5, 

the tropospheric correction to a fringe frequency observation (assuming 

positive delay for a signal arriving at antenna A first) is: 

nFtrop = w(ETatm(A) - nTatm(B)) 

where AFtrop ° the correction to the computed fringe frequency to 

account for the effect of tropospheric refraction. 

(2.59) 

and QTat (A) and ATatm (B) = the rate of change of the delay, due to the 

atmosphere, of the signals arriving at antennae A and B 

respectively. 
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Except in cases of extremely unstable meteorological conditions, 

the tropospheric contribution to the fringe frequency and the delay 

rate consists mainly of a component due to the rate of change of 

elevation of the line of sight to the source with time. The rate of 

change of meteorological data with time also contributes to the 

tropospheric correction but to a much smaller extent. The total 

omission of the tropospheric correction in a fringe frequency adjustment 

will cause the resultant baseline length to contain large errors (around 

60-80 m over 4000 km). The use of only average meteorological data 

will reduce this source of error to within a few metres of the "true" 

answer because of the dominant nature of the rate of change of elevation 

term in the correction model. This same situation occurs in 

satellite-Doppler position fixing systems using range-rate observations 

(see §6.3). This large error caused by the omission of the tropospheric 

correction in a delay rate adjustment does not occur in a delay 

adjustment although it will obviously degrade the results. 

2.5.6 Clock Behaviour Model 

The relative clock drift between station clocks at either end of 

a baseline is modelled by a polynomial in time, as described in §2.4.7. 

The resultant effect of this drift on fringe frequency observations is 

simply given by differentiating (2.48) with respect to time to give: 

AFC =W Tc = w(cl + 2c2t + 3c3t2 + .... ) , (2.60) 

where Ac = the rate of change of relative clock drift, 

cl, cz, c3 = the coefficients of the polynomial, 

and t= the time since the initialisation of the polynomial. 

Clearly, a constant offset of the clocks will not affect the fringe 
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frequency observations apart from making the correlation process 

difficult for large offset values (see §4.3.2). 



CHAPTER 3: 

ADJUSTMENT OF VLBI OBSERVATIONS 
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3.1 INTRODUCTION 

The observations constituting any surveying network will always 

be subject to observational errors and hence an adjustment method is 

required which will yield the most probable set of absolute or relative 

network station co-ordinates in a specific reference system. The 

adjustment procedure should also provide data concerning the accuracy 

of the adjusted parameters and must be capable of combining different 

types of observations in order to obtain the maximum information from 

the combined solution. 

This chapter explains, without recourse to complex mathematical 

proofs (see Appendix F) the basic method of variation-of-co-ordinates 

(83.2.1), the solution of the derived observation equations by the 

method of weighted least-squares (§3.2.2), and the computation of the 

covariance matrix of the solution vector (§3.2.3). The observation 

equations for both the VLBI group delay and fringe frequency 

observations are listed in §3.3. The observational requirements and 

restrictions necessary to adjust this delay and fringe frequency (or 

delay rate) data are outlined in §3.4 while the formulae for the 

assessment of the accuracy of the adjusted parameters are derived in 

53.5. Finally, the data filtering techniques used to assess the 

reliability of individual observations and sets of observations are 

described in §3.6. { 

3.2 ADJUSTMENT AND ANALYSIS OF A GENERAL NETWORK 

3.2.1 Variation of Co-ordinates 

The method of variation of co-ordinates is commonly used to 

adjust conventional survey network5(Dodson, 1977 and Ashkenazi, 1968a) 

and is also suitable for the adjustment of VLBI delay and fringe 
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frequency data. , The method assumes initial approximate values for 

all the unknown quantities and expresses the effect that changes in 

these values will have on the observed quantities in the form of 

observation equations. For example, if an observable P is a function 

of three unknown parameters r, s, and t such that: 

P= f(r, s, t), 

then the error in P, IP, caused by the inaccurate initial estimates of 

r, s, and t can be expressed as: 

Sp = g(6r, Ss, St), 

where Sr, 6$, and 6t are the differences between the true and the 

estimated parameter values. If these corrections are small, then the 

function g is accurately approximated by a linear function whose 

coefficients can be computed from the initial approximate parameter 

values such that: 

dP = är ör + äs ds + ät öt. (3.1) 

If the necessary corrections to the initial estimated values are large, 

then the practice is to perform a solution and then use the updated 

values as new. estimates in a further adjustment. This procedure can 

be repeated until a stable solution is achieved. 

If a perfect observation of the parameter P is made, then SP is 

related to the observation by the equation: 

6P= Po - PC 9 (3.2) 

where Po = the observed value, 

and Pc = the value computed from the initial approximate data 

= f(r, s, t). 
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Hence, for many observations of P, a set of equations of the form: 

Ax =b, (3.3) 

is derived where the ith equation"is of the form: 

rý 
, 

sr + (ý as +f 3p) 
, 

st. = Po. - Pý. , (3.4) 

and A= the matrix of coefficients 
(arl 

, --j ..., etc., 
PP) 

li L Ji 

x= the vector of unknowns, Er, Ss, St] T 

and b= the vector of 'observed minus computed' values of P. 

3.2.2 Weighted Least Squares 

If a set of observations was made which contained no errors, then 

the observation equations in (3.4) could be solved for a unique vector 

of unknowns, x, providing that there were at least 3 independent 

equations in SP. However, this idealised case can never be realised 

because of observational errors, the difference between the observed 

value and the best estimate value being termed the observation residual, v. 

The least squares adjustment process is therefore designed to determine 

the statistically most probable solution vector by minimising the sum 

of the squares of the observation residuals satisfying the vector 

equation: 

Ax =b+v (3.5) 

where v= the vector of residuals or observational errors, 

and x= the most probable solution vector. 

For independent observations, each individual observation is 

assigned a weight, Wi, which is a. measure of the relative importance of 



90. 

, that observation and is defined as-the reciprocal of its estimated 

a, priori variance (i. e. the smaller the error the greater the weight 

of. that observation). In the weighted least squares process, in 

order to compute the most probable vector of unknowns, the sum of the 

squares of the weighted residuals is minimised (see Appendix F. 1) 

such that, for independent observations: 

vTWV = Wiv12 + W2V22 + W3V32 + .... etc. =a minimum, (3.6) 

where v= the vector of least squares residuals, 

W= the weight matrix of the observations, 

and Wi and vi = the weight and residual respectively of the ith 
observation. 

For independent observations like those assumed above, the weight 

matrix is a diagonal matrix whereas for correlated observations it is 

a full matrix. In both cases, it is the inverse of the estimated 

covariance matrix of the observations, vbb (see Appendix F. 2). VLBI 

observations are considered independent and hence possess a diagonal 

weight matrix. 

- The solution of (3.6) for the vector x is achieved by solving 

the equation: 

(ATWA)x = ATWb , (3.7) 

(see Appendix F. 1 for the derivation of this formula). 

These equations are known as the 'normal equations'. It is important 

in forming'the normal equations that the dimensions of the weights of 

the different types of observations are such that each weighted 

observation equation is dimensionless and therefore makes its true 

contribution to the normal equations and hence to the overall solution 

(see §3.3). The normal equations are solved by first decomposing the 
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coefficient matrix ATWA using Choleski's method (see Appendix F. 4) 

and then by forward and back substitution (see Appendix F. 5) to 

obtain the solution vector x. As a general rule, the left-hand-side 

of the observation equations should be computed to one more significant 

figure than the desired corrections, and the right-hand-sides must be 

computed to the same accuracy as these corrections (Cross, 1970). 

3.2.3 Covariance Matrix 

The covariance matrix of the vector: - 

x= [x1, x2, x3, ...., xn]T 

is defined as: 

a2 
XI 

axlxi " 'axixn 

a2 axZx2 
x2 

axx = (3.8) 

a 
.......... a2 

xnxi xn 

where axi is the variance of the vector element xi and Qxixj is the 

covariance of the pair of elements xi and x The covariance matrix 

of the unknown parameter vector x derived from the solution of (3.7) is 

given by (See Appendix F. 6): 

axx = a02 (AIWA)-ý (3.9) 

where (ATWA)-1 = the inverse of the coefficient matrix of the normal 

equations, 

and a02 = an unbiased estimate of the square of the standard 

error of an observation of unit weight, also termed the 

unit variance, and is given by (see Appendix F. 3): 
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2 vTWv 
v0 =n 

where n= the number of observations contributing to the solution, 

k ='the number of unknowns of the solution, 

and hence n-k = the number of redundancies. 

If the a priori weights of the observations have been estimated 

correctly, then the value of ao2 derived from the adjustment should 

-equal unity. If U02 =k then the initial weights have been incorrectly 

estimated by a factor of k. The relationship between the estimated 

and adjusted covariance matrices of the observations, abbe is therefore: 

cy bb 
(unbiased) = ao2. abb(estimated), (3.10) 

where W= Qbb-1. 

The extraction of data from the covariance matrix of the unknowns, 

axx, concerning the accuracy of various parameters of the solution is 

considered in §3.5. 

3.3 VLBI ADJUSTMENT PROCEDURE 

3.3.1 Delay Observation Equations 

The basic geometric delay formula, as developed in §2.1.3 and 

including a second order clock error polynomial, is given by: 

T. -1 {bXcos cos Ss hs - bycos SS sin hs + basin Ss} 

f CO + Clt + C2t2, 

where bx, by, bz = the baseline components, . 
6s and as = the source declination and right ascension, 

hs = GAST - a., 

GAST = Greenwich Apparent Sidereal Time at the epoch of 

(3.11) 

observation, 
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c= velocity of propagation of microwaves in vacub. 

and (co+c1t+c2t2) = the clock error polynomial as described in §2.4.7. 

The calculation of the delay requires a knowledge of several parameters 

whose values are not precisely known and which will consequently cause 

systematic errors in the solution if no allowance is made for them. 

It is therefore desirable to estimate initial values for these 

parameters and to solve for the difference between their estimated and 

most probable values in the adjustment process (see §3.2.1). The 

adoption of estimated or defined values for all the parameters on the 

right-hand-side of (3.11) leads to the formation of an observation 

equation for each observed delay time of the form: 

aT as + aT a« + aT ab + aT ab + aas s aas s alyx- x atiy y 

Tobserved - Tcomputed +v (3.12) 

as defined in (3.5). The partial derivatives of the delay with 

respect to the unknown parameters are computed from (3.11), Tobserved 

is the observed delay, Tcomputed is the delay calculated from (2.49) 

and is hence the most 4ccurate estimate of the delay from the available 

data, v is the residual error in the observation, and (dds, Sas, abx,.,. ) 

are the unknown differences between the estimated and most probable 

parameter values. 

Generally, the unknown parameters in a VLSI adjustment are the 

corrections to the initial estimated values of either the baseline 

components or the antennae co-ordinates themselves, the clock error 

polynomial coefficients, and the source co-ordinates. There are two 

methods of computing the baseline components, either solving for them 

directly or solving for the co-ordinates of each antenna. From the 
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co-ordinates of antennae A'and B of (x A, y A'Z A) and (xB, yB, zB) 

respectively, and the relationships bx = xB-xA, by = yB-yA, and 

bz = zB-zA the observation coefficients for an adjustment using the 

antenna co-ordinates as unknowns are: 

aT cos s cos h, as 
s axB 

at =1 cos ös sin hs, 
ayg 

- sin ds, 
B 

BT aT 

äx1 a 

DT aT 
ayA =- ay6 

aT aT 
and -az ° aZB 

(3.13) 

and for an adjustment using the baseline components as unknowns these 

coefficients are given by the relationships: 

aT _ aT 
a aXg 

D-r ý. 
Y 

'JYB 

and 
9T 3T 

_-+ 

When the former method is used, the clock errors are also regarded in 

terms of the errors in the individual clocks such that: 

co + c1t + c2t2 = (c0 + c1t + c2t2)6 - (co t clt +. C2 t2 )A (3.15) 

which will yield similar equations and relationships as exist between 
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(3.13) and (3.14). The observation equation coefficients for an 

adjustment-in terms of the relative clock errors on a baseline rather 

than in terms of the errors in the individual clocks are: 

at _ý ac 
0 

I_ tý 

and DT = f? rý'ýý; C 

(3.16) 

The observation equation coefficients for the source co-ordinates are: 

ad 
3-r 

,=1 {bXsin ds cos hs - by sin Ss sin hs - bZ cos ss}, 
cS 

(3,17) 

and - as =-L {bXcos ds sin hs + bycos ss cos hs} , s 

Further sources of systematic error may be modelled or it may be 

desirable for studies to be made of certain other parameters, for 

example Love's Number in the Earth tide correction. The only one of 

direct interest in this study is that for the tropospheric correction 

model of Chao (§2.4.5 and Appendix D. 4) where an estimate of the 

correction to the atmospheric delay in the zenith direction at each antenna 

is made. For this case, referring to (D. 19) and (D. 20): 

aT: 
_ 

0.9 
aAtm sin EA + (0.00143/(tan EA + 0.0445)) 

(3.18) 

t 0.1 
sin EA + (0.00035/(tan EA + 0.017)) 

where EA is the elevation of the source as viewed from antenna A and 

0.9 and 0.1 are the proportionate contributions of the dry and wet 

tropospheric components respectively. The aT/aäTaB term is similar 



96. 

to DATa4ul but has the EA terms replaced by EB and has the opposite 

sign on the overall equation. 

It is essential that the units of the observation equations be 

consistent such that for each delay observation unknown d, the product 
B ad is in the same units as the observed delay. Similarly, the 

weighting of an observation by multiplying it by the reciprocal of the 

standard error, or Wl using the definition of an observation weight 

given in §3.2.2, should render all the*Wl 3T ad products, and the 

right-hand-side vector b (see (3.3)), dimensionless. Conventionally, 

natural units (metres and seconds of time) are always used for the 

parameters in the adjustment. For example, this involves expressing 

the observed delays and their standard errors in seconds of time, the 

baseline in metres, and the velocity of propogation of microwaves in 

vacuo in metres per second. This results in the unknowns being 

computed in their own natural units. 

3.3.2 Fringe Freqüency'Observation Equations 

The basic fringe frequency formula, as developed in §2.5 and 

including a second order clock error polynomial, is: 

1)M) 'ýj ýýtee 
F =-, - {bX cos ös sin hs + by cos ös cos hs} 

+ wc1 + 2c2tw (3.19) 

where w= the observing frequency, 

and Q= the rate of rotation of the Earth from (2.52). 

All the unknown parameters for the fringe frequency adjustment are also 

unknowns in the delay adjustment from (3.11), the only differences being 

that fringe frequency observations are insensitive to the z-component 

of the baseline and unaffected by the co term of the clock error 
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polynomial. Consequently, these two parameters are not present in 

(3.19). The computation of the observation equations from estimated 

and defined parameter values is performed in the same manner for the 

fringe frequency observable as is shown in (3.12) for the delay 

observable. The same theory and comments concerning the use of either 

antennae co-ordinates or baseline components in the adjustment apply 

for fringe frequency as stated for the delay in 93.3.1 and hence the 

observation equation coefficients for the antennae co-ordinate unknowns 

are: 

aF pw cos 6 sin h 
axB css 

a cW cos 6s cos hs , 

BF 8F 
axA =- axB 

aF 
- 

aF 
a ayB 

(3.20) 

and for an adjustment with the corrections to the baseline components 

as the unknowns rather than the antennae co-ordinates, the coefficients 

are: 

aF _ aF 
abx = ax6 

(3.21) 
aF aF 

aYB 75 
Y 

Again, the clock error polynomial may be regarded in two different ways 

as described'in §3.3.1 and (3.15). In terms of the clock errors over 

a baseline rather than the separate errors of the two antenna of the 

baseline, the coefficients are: 
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3F w 
act 

BF = 26v 
ace 

(3.22) 

The observation equation coefficients for the source co-ordinates are: 

as = W£L {b On n as sin hs + by sin as cos hs} , 
S (3.23) 

äF= -ate {bX cos ss cos hs - by cos ds 
s sin h} 

, ýS 

and those for the correction to the estimated atmospheric delay in the 

zenith direction ` according' to Chao's model (§2.4.5 and Appendix D. 4) are: 

dE '30- 
= -w dt (0.9X. +, 0.1Y) 

a tmÄ. 

where 
dEA 
- is as defined in (D. 18), 

0.00143 
- cos E 

(cos2EA x (0.0445 + tan EA )2) A 

X 
0.00143 2 

(3.24) 

LU + tan A 
+sinEA] 

and Y is as X but with 0.00035 replacing 0.00143 and 0.017 replacing 

0.0445. The equation for t MT atmB 
is similar apart from EB replacing 

EA and theýsign of the whole equation changing. , 

The observation equations coefficients for delay, rate observations 

are the corresponding fringe frequency coefficients divided by the 

observing frequency, w. Consequently, the observed quantities are 

expressed in natural units of seconds per second for the delay rate and 

hertz (Hz) for the fringe frequency. 
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3.3.3 Single Baseline Adjustment 

The standard set of unknowns for a single baseline adjustment of 

either just delay or both delay and fringe frequency observations, 

consist of the clock error polynomial terms, the baseline components, 

and the co-ordinates of each of the observed sources. The use of the 

baseline components instead of the antenna co-ordinates as unknowns 

(see 0.3.1) is preferred in this single baseline adjustment as it makes 

no difference to the solution and is computationally simpler. In the 

example described here, no further unknowns are considered (see §3.3.1) 

but they would be treated in a similar fashion as the unknowns that are 

included. Furthermore, the right ascension of source 1 is held fixed 

although it could have been any one of the source right ascensions 

(one fixed right ascension is a minimum requirement as explained in 

§3.4.3). 

Each observation contains information concerning the clock error, 

the baseline, and only one source and therefore the normal equations 

coefficient matrix for observations of either delay or both delay and 

fringe frequency is of the form shown in Fig. M. The shaded areas 

in the figure represent non-zero elements of the matrix. The solution 

of the normal equations (see §3.2.2) gives the solution vector and the 

inversion of this coefficient matrix yields the covariance matrix for 

the unknowns from (3.9). The extension of this example to cater for 

observations of fringe frequency only is a simple task which will be 

clarified in §3.4 where the necessary constraints and requirements are 

described. 

3.3.4 Triple Baseline Adjustment 

The standard vector of unknowns for a three station, three 

baseline, VLBI array using observations of either delay or both delay 
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and fringe frequency consists of the corrections to the initial 

estimates of both the clock error polynomial coefficients and the 

co-ordinates for each antenna, and the co-ordinates of the observed 

sources. In this three baseline array the antenna co-ordinates are 

adjusted in preference to the baseline components so as to enforce a 

closure of the triangle formed by the three stations. A solution in 

terms of the baseline components would nevertheless be quite acceptable 

though it would give slightly different results. Further unknowns 

may also be added as described in §3.3.1 but none are considered in 

this particular example of an adjustment. When a solution is performed 

in this mode, the minimum requirement is that one clock, one station 

position, and one source right ascension must be held fixed (see 93.4 

which also outlines another method other than fixing parameters). 

Fig. MI illustrates the normal equations coefficient matrix for 

this example of a three antenna array observing a total of five sources 

and performing an adjustment of either just delay or both delay and 

fringe frequency observations in terms of the individual antennae 

co-ordinates and clock errors. The effect of the co-ordinates and 

clock of antenna A being held fixed (see'§3.4.3) are shown, together with 

the effect of holding the right ascension of source 2 fixed. The 

result of antenna C not observing source 4 is illustrated. The 

non-zero elements of the matrix are represented by the shaded areas. 

The solution of these equations and the subsequent error analysis 

proceed as described throughout this chapter and Appendix F. 

3.4 ADJUSTMENT REQUIREMENTS 

3.4.1 Minimum Delay Observational Requirement 

The variation of geometric delay as defined in (2.49) with respect 

to time, maps out a cosine wave of wavelength 24 sidereal hours and of 



102. 

< (A CO CA U #A 
4J 

ýC C1 CýC 
dmC. ) CNCNCG. 1 

7 zero elements 

Fiq. 3. II An example of'a'normal equations matrix for a'3 station-3 baseline 

adjustment in terms of the antenna co-ordinates and parameters as 

opposed-to'baseline co-ordinates and parameters 

V7 non-zero elements 



103. 

an amplitude which is a function of the equatorial component of the 

baseline, the declination of the source, and the velocity of propagation, 

c, of the signal from the source. The inclusion in the observed 

geometric delay of the errors due to the relative discrepancies between 

the station clocks results in this plot becoming a cosine wave 

superimposed on a curve representing this difference (see Fig. 3.111). 

If the time origin of the plot is the origin of the clock error 

polynomial, then the intercept of the curve on the delay axis will be 

the sum of the initial clock synchronisation error, co, and the 

geometric delay at the origin epoch, Tg(o). The shape of the clock 

drift curve is a function of the first and higher order terms of the 

relative clock error polynomial although usually the second term would 

be the highest considered in an adjustment (see §2.4.7). 

The combination of the basic geometric delay equation (2.13) and 

a first-order (linear) clock error polynomial (with well behaved 

hydrogen maser standards this first-order model should be satisfactory 

as discussed in §2.4.7) gives the equation for delay as (Barber, 1977): 

S+ It +U cos(ot + ß), (3.25) 

where S= c0 + . sin 8B sin 6s 9 

T= cl , 

U_ cos aB cos as 

ß=hs-hBatt=0, 

co+clt = the clock error polynomial (t is the time since its origin, 
i. e. the time at which co is-the relative clock offset), 

B= the baseline length (VF 2- X+y+Z), 
n= rate of rotation of the Earth, 

and a and h are the declination and Greenwich hour angle respectively 

while subscripts S and B represent the source and baseline respectively. 
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t% 

"ý 

Geocentre 

/ý 

h2 

h, 

Fig. 3. IV Definition of hour angle and declination of the baseline 

The declination and Greenwich hour angle of the baseline are. obtained 

by extrapolating the baseline from antenna A through antenna B and on 

to the surface of the celestial sphere. Hence, the line is assumed 

, to be radiating from the Earth's geocentre (i. e. parallax effects are 

negligible) and consequently (see Fig. 3. IV): 

hB = tan-1 b 5vrý -ýý-ýºw. 3. CýL 

b 
and d6 = sin-1 

bB= 
cos-1 X+By (3.26) 

The baseline hour angle is often termed the longitude of the baseline. 

Here, although it is termed the hour angle, it is expressed in units 

of arc. ' Both these terms are defined relative to the Average Terrestrial 

system (see §2.1.2.1) upon. which'the baseline components are defined. 

Expansion of (3.25) shows the delay to be a function of a constant 

offset, a linear drift, a cosine term, and a sine term and consequently 

four or more delay observations on a single source yield four independent 

equations in S, T, U, and ß. However, the required unknowns from a 
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VLBI analysis are the three baseline components, the two source 

co-ordinates, and the two clock error model coefficients, and therefore 

these cannot all be obtained from observations of one source only since 

the total number of, independent equations is 4 and the total number of 

unknowns is 7. Observations of an additional source using the same 

station clocks results in the introduction of two new unknowns, the 

co-ordinates of the source, but also three more independent equations, 

the T term being common to all observed sources. The addition of a 

third observed source brings the total number of independent equations 

to 10 and the total number of unknowns to 11. However, it is necessary 

to define an origin of right ascension for the adjustment (see g3.4.3) 

and consequently one source right ascension'is held fixed and the total 

number of unknowns is reduced to 10. 

The minimum requirement for a full analysis of VLBI delay data 

observed over a single baseline is therefore that ten independent 

observations be made on three different sources. I. More observations 

of. these three sources, plus observations of further sources, spanning 

a large fraction of the diurnal cycle give useful redundancies in the 

solution for the unknown parameters. 

In order to extrapolate these minimum requirements to a larger 

interferometer array, consider an n station array in which each source 

is observed from all stations simultaneously. Furthermore, let this 

network be adjusted in terms of the parameters of each antenna (its 

co-ordinates and clock error relative to a station, or stations, whose 

a priori co-ordinates and clock are assumed fixed in the adjustment 

(see §3.4.3)) rather than the parameters for each baseline (see §3.3.1). 

In such an array, there are (n-1) independent baselines which each. give 

4 independent equations for the first observed source and 3 more for 

each subsequent observed source. Assuming a first-order clock error 
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polynomial is satisfactory to describe the clock behaviour at each 

station, there are 5(n-1) station unknowns (one station and one clock 

being held fixed in the adjustment) and (2s-1) source unknowns, where 

s is the number of sources and the origin of right ascension is defined 

by fixing the R. A. of one source. Therefore, in order to solve for 

all the parameters the following relationship between the number of 

independent equations and the number of unknowns must be satisfied: 

4(n-1) + 3(s-1)(n-1) 5(n-1) + 2s-1. 

From this expression it can be shown that no matter how many antennae 

are participating in an experiment, at least two sources must be 

observed in order to give a solution for all the clock error parameters 

and the antenna and source co-ordinates. 

3 . 4.2 Minimum Fringe Frequency Observational Requirements 

The curve of varying geometric fringe frequency with respect to 

time is a sine wave of wavelength 24 sidereal hours and amplitude 

which is a function of the equatorial component of the baseline, the 

declination of the source, the rate of rotation of the Earth, the 

observing frequency, and the velocity of the propagation of the signal 

from the source. Inclusion of the clock error with the geometric 

fringe frequency results in this plot becoming a sine wave superimposed 

on a curve defined by the differential, with respect to time, of the 

clock error polynomial described in §2.4.7 (see Fig. 3. V). If the 

time origin of the plot is the origin of the clock error polynomial, 

then the intercept of this clock error curve is at cl, the coefficient 

of the first-order term, and its shape is governed, by the second and 

higher order terms. Assuming that it is sufficient to use a first-order 

polynomial to model the clock error in the adjustment, then: 
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F' _ -wcl +.. wAsin(c2t + g) 9 

where A= -Bow cos 6B cosas 

w= the observing frequency, 

(3.27) 

and the other terms are as described for the delay in (3.25). 

Therefore, three or more observations of a single source will 

yield three independent equations in cl, A, and ß, whereas the unknowns 

are 5 in total, namely the two equatorial components of the baseline, 

the two co-ordinates of the source, and the relative drift rate of the 

station clocks. Observations of each additional source will give two 

more unknowns but also only two more independent equations and hence 

the deficiency remains equal to two. The fixing of one right 

ascension to define an origin of right ascension reduces this to one, 

and therefore, in order to perform a solution, either one source 

declination is held fixed or an appropriately weighted "imaginary" 

observation of a 
'source 

declination is included in the adjustment. 

This fixed source should preferably be a near-equatorial one (Shapiro, 

1976). 

3.4.3 Network Defect 

The unknowns of the variation-of-co-ordinates method of adjustment 

are corrections to estimated parameter values rather than 

corrections to the observations themselves. The application of the 

variation-of-co-ordinates technique to the adjustment, results in a rank 

defect (Ashkenazi and Grafarend, 1975) which causes the coefficient 

matrix of the normal equations to be singular. This results in the 

solution of the normal equations, and consequently the formation of the 

covariance matrix for the unknowns, being impossible. A matrix is 

said to possess a rank, p, if it contains at least one sub-determinant 
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of order p that does not equal zero, whereas all determinants, of a 

higher order do equal zero (Ashkenazi, 1968). The order of the rank 

deficiency, otherwise known as the order of degeneracy, of the normal 

equations coefficient matrix is defined as the difference between the 

order of the matrix (i. e. the number of unknowns tobe adjusted) and 

its rank. 

The maximum degeneracy of a three-dimensional network is seven, 

three defects due to not positioning the network, three defects due 

to not orienting the network, and. one defect due to not, scaling the 

network. Consequently,. constraints may have to be applied on certain 

parameters of the network adjustment model in order to remove any 

singularity from the normal equations coefficient matrix. Alternatively, 

a "free network" adjustment may be performed (Grafarend and Shaffrin, 

1974; Ashkenazi, 1973; Mittermayer, -1972) although this is not used 

in this work and will not be discussed here. 

There are two methods of. introducing the restrictions necessary 

to remove this rank defect, namely either the inclusion in the adjustment 

of appropriately weighted "imaginary" observations of certain of the 

unknown parameters, or the fixing of some paramter values. The first 

of these two methods enables the parameters upon which the restrictions 

are being applied to be adjusted in the solution according to their 

own weights and the other observations in the network. , However, it 

must be remembered that if such a restriction is applied to only one 

parameter controlling a defect (e. g. only one antenna position or only 

one source right ascension) then the a posteriori and a priori value 

and standard error. of that parameter will be equal. The equations 

necessary to define a-position are termed 'position equations' and 

similarly, those to define adirection are termed 'direction equations'. 
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The second of these methods of removing defects involves fixing 

the values of certain parameters in order to apply the necessary 

restrictions to the adjustment. It is this method which is used 

throughout this study. This generally involves modifying either 

the observation equations (McLintock, 1976) or the normal equations 

(see §5.3.2) in such a way that the unknown associated with the fixed 

parameter is zero. 

In a VLBI network, the positional defect may or may not exist 

depending on the form of the adjustment. If it is being performed in 

terms of the baseline components (see §3.3.1), then the position of the 

network in space is irrelevant. However, if the adjustment is being 

performed in-terms of the absolute antenna co-ordinates, then one set 

of antenna co=ordinates must be either held fixed or located by 

'position equations' in order to position the network in space. The 

scale of the VLBI system is implicitly defined by the value of the 

velocity of propagation of microwaves in vacuo used. ' Considering the 

possible orientation defects,. the equatorial plane is implicitly 

defined as being perpendicular to the axis of rotation of the Earth 

and also parallel to the velocity vector of the Earth's rotation at any 

point (Shapiro, 1976) and hence two of the possible three defects are 

eliminated. It is necessary to define a direction on this plane in 

order to remove the third possible defect. This is achieved by fixing 

the right ascension of one source which locates the vernal equinox 

from which all'the observation epochs are measured. It is said to 

provide the origin of right ascension. The use of a fixed source, 

rather than observations of the direction of one or more sources, is 

conventionally used so that, whatever the nature and accuracy of the 

observations, the baseline components obtained from different experiments 

can be related. A change in the orientation of the system will result 
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in a change in the baseline components but not in the baseline length. 

It would be equally valid to fix the hour angle of the baseline instead 

of one of the source right ascensions but this is not appropriate to 

this study which is primarily interested in the baseline components. 

Similarly, the declination of the baseline could be held fixed instead 

of a source declination. 

In the same way that the co-ordinates of one station are held 

fixed in an interferometer array, the clock of one station' is held 

fixed and hence the relative offset of the other clocks to this one are 

computed. 

3.5 Statistical Error Analysis 

The a posteriori covariance matrix of the vector of unknowns 

defined in (3.8) and (3.9) can be used to compute several criteria to 

assess the quality of the adjustment. It must be recognised, however, 

that this computed error analysis takes account of only the random 

errors remaining after all the corrections to the observations have been 

applied and is unable to assess"any. unmodelled systematic errors. 

The leading diagonal-of the covariance matrix has been defined 

(83.2.3) as containing the variance, or square of the a posteriori 

standard error, of the corresponding unknown, and hence these quantities 

are readily accessible. The variances and covariances of an adjusted 

antenna location can be used to compute the variances and covariances 

of the adjusted position relative to any other set of orthogonal axes 

and hence the locus of the "absolute error ellipsoid" (Ashkenazi, 1972) 

can be determined. Similarly, the variance and covariance of each of 

the adjusted source co-ordinates (a6, aa, oa(,, aaa) can be used to 

compute their own "absolute error ellipses". The above are termed 

"absolute" error criteria as they refer to the accuracy of the station 
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or source positions with respect to their respective fixed origins. 

For the antenna position, the origin is one of the antennae (see 

§3.4.3) whilst for the source position the origin of right ascension 

is defined by fixing the right ascension of one source and the 

declination origin is defined either by, the plane of rotation of the 

Earth in the case of delay observations or by the fixed declination 

in the case of fringe frequency observations. 

It is often useful to know the relative accuracy of the positioning 

of two antennae or the direction of two sources, the covariance matrix 

contains all the necessary information-to compute this data (Dodson, 

1977). It is also possible, as for the "absolute" error criteria, 

to calculate this data with respect to any set of orthogonal axes and 

hence define the locus of the error data. This 'relative' error 

information is often of greater value than the 'absolute' error data; 

for example, in a conventional survey network two stations may possess 

a small relative error whilst both their individual absolute errors 

may be large due to being a great distance from the origin (Ashkenazi, 

1972). This will also apply in a VLBI network with regard to the 

adjustment of the positions of both the stations and sources. 

For any quantity which can be computed from the final adjusted 

co-ordinates it is possible to compute the corresponding a posteriori 

standard error from the covariance matrix. Referring back to the 

nomenclature of §3.2.1, if e is a function of r,. s, and t and is given 

by: 

e= h(r, s, t) , 

then the value of 6 computed from the final adjusted co-ordinates is of 

the form: 
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e=61+. So , 

where el is the quantity computed from the initial approximate value 

and öe is the change in el due to the adjustment. Any error in e 

will be entirely due to the a posteriori error in se which is expressed 

in (3.1) as: 

se = är ar + äs as +6 st, 

or se =9 
Tx' (3.28) 

where x' is the column vector of adjusted unknowns and g is the column 

vector of observation equation coefficients. From Appendix F. 6: 

22T Qe = ado =g axx 9 (3.29) 

where axx' is the appropriate part of the covariance matrix in (3.8) 

associated with the unknown vector x' in (3.28) (i. e. it contains only 

the rows and columns of the total covariance matrix of the adjusted 

unknowns appropriate to the elements of the column vector x'). For 

any quantity which can be expressed in the form of (3.28), its standard 

error can be computed from the equivalent formula to (3.29). 

There are three such parameters of interest here, namely the 

baseline length, declination, and hour angle (B, 6B, and hB respectively, 

see §3.4.1). A baseline length is given as a function of the baseline 

components as: 

B= (bx + by + bz2) 

and hence in (3.28): 

bX/B 

g= by/B (3.30) 

bz/B 
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. for a vector x' of: 

b 
x 

' x = by 

bZ 

This could equally well be performed for the antenna co-ordinates instead 

of the baseline components by substituting bx = xB - xA, by = yB - yA, 

and bz = zB - zA. Similarly, this can also be done for the baseline 

declination and hour angle described below using the same x' vector. 

The declination of the baseline is defined in §3.4.1 and is given 

by : 
b 

aB = sin-' z 

Hence, for the baseline declination: 

-bxbz/B3(1-(bz/B) ) 

g=- ybz/B3( 1-(bz/B)) (3.31) 

- z/B) 
)/B 

The baseline hour angle is also defined in §3.4.1 and is given 

by: 

b 
h6 = sin-' y 

LV2 (bx + by 

and hence for this parameter: 

-bX y/gei( -ye2 

(byl 13 
e 

/Be 

0 

(3.32) 
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where Be = �bX+ by = the equatorial baseline component. 

The standard error of each observation is obtained from the unit 

variance and the estimated a priori observation standard error as 

expressed in (3.10). This assumes therefore that-the relative a priori 

weights are correctly estimated. 

3.6 DATA FILTERING 

3.6.1 Introduction 

The errors inherent in the observed quantities derived from any 

observational'procedure can be attributed to any combination of three 

causes, namely systematic errors, random errors, and blunders or gross 

errors. The effect of systematic errors on VLBI data, for example 

the differential atmospheric refraction and clock drift on a baseline, 

is minimised by mathematically modelling their contribution to the 

observations (see §2.4). 1 The effect of random observational errors, 

otherwise termed noise, is minimised by the application of the weighted 

least squares technique to the adjustment of the observed data (see 

0.2.2). Having applied the corrections and techniques mentioned 

above, gross errors and unmodelled systematic errors may remain and 

consequently corrupt the solution. These remaining errors must 

therefore be identified and eliminated using data filtering techniques. 

These systematic errors, however, cannot be entirely removed due to 

being absorbed in the adjustment and hence corrupting the assessment 

of the random errors. 

There are both statistical and empirical tests for identifying 

bad data. The former method involves the application of standard 

statistical theories and tests to the observation residuals: derived 

from the adjustment procedure in order to identify and reject individual 

observations, known as 'outliers' (see §3.6.2). This method assumes 



117. 

that the residuals are normally distributed about a zero mean and that 

there are no unmodelled systematic errors. The assumption is checked 

by the application of a chi-squared normality test to the observation 

residuals (§3.6.3). Individual observations are also rejected by 

comparing computed criteria with empirically determined threshold values 

(53.6.4). 

3.6.2 Statistical Rejection of Outliers 

The weighted residuals from a least-squares adjustment can be 

assumed to be normally distributed provided that an adequate model of 

the inherent systematic errors is applied. Residuals of observations 

containing gross errors will fall outside this distribution and therefore 

it can be used for detecting these large errors. 

Considering n observations of a parameter, x, which have been 

drawn from a normally distributed population of mean value u and 

variance a2, -the estimated population mean and variance are given by: 

=1 Xi , (3.33) 

1n 
and s2. = n-1 il 

(xj - x)2 (3.34) 

respectively. It can be shown (Chatfield, 1970) that the probability, 

F(z), that an element, drawn randomly from a normally distributed 

population with zero mean and unit standard deviation, is less than or 

equal to z is given by: 

F(Z) : -- 
1 Iz. 

e -z2/2 dz (3.35) 

This function is tabulated-in standard statistical tables and can also 

be expressed for use with a computer as (Abramowitz and Stegun, 1965): 
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F(z) =1- i(1 + Clz + C2Z2 + C3Z3 + C4z4)-4 9 (3.36) 

$1 1 

where cl = 0.196854, 

c2 = 0.115194, 

c3 = 0.000344, 

and c4 = 0.019527. 

The error in this approximation is less than 2.5 x 10-4. If the sample 

variance is a and not 1, it can be shown that the probability that a 

chosen element will lie in the range -zo to +za is given by: 

F'(z) = 2F(z) - 1. (3.37) 

In order to reject observations which are thought to possess 

gross errors, a criterion must be defined such that observation residuals 

not satisfying it are rejected. For example, if the criterion for 

rejection was chosen to be that an element had to lie with ±2a of the 

population mean, then from the statistical tables: 

F(2) = 0.9772, 

F'(2) = 0.9544. 

As the population mean and standard deviation (u and a) are not 

generally known, the sample mean and standard deviation (x and s) are 

used. Therefore, for z=2 in (3.37), the probability that a sample 

has an element with a deviation from the mean less than 2s is 0.9544 

and, conversely, the probability that an element lying outside these 

bounds is wrongly discarded is 0.0446. 

The value of z adopted to achieve efficient functioning of the 

data filtering process can either be an empirically derived value or it 

may be computed as a function of each individual sample size. A criterion 

attributed to Chauvenet can be used which is based on the premise that 
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an observation in a sample of n observations should be rejected if it 

has a deviation from the mean greater than that corresponding to a 

probability of 1/2n (Neville and Kennedy, 1968). For example, a 

sample of 25 observations gives 1/2n = 0.02 and the corresponding value 

of z as 2.33. The following algorithm may be used to compute z 

(Abramowitz and Stegun, 1965): 

ao+alt 
z= t-1 

+bit+b2t2, 

where t= �1oge(1/p2), 

p= 1/4n, 

ao = 2.30753, 

al = 0.27061, 

bi =-0.99229, 

and b2 = 0.04481.1 

The error in the computed value of z using this algorithm is less than 

3x 10-3" 

The practical method of applying Chauvenet's Criterion to the 

residuals of an adjustment is to compute the mean and standard deviation 

of the weighted residuals of a first adjustment and assess each residual 

in relation to the Chauvenet criterion. Unsatisfactory observations are 

rejected and a second adjustment is performed which is regarded as the 

final adjustment, no further filtering taking place. 

3.6.3 Chi-squared Test 

The procedure for filtering individual observations described in 

§6.3.2 is dependent, on the weighted residuals of the adjustment being 

normally distributed about a zero mean. In order to check the validity 

of this assumption for a data set, a chi-squared test is applied to the 
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residuals (Wells and Krakiwsky, 1971). Data sets not satisfying this 

test are deemed not to be normally distributed and hence are presumed 
,, 5 mt lN Cr o, R br4 r"ict4T Nu i 

to contain unmodelled systematic errors. Such data sets must (+ tS twco'. 

therefore be rejected from the adjustment. 

3.6.4 Empirical Tests 

Individual observations or whole data sets may be rejected if 

they do not satisfy certain empirical criteria which have been 

determined from previous experience. For example, an observation is 

rejected if its observed minus computed value in the right-hand-side 

vector of the observation equations is greater than a specified 

threshold value. This may happen if the initial estimates of the 

parameter values are not sufficiently accurate but, if this is the case, 

the number of rejected observations should indicate a problem of this 

nature. Also, if the solution for certain parameters derived from an 

adjustment appeared in error compared with values obtained from previous 

experiments or reference texts, the complete data set may have to be 

rejected providing that it can be verified that these reference values 

are reliable. 



t 

CHAPTER 4: 

VLBI OBSERVING TECHNIQUE AND SYSTEMS 
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4.1. INTRODUCTION 

4.1.1 History 

The technique of Very Long Baseline Interferometry arose from the 

necessity. to improve the angular resolution obtained from observations 

made at radio frequencies, in order to study the angular structure of 

compact radio sources such as quasars. The angular resolving power of 

a radio telescope (in radians) is. approximately equal to the ratio of the 

observing wavelength to the diameter of the antenna system (i. e. the 

diameter of the antenna dish for single antenna, observations). Therefore, 

for wavelengths in the centimetre and metre region which are used in 

radio astronomy, antenna systems of several-kilometres diameter are 

necessary in order to approach the angular resolution that is achievable 

using conventional optical astronomy observations at wavelengths around 

5x10-7 M. 

The angular resolution of single radio telescopes has improved 

from about 300 for the first radio telescope, built by Jansky in the 

1930's, down to about 1 minute of, arc for the present day large dishes. 

Clearly, the achievement of high angular resolution necessitates the use 

of widely separated antennae receiving the same signals from a radio 

source and hence simulating a single radio telescope of diameter equal 

to the distance between them. For example, a baseline of 5300 km observing 

at a frequency of 10.68 GHz (2.8 cm wavelength) yields an angular 

resolution of about 4xl0-4 seconds of arc. 

Since its inception in the 1950. 's, the radio interferometry 

technique has developed through many stages resulting in increased 

accuracy and longer observed baselines. In order-to convert the high 

frequency signals received by each of the antennae, to a much lower 

frequency suitable for-transmission and comparison, the signal is 'beat' 
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against the purely harmonic signal derived from a local oscillator. 

For antenna separations of up to approximately 5 km, the local oscillator 

transmissions can be distributed to the antennae by cables while for 

greater distances, up to about 150 km, the antennae could be connected by 

a radio link. However, for even greater antenna-separations, the use 

of a single local oscillator for the entire antenna array was, and still 

is, impractical due to unknown distortions in the radio links, the 

difficulty of compensating for the different signal arrival times from 

the observed source at each antenna, and the difficulty of maintaining 

a radio link over long distances. The angular resolution obtainable 

from radio link interferometry is of the order of 0.1 seconds of arc but 

this clearly depends on the baseline length and the observing frequency. 

The development of very precise and stable atomic frequency 

standards has eliminated the need fora physical link between the 

antennae. The received high frequency signals can now be heterodyned 

to a frequency suitable for recording on a standard magnetic tape 

recorder system. The very stable atomic frequency standards are used to 

drive the local oscillator at each station so that the signal character- 

istics are preserved in the mixing process down to the recording 

frequency. The inclusion on the recorded tapes of precise timing 

information, generated by a station clock which is also driven by the 

atomic frequency standard, enables subsequent comparison of the data from 

each station. 'Tape recorder interferometry' was first successfully 

performed by a Canadian research group in 1967 (Broten et al, 1967), followed 

later that year by an American group (Bare et al, 1967). 

Having now overcome the problem of independently operating each 

antenna of an interferometer, the limiting factor is that both antennae 

must be able to observe any one source simultaneously and also, in order 

to provide a full solution for all the parameters of the adjusted model, 
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be: able to observe a sufficient number of different sources (see §3.4). 

Consequently, the application of the technique becomes difficult for 

antenna separations approaching the diameter of the Earth. 

The improved angular resolution provided by this technique has been 

used primarily in the study of the structure of compact radio sources. 

However, this work requires an approximate knowledge of the baseline 

components between the antennae and hence it has proved feasible to 

'reverse' the system and obtain precise baseline measurements from these 

observations. The first paper outlining the use of VLSI in geodesy was 

published in 1969 (Jones, 1969) and since then the number of geodetic 

VLBI experiments has steadily increased. 

4.1.2 Basic Observing Technique 

The three basic observables of the VLBI technique containing useful 

geodetic information, namely delay, phase, and fringe frequency, have 

already been described in §2.1.3 and §2.1.4. This section is an 

introduction to the actual observing technique and the practical reasons 

behind the method employed. 

Considering a 'point' source emitting monochromatic radiation, 

two antennae observing this radiation at a single frequency, a recording 

and processing system which uses the received signal directly, no 

atmospheric effects, no Earth rotation causing Doppler shifting of the 

observed frequencies, and no instrumental noise effects, the received 

signal at each antenna will have a perfect sinusoidal waveform with a 

wavelength simply related to the observing frequency by the velocity of 

propagation of the signal in vacuo. The received signal at each 

antenna (see Fig. 4. I(a) and (b)) would therefore be identical, even 

though each specific wavefront (for example, G in Fig. 4. I) had been 

recorded at antenna Ba constant time after or before that wavefront had 

been recorded at antenna A. 
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To assess the time delay between the signal arriving at each 

antenna, the recorded data tapes must be somehow combined. For these 

ideal monochromatic single frequency signals, a simple addition of the 

two waveforms can be used whereas for the real case a correlation process 

is required (see §4.3.2) (Rogers, 1976). This process of combining the 

recorded signals involves aligning the tapes using the recorded time 

marks and then offsetting one of them relative to the other until the 

combined (added) signals reinforce each other (see Fig. 4. I(c)). The 

amount of the offset required to achieve maximum correlation can be 

measured using the time marks and, referring to the diagram, this maximum 

correlation can be achieved by a displacement backward in time of 

ý(na + ea)c] of tape B, where n is any integer, a is the wavelength of 

the sinusoid, c is the velocity of propagation of the radiation, and oA 

is as defined in the figure. This situation clearly occurs many times 

and hence little useful information concerning-the delay time can be 

extracted from this single frequency observation. The data is said to 

possess an 'integer cycle', 'phase', or '2w' ambiguity. The phase of 

the interferometer output at a specified epoch (in this context meaning 

the phase angle 0 and not to be confused with the phase observable 

described in §2.1.4) can be measured extremely accurately (2-3°) but the 

lack of knowledge concerning the integer number of wavelengths prior to 

the phase measurement results in a possible 2n-ambiguity which generally 

precludes its use as an observable in long baseline observations due to 

the unknown effects of the atmosphere and local oscillator and possible 

inaccurate a priori baseline knowledge. 

In order to remedy this problem, imagine observing two of these 

monochromatic signals, whose separation is, say, d MHz, at each station. 

The combined signals from the two observing frequency channels at each 
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antenna are offset and combined to produce a signal exhibiting 'beats' 

or 'fringes' with a frequency of d MHz. The 

correlation of these combined signals from each station will consequently 

help to resolve the ambiguity inherent in single frequency observations 

although recourse to further observing frequencies may be required 

depending on the choice of the initial two frequencies and the accuracy 

of the a priori baseline knowledge. In practice, observations are 

generally made over a single finite frequency band whose size (bandwidth) 

is limited by the system characteristics. The wider the bandwidth 

the better the resolution of the delay time and, conversely very narrow 

bandwidth systems will give low resolution (see §4.4). Another method, 

employed in the NRAO* Mk I VLBI system among others, is 'bandwidth 

synthesis' (Rogers, 1970). This technique involves observing several 

narrow frequency bands distributed throughout a wide frequency band and 

therefore results in the recorded bandwidth being quite small but the 

effective (i. e. sampled) bandwidth being much larger than that attainable 

from single band observations. The effect of this on the observables 

is discussed in §4.4 and the bandwidth synthesis technique itself is 

described in §4.3.3. 

The other major requirement for successful observations is the 

requirement of a high signal to noise ratio (SNR) of the recorded signal. 

Noise results primarily from atmospheric and receiver effects and has a 

random nature. - Systematic effects, unless modelled correctly, will 

affect the accuracy of the computations performed with the data. Fig. 

4. I(d) illustrates the case of noise superimposed on the received signal 

and indicates the need for a high signal to noise ratio so that the signal 

is not hidden. 

* NRAO - National Radio Astronomy Observatory, Green Bank, West Virginia, 
U. S. A. 
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These effects,; together with other requirements necessary for 

efficient functioning of a VLBI system, are dealt with in more detail 

in X4.4.. A general description of a VLBI system is given in §4.3. 

This description is designed to illustrate a general VLBI system but in 

doing so uses examples of techniques used in specific systems with the 

intention of giving a broad understanding of the procedure involved. 

Where a description of a technique unique to a particular system is 

employed, reference is made to that system. Throughout this chapter, 

reference is made to the fringe frequency observable as opposed to the' 

delay rate observable (see §2.1.4). The theory described applies 

equally well to both of these. 

Several VLBI systems are in current use, data from two of which 

are used in this thesis. They are the NRAO Mk I* and the Canadiant 

VLBI systems, the former employing the 'bandwidth synthesis' technique. 

The most common system is the NRAO Mk III whereas the latest and most 

accurate development is the NRAO Mk III@ system. Comparisons of certain 

features of the separate systems are made throughout the text although 

these four are by no means the only VLBI systems in use. 

4.2 RADIATION SOURCES 

This thesis deals only with observations of natural extragalactic 

radio sources and not with observations of artificial sources or satellites. 

Nor does it deal with radio sources emitting at discrete frequencies ' 

associated with the hydroxyl and water'molecule spectral lines (Williams, 

1976). 

* See (Bare et al, 1967). 
t See (Broten et al, 1967) and (Moran, 1976) for the system prior to 

June, 1975, and (Cannon, 1978) and (Langley, 1979) after June, 1975. 

See (Clark, 1973). 

See (Ryan et al, 1977) and the "Mark III VLBI System Users Manual". 
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There are certain desirable characteristics for radio. sources 

which make them suitable for use in VLBI observations. These are: 

(i) a 'high signal strength in order to provide a good signal 

to noise ratio and to be of use for observations with 

inferior or smaller antenna systems, 

(ii) emission over a broad band of frequencies (this is known as 

'broad-band' emission and sources exhibiting this property 

are termed 'continuum sources'), 

(iii) a small angular size so that the sources can be regarded as 

'point' sources, 

and (iv) a sufficient distance from the Earth-Sun system such that 

proper motion (§2.3.5) and parallax (§2.3.6) can be considered 

negligible. 

How different sources affect the computation of the baseline will depend 

on the overall observing program (see §5.5). A description of the 

structure and properties of radio sources can be found in (Packolczyk, 

1970 and Kraus, 1966). 
_ 

Observations with an angular resolution around the milliaresecond 

level have shown these radio sources to have a complicated structure 

and not tobe 'point'sources. Mapping of the brightness distribution 

of a source can be performed (Pooley, 1976) and its position defined 

to be the centre of brightness. The difficulties encountered in early 

attempts'at mapping are now being overcome and reliable maps with a 

resolution of approximately one tenth of a milliarcsecond are being 

obtained for some of the sources (Shapiro, 1978). The use of source 

positions to define a reference system is complicated by this definition 

of the centre of brightness of a source and the fact that the brightness 

distribution of each source is continually changing. This movement 
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has been observed to be as much as one tenth of a milliarcsecond 

over a period of a few months for some sources and hence this movement 

may need tobe monitored continuously as a function of time and 

frequency if these sources are to be used in defining a reference 

system. This amount of movement is insignificant considering present 

attainable accuracy and is consequently not considered here. 

The most common type of radio sources used for VLBI observations 

are quasars, for example 3C273,3C279,3C345, and 3C454.3. Other 

radio sources frequently used are Seyfert galaxies. (e. g. 3C84 and 

3020), Lacertids (e. g. 0J287 and BL-LAC), nuclei of galaxies, and 

flare stars. The diameters of these various sources range from less 

than a milliarcsecond for 3C111 to almost an arcsecond for 3C236. 

The distance of extragalactic quasars can be as much as 7xl09 light 

years (Robinson, 1972). 

4.3 OBSERVING TECHNIQUE 

4.3.1 Antennae Systems and Recording 

There are four essential features of an antennae system suitable 

for VLBI observations which enable radio signals to be received and 

recorded at one antenna in such a manner as to allow subsequent correlation 

to take place with the recorded data from other antennae (Moran, 1976). 

These are: 

(i) an atomic frequency standard to which the local oscillator 

is phase-locked and which drives the station clock (this 

is usually a hydrogen maser but a rubidium standard might 

(Knowles et al, 1978) or might not (Langley, 1979) prove 

satisfactory for geodetic work). 

(ii) a video converter and formatter, 
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(iii) a facility by which the clocks at each station can be 

synchronised, 

and (iv) a video tape recorder. 

Fig. 4. II illustrates the basic elements of a general interferometer 

system. Antenna B will possess a similar system to that of antenna A 

although for clarity it is not shown here. Descriptions of various 

types of antennae are given by Welch (1976). 

Although the observed sources emit radiation over a broad range 

of frequencies (see §4.2) only a narrow frequency band of bandwidth B 

is observed, known as the 'received frequency' or RF. Despite the 

observations being made over a finite frequency band, the 'observing 

frequency' used in the equations in Chapter 2 is defined as being at 

the centre of this frequency band. The voltages induced at the focus 

of each antenna by the received signals are amplified by a 'front-end' 

amplifier (the amplifier mounted at the antenna focus) of RF bandwidth 

B in order to select the specific part of the frequency. spectrum to 

be observed. The RF signal is then mixed with a purely harmonic 

signal from the local oscillator to reduce it to a lower frequency known 

as the 'intermediate frequency' or 'IF'. 

At this stage there is a marked difference between the different 

recording systems in that some record 'digital' data and some record 

'analogue' data. For example, the NRAO Mk II interferometer system 

converts the IF signal to a video signal which is 'clipped' and 'one-bit 

digitised'-at a sample rate of 4 MHz (one sample every 0.25 us) before 

formatting and recording along with the necessary timing information. 

'Clipping' is the process of discarding the high amplitude noise on the 

extremities of the received signal while 'one-bit digitisation' is the 

allocation of a1 or a0 to each sample according to the sign of the 
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Fig. 4. II Basic elements of'a VLBI receiving system 
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signal within the sample period (relative to the mean value). On 

the other hand, the Canadian VLBI system records analogue data without 

recourse to digitisation techniques, i. e. the video band signal produced 

from the IF signal by the video converter is recorded directly. The 

sensitivity of the Canadian system is greater due to its broader 

recorded bandwidth and the one-bit digitised representation of the signal 

in the NRAO Mk II system. The NRAO Mk I system also records digitised 

data but at a different rate and format to the Mk II system. 

It is essential that each piece of data has a time allocated to 

it, either explicitly or implicitly, by the regular output onto the 

tape of timing information from the station clock. It is also necessary 

that the relative synchronisation of each station clock be known so as 

to ease the correlation process (see §4.3.2). Consequently, Loran-C* 

time signals are generally monitored during observation (see 0.4). 

4.3.2 Playback and Correlation 

The tapes recorded at the separate antennae of an interferometer 

array can be subsequently transported to a central processing centre 

for playback and correlation. There are five main functions of a 

playback system (Moran, 1976), namely: 

(i) to reproduce the observed data from the tapes exactly as 

it was recorded using a tape recorder system, and to have 

a capacity to buffert this data from the playback process, 

(ii) to compensate for the delay between the arrival of a 

signal wavefront at each antenna and to correct for the 

* see Appendix A. 7 for a brief description of the Loran C system. 
fa data buffer is a data store used as an interface between the magnetic 

tape and the data processor. 
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differential Doppler shift of the observed frequencies 

due to the relative velocities of the antennae, 

(iii) to cross-correlate the data from each station, 

(iv) to store the cross-correlation functions over the specified 

integration time for further processing, 

and (v) to extract the observed quantities from the cross- 

correlation functions. 

Before the actual correlation procedure can commence, the time- 

base (i. e. the timing information explicitly and implicitly contained 

on the tapes) on each of the tapes must be individually checked and, 

if necessary, corrected. This is performed in order to reproduce the 

correct relationship between the observed data and the timing 

information as existed at the epoch of observation. Corruption of the 

time-base may be due to mechanical jitter in the recording or playback 

tape recorders and also due to imperfect tapes. This process can be 

performed in several ways; for example, the NRAO Mk II system uses the 

clock information from the tapes to run a 'flywheel' which can insert 

or delete data bits when necessary. A recognisable check pattern is 

recorded on the tapes every 512 us so that the clock counter can be 

reset if data bits are lost or gained between check patterns. Further- 

more, recorded at the beginning of each tape is the epoch of the start 

of the tape and thereforethe result of this initial process is a pair 

of tapes, one from each antenna, upon which the timing information 

reproduces the epoch which each data sample represented at the recording 

stage. Having how been individually time-base corrected, the two tapes 

are temporally aligned in the processor by comparing the starting epochs 

of the tapes and the data is then stored for further processing. 

Rather than the simple addition of received signal waveforms which 
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was used in the monochromatic single frequency observation example of 

§4.1.2, the recorded signals from real observations must be 'correlated'. 

This is due'to the observed finite bandwidth and the use of the recorded 

intermediate or video band frequency rather than the observed radio 

frequency from which they are derived. This correlation process involves 

taking the cross-product of the waveforms recorded'at the antennae over 

a specified integratiön'interval such that the correlation function for 

an estimated delay T is given by: 

S 
P(T) =n 

t=0 
xl(t)"x2(t+T) , 

where p(T) = the correlation coefficient, 

n= the number of data samples in the integration period 
t=0 to t=s, 

x1(t) = the recorded' voltage induced at antenna 1 at time t, 

and x2(t+T) = the recorded voltage at antenna 2 at time t+T. 

This process amounts to multiplying the data stream from one tape with 

the (delayed) data stream from the other tape and integrating the 

product. 

In order to compensate for the delay between the two recordings 

of a particular wavefront and to approximately align the recorded 

signal waveforms before correlation, one data stream is shifted relative 

to the other by an amount dependent on the sum of the expected delay, 

the estimated differential instrumental delay, and the estimated relative 

discrepancy between the station clocks. This offset data tape is said 

to form a 'delay channel'. Several delay channels are formed within the 

correlator at one time and are distributed about the expected delay 

computed from-the estimated a priori information. 

In the NRAO Mk II system, which employs one-bit digitisation as 
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previously described, the correlation function for continuum sources 

(see §4.2) is computed-for an integration interval of 0.2 seconds in 

each of 31 separate delay channels, separated by 0.25 us (i. e. the 

length of one data sample), and the resulting correlation functions are 

input to a computer for further processing. This process results in 

the compression of the observed data by a factor of 103. In the 

Canadian system, the analogue data is 12-bit digitised and sampled over 

an-integration-interval of one second in order to calculate the cross- 

correlation functions, before being output to a computer for further 

processing. 

A typical plot of the output of the correlation process for the 

central nine delay channels of a VLBI correlator is shown in Fig. 4. III 

(Campbell, 1978). On the left of the diagram is the plot of the 

correlated signal from the two tapes having automatically corrected for 

the continually changing delay time which would otherwise destroy the 

apparent fringes. The plot on the right of the figure is of the 

correlation function derived from the separate delay channels of the 

correlator. The correlation function for a particular delay channel 

is obtained from the separate functions computed over the short 

integration period (e. g. 0.2 second for the NRAO Mk II and 1 second for 

the Canadian system) combined over a longer observation period of, say, 

1 to 5 minutes. For this particular example the observed delay is in 

the region of 3.00 us. 

This cross-correlation function is the fringe amplitude, the 

amplitude of the interference fringes shown in Fig. 4. III, expressed as 

a function of delay time. This function is of the form "Isin x/xj", 

as illustrated in Fig. 4. IV, where this figure and the right-hand-side 

of Fig. 4. IIT represent the same curve. Values of the averaged 

correlation coefficient at points on this curve enable its maximum to be 
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amplitude 

increasing delay or 
fringe frequency 

Fig. ' 4. IV Theýlsin x/xl'envelope of'the'VLBI'cross-correlation function 

as 'a function of either : the"delayýor the fringe frequency 

computed and hence the observed delay established. The averaging time 

for an observation depends on circumstances and the observing system, 

but is typically between 1 and 5 minutes. The value for the Canadian 

system is usually around one minute while the value. used in the NRAO Mk I 

system is typically 3 minutes, the duration of a recorded data tape. 

The frequency of the interference fringes shown in Fig. 4. III is 

a measure of the rate of change of phase of the interferometer, referred 

to as the fringe frequency. Assuming the interference pattern is, over 

a restricted time interval, a truncated sine wave, its Fourier Transform 

(the fringe frequency spectrum) will also be of the form Isin x/xl as 

illustrated in Fig. 4. IV. A similar process as is applied to the delay 

computations will yield the observed fringe frequency. 

width of delay or fringe 
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As well-as the delay and fringe frequency observables, the signal 

to noise ratio (SNR) of each observation is determined (see (4.8)). 

This is often used as a measure of the standard error of each observation 

and is hence used to calculate the weight of each observation in the 

adjustment procedure. In the Canadian system, the standard errors for 

fringe frequency and delay are derived from (Langley, 1979): 

aF = 
S11 

mHz (4.2) 

and QT = 
250 

ns (4.3) 

The validity and application of this method is referred to in §7.1. 

The data obtained from the Canadian VLBI system expresses the 

observed delay and fringe frequency in terms of three components. These 

are termed the 'expected', 'residual' and 'offset' delays and fringe 

frequencies. The 'expected' values are computed by a model of the 

interferometer and are the anticipated values of the observations. They 

are introduced into one of the data streams during the correlation 

process. The 'residual' components are determined using the peaks of 

the resultant correlation coefficient function plots (e. g. Fiv. 4. IV) 

and are the difference between the-actual observation and the combination 

of the 'expected' and 'offset' values. The 'offset' delay and fringe 

frequency are values assigned during the correlation process for 

operational convenience. For instance, a frequency offset is introduced 

to avoid having a zero fringe frequency since this would make it 

difficult to distinguish variations in fringe amplitude from variations 

in the d. c. levels of the correlator. 

4.3.3 Bandwidth Synthesis 

'Bandwidth synthesis' is a technique by which it is possible to 
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observe a large 'effective' bandwidth, hence narrowing the delay 

response and improving the accuracy of the delay measurement (see 0.4), 

whilst only recording a much smaller bandwidth. ' In order 'to achieve 

this, several narrow frequency channels, distributed throughout a broad 

frequency band, are sampled either sequentially or simultaneously 

(Rogers, 1970 and Thomas et al, 1976). 

From the relationship (2.15), ' differentiating with respect to 

the observing frequency w gives: 

(4.4) PW = 21rr . 

Clearly, the slope of the curve of phase against observing frequency is 

a measure of the delay time since each separate observing frequency will 

exhibit a different phase, but the same delay time, at any instant. 

The error in the estimation of the delay using this technique is 

(Shapiro and Knight, 1970): 

27rsT = 
6ý (4.5) 

Wmax - Wmin 

where Wmax - wmin = the effective width of the frequency band, 

aT = the error in the estimation of the delay, 

and 60 =a function of the error in the estimation of the 
phase for each of the separate narrow frequency 
bands (' SNR-1) . 

Referring to (4.5), the removal of all 2i ambiguities (see 84.1.2) can 

reduce the error in the estimation of the delay to around 0.1 ns (= 3 cm) 

at typical VLBI observing frequencies.. However, systematic effects due 

to the Earth's atmosphere are the dominant limiting factor rather than 

the VLBI system itself. 

As the delay is the gradient of the graph of phase against frequency 
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(see (4.4)), in order to give good delay measurements, the relative 

phases rather than the absolute phases of the narrow bands must be 

consistent. The frequencies of these narrow bands must be chosen so 

as to eliminate any uncertainty due to integer-cycle (2, r) ambiguities, 

the major problem in measurements of absolute phase. This type of 

work also necessitates accurate calibration of the observing equipment 

such that frequency dependent instrumental phase relationships are 

known and can be eliminated. 

One method of determining the optimum distribution of the recorded 

frequency bands (Shapiro and Knight, 1970) is to initially take two 

bands., centred on frequencies wl and w2 (w1 < w2), such that the expected 

differences in their phases derived from the cross-correlation process is 

much less than one cycle (2, r radians). This condition ensures that the 

relative phase of these two bands is known. The next frequency band, 

centred on w3 (w3 > w2), must be positioned such that the phase derived 

from the combination of wl and w2 can be extrapolated to w3 without 

introducing ambiguities. This is achieved by satisfying the equation: 

w3- w2 42- 
wl 

(4.6) 

where öý = SNR-1 and the SNR is calculated as in (4.8). Further bands 

can be determined in a similar manner such that, for m bands: 

- w) 1-w- wm-2 \ w: 
m_1' 

4.7 wm -w m-1 - ae 

4.4 SYSTEM REQUIREMENTS 

The accuracy attainable from an interferometer is dependent on the 

design, quality and efficient functioning of all the separate hardware 

and software elements in the antennae systems and the recording, playback, 
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and correlation stages. This section deals with. certain factors which 

directly affect the attainable accuracy of the interferometer system. 

The width of the delay response illustrated in Fig. 4. IV is 

inversely proportional to the effective bandwidth. Therefore, in order 

to ensure obtaining interference fringes, the time separation of the 

delay channels (delay tap separation in the Canadian analogue system 

terminology) must be such that the Isin x/xI envelope cannot fall between 

two channels and hence remain unnoticed. The-channel separation is 

usually made equal to half"the width of the delay or frequency response 

in order to minimise the required amount of sampling. Clearly, the 

observed delay must also fall within the overall span of the delay 

channels. This is achieved by computing the expected geometric delay 

and estimating the instrumental and clock delay from the relationship 

between the local clocks and the Loran C time signals received during 

observation. Using this method, or by employing a 'travelling clock'* 

which visits all the participating stations and to which the local 

station clocks are adjusted, synchronisation to the order of ±1 us or 

better can be attained. 

As stated in §4.1.1, VLBI depends on atomic frequency standards to 

drive the local oscillator and local clock at each station. It is 

necessary that the phase stability provided by the atomic frequency 

standard is sufficient to maintain the characteristics of the received 

frequency band when mixed down to the video band. The better this 

objective can be achieved then the higher the SNR and the longer the 

integration periods can be. The phase stability will also be affected by 

atmospheric effects and the local oscillator itself introducing phase 

* The United States Naval Observatory (UNSO) routinely visits observatories 
in order to synchronise the station clocks with the USNO's travelling 
Cesium-beam clock to within 1 us. 
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noise into the signal. The stability of hydrogen-maser and rubidium 

standards is illustrated in Fig. 4. V (Vessot, 1976). In the long term, 

the relative drift of the station clocks is modelled in the data analysis 

as a polynomial in time (§2.4.7). 

The tape recorder system (i. e. the magnetic tape itself and the 

recording and playback recorders) must be of sufficient quality and 

time-base stability that-. the sampled video band signal is reproduced in 

the correlator as it was originally recorded at the antenna. This 

necessitates a minimum of data contamination such that the time-base 

compensators are able to function satisfactorily and little data is lost. 

The limitation on the data storage capacity of the magnetic tape is 

governed by the tape recorder characteristics. The bandwidth and the 

data recording rate depend also on the timing accuracy achievable for 

each data sample. 

The output of the correlation procedure is a set of observations, 

at different epochs, of delay and fringe frequency. The accuracy of a 

delay measurement is dependent on the observed bandwidth and the signal- 

to-noise ratio of the observation whereas the accuracy of a fringe 

frequency measurement is dependent mainly on the SNR. The width of the 

delay response is inversely proportional to the effective bandwidth and 

hence the larger the effective bandwidth then the narrower the delay 

response and the more accurate the delay measurement. The signal-to-noise 

ratio of an interferometer is given by (Shapiro and Knight, 1970): 

IAAnA ABn8 Bt h 
SNR PTT (4.8) 

AB 

where P= source strength (in flux units), 

AA and'. AB = antennae surface areas, 

nA and ng = antennae efficiencies 
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TA and TB = system noise temperatures 

B= recorded bandwidth 

and t= integration time of observation. 

The subscripts A and B indicate antenna A and antenna B respectively. 

The antenna area is simply the surface area of the paraboloid dish and 

the system noise temperature is an operating characteristic of the 

antenna (Meeks, 1976). From (4.8) it is apparent that: 

SNR « BI, 

and hence the wider the recorded bandwidth the greater the SNR and the 

better the delay measurement. Similarly, this also results in a better 

fringe frequency measurement. A balance must therefore be achieved 

between using 'bandwidth synthesis' techniques having a broad effective 

(sampled) frequency band but narrow recorded bands, and wider single 

frequency band measurements. 

This distinction between recorded and effective bandwidths must be 

emphasised. The SNR depends on the actual recorded bandwidth whereas 

the accuracy of an observation also depends on either the delay or fringe 

frequency response and hence on the effective bandwidth. The NRAO Mk I 

equipment using the 'bandwidth synthesis' technique (0.3.3) has a broad 

effective bandwidth (often 23 or 46 MHz) but a narrow recorded bandwidth 

(360 kHz per channel). The Canadian system has a broad recorded bandwidth 

(4 MHz) but a relatively small effective bandwidth (also 4 MHz). 

Consequently, all other things being equal, the MK I system with 

'bandwidth synthesis' will give better delay observations than the 

Canadian system but inferior fringe frequency observations due to the 

greater recorded bandwidth, and hence SNR, of the latter. 



CHAPTER 5: 

VLBI SOFTWARE 
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5.1 INTRODUCTION 

The software which has been developed to process VLBI data is 

called the NULBIP (Nottingham University Long Baseline Interferometry 

Program) suite of programs. The programs are capable of adjusting 

data observed with the NRAO Mk I VLBI system over a single baseline and 

data observed with the Canadian VLBI system over one or three baselines 

(2 or 3 participating stations). In addition, simulation experiments 

can be performed with up to 4 observing stations (see §5.5). All the 

programs are capable of performing the adjustment with either delay 

data or fringe frequency (or delay rate) data or both together. The 

changes necessary to the program in order to handle data from other 

VLBI systems are almost all in the data input stage and hence the 

programs are very flexible. The programs comprising the NULBIP suite 

are summarised in Table 5.1. 

The programs have been developed to run on the University's ICL 

1906A computer and hence are written in extended Fortran IV, run under 

the GEORGE 3 operating system, and use the University's UNIQUE job 

control and filestore systems. " The computer core store currently 

available on the ICL 1906A computer is about 150K words. The efficiency 

of the present VLBI adjustment programs could be improved, reducing the 

storage and run time required, but, as they require only half of the 

computer storage capacity and as they are not designed for use in a 

commercial environment, no attention has been paid to this improvement. 

As an indication of the computing requirements, the single baseline 

adjustment program (CCOM1) has a run time of 451 seconds and core 

requirement of 74K for the Algonquin-Chilbolton May 1977 data, the triple 

baseline Canadian adjustment program (TRIG4) has a run time of 488 

seconds and uses 79K of core for the May 1977 Algonquin-Chilbolton-Owens 
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Valley interferometer array, and the single baseline NRAO Mk I data 

adjustment program (COM7) has a run time of 229 seconds and requires 

67K of core store for the Haystack-Goldstone August 1972 experiment. 

These experiments are described and the results presented in Chapters 6 and 7. 

In the remainder of-this chapter the data obtained from the 

NRAO MkI VLBI system is termed the 'Mk I data' and that obtained from 

the Canadian VLBI system is termed the 'Canadian data'. 

5.2 VLBI DATA 

5.2.1 Mk I Data 

The Mk I data was supplied in condensed form on punched cards and 

consists of one observation of delay and one of delay rate per line of 

data. Each line contains: 

(i) the coded identification name of the observed baseline 

(see §5.4.1), 

(ii) the UTC epoch of observation (year, day, hours, minutes) 

which always falls on an exact minute, 

(iii) the coded identification number of the observed source 

(see §5.4.1), 

(iv) the observed group delay and the standard error of the delay 

observation (in us and ns respectively), 

(v) the observed delay rate and the standard error of the delay 

rate observation (both in ps/s). 

The format of this data is illustrated in Appendix G. I. The observations 

are the 'natural' delay and delay rate as derived from the observing 

procedure described in Chapter 4, and include all the effects described 

in Chapter 2. 
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5.2.2 Canadian Data 

The Canadian data is supplied by the National Research Council 

of Canada Herzberg Institute of Astrophysics on standard magnetic tape. 

Each baseline observing period has two separate files associated with 

it which, when combined, give all the necessary data for each 

observation. The data files resulting from the initial data 

preparation stage described here are formed by a combination of two 

methods, namely the use of programs run on the main computer and by 

manual editing using the University's UNILINE on-line system. The 

stages in the formation of the 'condensed' data files suitable for 

input to NULBIP, and the particular computing method used to derive each 

stage, are broadly described in this section and the details of the method 

are given in Appendix G. 2. 

The data on the first file, 'data file 1', consists of: 

(i) the UTC epoch one second before'the observation epoch 

(year, day, hours, minutes), the observation epoch always 

being one second after an exact minute, 

(ii) the name of the observed source, 

(iii) the coded identification of the observed basýline (see §5.4.1), 

(iv) the 'residual' delay and the standard error of the delay 

observation (both in us), 

(v) the 'residual' fringe frequency and, the standard error of 

this frequency observation (both in Hz), 

(vi) the 'expected' delay (us), 

and (vii) the 'expected' fringe frequency (Hz). 

The data on the second file, 'data file 21, consists of: 

(i) the number of the observation within a particular continuous 

observing period on one source, 



149. 

(ii) the UTC epoch one second before the observation epoch 

(year, day, hours, minutes), 

(iii) the Greenwich Apparent Sidereal Time (GAST) of the 

observation (in hours to only 3 decimal places), 

(iv) the observed source name, 

(v), the coded identification of the observed baseline, 

(vi), the sample rate of the data processing (see 14.3.2), 

(vii) the observing frequency (MHz), 

(viii) the approximate UT1-UTC correction (see §2.4.2) for the 

epoch of observation (secs), 

(ix) the delay tap separation (see §4.4) of the correlator (us), 

(x) the 'offset' delay, 

and (xi) the 'offset' fringe frequency. 

The 'natural' or 'observed' delay or fringe frequency is a combination 

of the 'expected', 'residual', and 'offset' delays or fringe frequencies 

(see §4.3.2) such that: 

OBSERVED. = EXPECTED - RESIDUAL - OFFSET. - (5.1) 

Having established a common observation by comparing the UTC observation 

epochs on both files, the only data required from 'data. file 2' above 

that contained in 'data file 1' are items (vii), (x) and (xi). 

Although some of the other parameters that 'data file 2' contains are 

needed for the adjustment, they are generated within NULBIP to a much 

higher degree of accuracy. 

As many as 3500 observations may be made during a four-day 

observing session. This large number of observations results from the 

antennae continuously tracking the same source for an approximate. 
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period of one hour, from which the correlation process (see 0.3.2) 

derives one observation per minute. It is not a complicated computing 

task to perform an adjustment using all the available data, but it is 

a relatively expensive one in computing terms and tests carried out 

using all the data have shown that very little is gained in accuracy 

by using more than 300 observations. Consequently, the large amount 

of data supplied in the two data files is subjected to a preprocessing 

phase which outputs the desired amount of 'condensed' data (this is 

unlike the case for the Mk I data (see §5.2.1) which is already in a 

highly condensed state and which therefore requires no preprocessing). 

The entire data preparation scheme designed to form single baseline 

data files suitable for input to NULBIP is shown in the flow chart, 

Fig. 5. I. 

The first stage of the preprocessing phase involves the on-line 

editing of the two data files to make them suitable for use in the 

actual preprocessing program. Firstly, the necessary source data for 

all the observed sources (name, code number, 1950.0 right ascension 

and declination) are appended to the beginning of 'data file 1' and a 

recognisable terminator (99 in the epoch minutes column) is appended 

to the end of the file. A source code number is also added to the 

beginning of each observation line. The resulting data file contains 

more characters per line than is permitted for data input during a 

program run and consequently the file has, to be split into two separate 

files called 'delay data file 1', which includes all the delay data, 

and 'frequency data file 1', which contains all the fringe frequency data. 

'Data file 2' also has certain parameters removed which are not required 

in the preprocessing program or in NULBIP in order to reduce the data 

file width. 
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The data is input to the preprocessing program summarised in 

Fig. 5.1 and detailed in the flow chart, Fig. 5.11. The input 

consists of: 

(i) either the 'delay data file 1' or the 'frequency data file 

1' (it can only deal with one of these at a time), 

(ii) the data cards for NULBIP (see §5.3.1), 

(iii) 'data file 2', 

and (iv) a data card giving the desired number of observations, D. 

in the resultant condensed data file. 

To form a condensed delay data file, the source data at the beginning 

of 'delay data file 1' is first read into the program and is both stored 

and output to the condensed data file. The first 300 observations of 

'delay data file 1' are then individually input to the program. For 

each observation, the source and baseline names are checked (see §5.4.1) 

and the 'expected' observation and the standard error of the observation 

are inspected. If either of these is equal to zero or if the baseline 

or source name is not recognised, then the observation is rejected. 

The program computes the angle of elevation of the source from each 

antenna using the relevant computational routines described In Chapter 2 

and §5.4.2. All observations which were made whilst either antenna 

was pointing at an elevation of less than 10° to the horizon are 

rejected since the tropospheric refraction effects become large at these 

low elevations and any errors in the modelling of the atmosphere are 

exaggerated (see §2.4.5 and Appendix D). The observations surviving 

these initial filters are then output to a temporary disc store and 

the next 300 observations are input to the program and processed in the 

same fashion as the first 300. This procedure continues until all the 
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observations of 'delay data file 1' have been processed and those 

proving satisfactory have been output to the temporary disc file. 

The observations are recalled from the disc store one at a 

time and a , search is made for each equivalent observation in 'data 

file 2' by comparison of the observation epochs. If the corresponding 

observation does not exist in 'data file 2' then the observation is 

rejected but if it does exist, the two data records are combined and 

stored. The combined observation consists of: 

(i) the code number of the observed source, 

(ii) the UTC epoch one second before the observation epoch 

(year, day, hours, minutes), 

(iii) the observed source name, 

(iv) the coded identification of the observed baseline, 

(v) the 'residual' delay and the standard error of the delay 

observation (both in us), 

(vi) the 'residual' fringe frequency and the standard error 

of the observation (both in Hz) (not used), 

(vii) the 'offset' delay, 

and viii) the 'expected' delay. 

Every nth observation of this data file is then output to a condensed 

data file for use in NULBIP, where n is a function of D. the number of 

observations required in'the condensed file. Finally, the data 

terminator is appended to the end of the file. 

A similar process is carried out separately for 'frequency data 

file 1' resulting in a condensed data file similar to, that of the delay 

file but having the 'offset' and 'expected' fringe fequencies in items 

(vii) and (viii) respectively. 
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The output of the preprocessing phase as explained above is a 

set of separate data files, one for each different baseline and type 

of observation. This data is suitable for input directly into the 

single baseline adjustment program (CCOMI). To form a data file 

suitable for input to the three station-three baseline adjustment 

program, the three-delay data files for each observing-period are 

manually edited and combined using the UNILINE on-line system. Only 

one set of source data is required at the beginning of this combined 

file and similarly one terminator at the end. An identical process is 

carried out to form the combined fringe frequency data files as is 

used to form the combined delay data files. 
TT- (S 

Although the need for so much manual editing may appear inefficient, 

this is not in fact the case. The VLBI data provided to an independent 

agency, such as the University of Nottingham, is produced by specialist 

software which is designed by the organisation performing the post- 

processing according to their own requirements and therefore the data 

format may be subject to periodic changes. Consequently, it is not 

feasible to attempt to write a, general preprocessing program and hence 

manual editing becomes an efficient alternative. The important 

factor is that the output of the preprocessing phase is always in a 

standard form such that it is suitable for direct input to NULBIP. 

Finally, although the maintenance of separate 'expected', 'residual', 

and 'offset' observations in the condensed data file may appear 

unnecessary, the values of these parameters themselves are often of 

interest and are therefore desirable in NULBIP. Nvi IVOLO 
'- 

The overall preprocessing phase does not identify and eliminate 

poor quality observations but only those which are deemed to be 

unsuitable. However, the percentage of poor quality observations is 
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very small and hence, although they will appear in the condensed data 

files, they will be rejected in NULBIP and will not significantly 

alter the number-of observations contributing to the solution. 

5.3 : UNIVERSITY-OF NOTTINGHAM VLBI-PROGRAMS (NULBIP) 

5.3.1 Data Input 

There are two methods of reading data into NULBIP. They are 

from: - 

(i) disc files, which contain the observed sources and their 

co-ordinates and 'condensed' VLBI data (as described in 

§5.2.1 and §5.2.2), 

and (ii) data cards, which contain all the required parameters of 

the adjustment. 

The source data contains the name, source code number, and 1950.0 

right ascension and declination of each source for which data is to be 

processed. In the case of the Canadian system, the VLBI observational 

data will have already been reduced to an easily manageable form by 

previous data processing (. 0.2.2) and placed in file, and it can 

therefore be read directly into the main program. On the other hand, 

the Mk I data can be read directly into the program without recourse to 

data preprocessing. The appropriate program of the NULBIP suite to be 

used depends on the type of data (Mk I or Canadian) and the number of 

participating baselines (see §5.1). 

The data input on punched cards is the same for all NULBIP programs 

and can be split into two types, namely observing period data and program 

option parameters. The data referring to the observing period consists 

of: 
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(i) the names of the participating antennae, 

(ii) the co-ordinates of the participating antennae (geocentric 

radius, latitude, and longitude), 

(iii) the dates of the observations, 

(iv) the number of days on which observations were made, 

(v) the number of sources observed, 

(vi) the 'fixed' source in the adjustment (see §3.4.3), 

(vii) the Greenwich Apparent Sidereal Time at 0 hr UT of each 

day on which observations were made (from the 

Astronomical Ephemeris), 

(viii) a parameter indicating if a station clock has been reset 

during the observations, -- 

(ix) the epoch at which the clock error polynomial is zeroed, 

(x) the x and y components of polar motion, the UT1-UTC values, 

and the'day numbers` for which these values apply (at least 

six values of each, see §5.4.3), 

and (xi) meteorological data (either real data with epochs of 

observation or mean values for the observing period) for 

each participating station. 

The program option parameters are: 

(i) the mode of output of the program, i. e. a parameter 

governing the quantity and type of program output (see 

§5.3.3), 

and (ii) the type of data to be processed, i. e. delay only, fringe 

frequency (or delay rate) only, or both of these. 

The overall data input and output system for the VLBI analysis in this 

thesis is illustrated in Fig. 5.111. The functions above the dashed 



Fig. 5.111 Data input and output scheme'for NULBIP 
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line are those applicable to the specific data used here and may change 

for future data. 

5.3.2 General Procedure 

This section gives a general outline of the procedure adopted by 

NULBIP and illustrated in the flow chart, Fig. 5. IV. The input of 

data to NULBIP has already been described in §5.3.1. The special 

computational procedures required by NULBIP are mentioned and either 

will be dealt with in detail in §5.4 or have already been described in 

Chapter 2. In this section, reference is made to observations of 

fringe frequency although the Mk I data contains delay rate observations 

instead. The general computational process is the same for both and 

the differences are only in the expressions used in the particular 

computations, as defined in §2.1.4. 

The observing period and program. option data is firstly read into 

the program from the deck of data cards. This is followed by the 

input, from disc file, of each source name and its code number and 

1950.0 source co-ordinates (see §2.3.1). The observed data is then 

read into the program, one observation at a time, from the same data 

file. The content of each observation record is described in either 

§5.2.1 for the Mk I data or §5.2.2 for the Canadian data. 

Although the data may have been either preprocessed or checked 

beforehand, the validity of the source and baseline names is first 

confirmed (see §5.4.1). In the case of a three antennae array, the 

appropriate vector element in the baseline observation vector is coded 

according to the participating stations for use in the adjustment 

procedure. The source is also identified, coded, and stored for later 

use. The failure of the observation to satisfy either of these two 

criteria results in the rejection of the observation and causes the 
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component of the edit vector (the vector listing the current status 

of each observation in the adjustment) to be amended from its original 

form in which all observations are assumed satisfactory. 

Several parameters, associated with each observation and 

dependent on its epoch, are then computed and stored in the appropriate 

vectors, as explained below. - The source co-ordinates must be updated 

to apparent positions relative to the true celestial system of date 

(see §2.1.2.2) by application of the corrections for annual aberration, 

precession, and nutation (see §2.3) using routines provided by the 

Royal Greenwich Observatory, Herstmonceux. The epoch for each 

observation is given in UTC and hence a corresponding time vector 

containing the GAST observation epochs must be established. This 

involves interpolation (see §5.4.3) of the input values of the 

UT1-UTC corrections for the epoch and hence the calculation of the UT1 

observation epochs, from which the GAST epochs are obtained (see §2.4.2). 

The x and y components of polar motion are interpolated (see §5.4.3) 

from the input values for each observation epoch. For use in the clock 

error model (52.4.7), the elapsed time since the origin of the 

polynomial is computed. Finally, each observation (and its standard 

error) is converted to the correct units and in the case of Canadian 

data, the 'expected', 'residual' and 'offset' values are combined to 

give the 'natural' observation. 

A check is made after each observation has been processed in this 

way to ensure that the maximum number of observations has not been 

reached. Similarly, the recognition of the data file terminator will 

also complete the input of that observation type. In the case of 

Mk I data, all the data is read from the file, which contains both 

observation types, but only the data required for the proposed adjustment, 
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as specified'by the program option parameters, are used. In 

contrast, for the Canadian data, only the type of data required for 

, -the adjustment is read into the program. 

Finally, the data input is completed by the meteorological 

data for each station being read into the program. This may take the 

form of either meteorological observations taken at specified epochs, 

or mean meteorological data for the observing period, or a mean 

atmospheric delay in the zenith direction for the observing period. 

This completes the data input and the initial processing stage of the 

program. 

The program then enters the adjustment phase. Firstly, the 

number of unknowns in the adjustment is computed. This is governed 

by the number of baselines, the number of sources, the order and 

number of clock polynomials, and the inclusion of any further parameters, 

e. g. meteorological unknowns, (see §3.3). The cartesian co-ordinates 

of each antenna in the Average Terrestrial system are then computed 

from the input co-ordinates (see 52.1.2.1) and the baseline components 

are computed. The observed values and their associated data are 

recalled from store one observation at a time. The rotation matrix 

transforming the true celestial into the 'instantaneous' co-ordinate- 

system (see §2.1.2.3) and the polar motion matrix (see §2.2.2) trans- 

forming the Average Terrestrial into the 'instantaneous' system are 

established. From the coded baseline observation vector, the baseline 

endpoints are identified and their co-ordinates retrieved. 

The parameters and corrections necessary for the calculation of 

the observation from a priori data are then computed. The co-ordinates 

of both antennae are corrected for Earth tidal movement (see 12.4.3) 

and hence the true a priori baseline at the epoch of observation, on 
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the Average Terrestrial system, is established. The dry and wet 

temperature and pressure if meteorological data is available, or the 

mean atmospheric delay in the zenith direction if this is available, 

together with the angle of elevation of each antenna at the epoch 

of observation are derived (see §5.4.2) and used in the calculation of 

the atmospheric correction to the observation (see §2.4.5, §2.5.5, 

and Appendix D). The velocity of the 'remote' antenna and hence the 

'retarded baseline' correction (see 92.4.4 and §2.5.4) to the observation 

are also computed. If the antennae axes do not intersect, then a 

correction to the observation is computed (see §2.4.1 and §2.5.3). 

In the case of a delay observation, the 'computed' delay is now 

derived as shown in §2.4.9. For fringe frequency observations, the 

differential precession and nutation matrices are established and the 

frequency computed using the expression derived in §2.5.1. The 

appropriate row of the observation equations matrix is formed and 

stored entirely in core, as is the right-hand-side 'observed minus 

computed' vector element (see §3.2.1). The next observation is recalled 

from store and the whole process repeated until all the observation 

equations have been formed. Any observations which are unsatisfactory 

according to the edit vector element have zeroes input to their 

observation equation. At this stage, the magnitude of the right-hand- 

side of each observation is checked and if it is found to be bigger 

than a specified value, then the observation is rejected (see 83.6.4). 

After all the observations have been processed in this way and 

the observation equations formed, the normal equations (see §3.2.2) 

are computed and the values in certain rows and columns. are eliminated, 

excepting leading diagonal elements, so that these parameters remain 

fixed in the adjustment (see §3.4.3)'. The normal equations are'then 

'scaled', solved, and 'descaled'. "Scaling' of the normal equations 
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involves manipulating of the matrix to give l's on the leading diagonals 

so that the solution of the equations will not be affected by ill- 

conditioning of the matrices. 'Descaling' recovers the correct 

solution from the 'scaled' solution. The solution itself is performed 

by decomposing the normal equations matrix by Choleski's method (see 

Appendix F. 3) and then forward and back substituting to give the desired 

unknowns (see Appendix F. 4). Following this, the residual (see §3.2.2) 

of each observation is computed and then the value of ao (see §3.2.3) 

for the adjustment. If this is the first solution,, th_en the residuals 

are filtered using Chauvenet's criterion (see §3.6.2) and, if at least 

one residual is too large and hence is rejected, the whole solution 

process is performed again. After the second solution, or after the 

first if no residuals are found to be too large, the residuals are 

subjected to a chi-squared test to. verify that they exhibit a normal AQ" 
distribution (see §3.6.3). A'plot of observation epoch against the 

corresponding residual is produced which indicates the different 

sources (in coded form). The covariance matrix ( §3.2.3) is calculated 

by inversion of the normal equations matrix in the manner, described in 

Appendix F. P. 

From the solution, the baseline, antennae, source, and clock 

model values are computed together with their standard errors from the 

covariance matrix (see §3.5. ). Finally, the program outputs a summary 

of the adjustment as detailed in §5.3.3. 

5.3.3 Program Output 

The amount and type of output generated by NULBIP is governed by 

the value of the 'mode of output' option parameter in the input cards'. 

This can take one of three values and the output for each one is: 
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Mode 2-a results summary only containing: 

(i) the values of the unknowns of the adjustment and their 

standard errors, 

the adjusted baseline, antennae, source, and clock 

parameters, 

(iii) the baseline declination, hour angle, and length (see 

§3.4.1) and their standard errors, 

(iv) summary data of the adjustment itself, i. e. vo, the 

number of observations accepted and rejected (and why), 

the mean a priori-standard error of each type of 

observation and-each baseline, and the a priori co-ordinates 

of each antenna. 

. 
Mode 1-a results summary, as described for mode 2 above, and all the 

input data as detailed in §5.3.1. 
N,, _ 

Mode 0-a complete output of almost all phases of the program, i. e. 

the input data including the meteorological data, the 

observation equation right-hand-sides, normal equations, 

observation residuals, covariance matrix, and a results 

summary. 

For program testing purposes it is an easy task to output any other 

desired parameter from the program. 

5.4 COMPUTATIONAL PROCEDURES.. USED IN NULBIP 

5.4.1 Baseline and Source Identification 

The observing baseline in the Canadian data is represented by a 

-code word comprising of four letters, the first two representing 

antenna A (the 'reference' antenna) and the second two representing 
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antenna B (the 'remote' antenna). For example 'ARCH' indicates that 

antenna A is Algonquin Radio Observatory (AR) and antenna B is 

Chilbolton Observatory (CH). The baseline code word*for each 

observation is compared against the input participating station names 

and, in the case of the three baseline program, a vector is established 

containing a specific digit representing the observing baseline of each 

observation. For the input station names AR, OV (Owens Valley) and CH, 

the baseline identification vector contains: 

1 for AROV, 

2 for ARCH, 

and 3 for OVCH. 

The baselines OVAR, CHAR, and CHOV are not used in these data sets. 

If the baseline name is not recognised, then the observation is rejected. 

The source code number associated with each observation for both 

Canadian and, Mk I data should be contained in the vector of source code 

numbers in the source data block at the beginning of the data file. 

An observation of the source 3C273B by the Mk I system is illustrated in 

Fig. 5. V, along with the elements of the source data record for 3C273B 

urce code number 

HG(33) 829721715 7865.766111 
, . 153 -743155.184 . 148 

Observation of 3C273B by NRAO Mk I VLBI system 

source code number 

3 
_C273B 

12 26 33.246 2 19 43.31 

sequential number 'source name 
of each source 
data record 

Source data record for 3C273B 

Fig. 5. V Source Identification Method 
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(see Appendix G for a full explanation of the individual elements of 

each data record). ` The code for each observation is read and compared 

with each element of the vector of source code numbers, established from 

the input source data, until the correct element is located. A vector 

is established containing the number of the sequential position of the 

appropriate source in the source data list. In this example, 3C273B 

is the fourth source in the source data list and hence has the number 4 

allocated to the appropriate element of the observed source vector. 

This technique enables simple allocation of storage space later in the 

program. If no corresponding source code number exists, then the 

observation is rejected. 

5.. 4.2 Data Preparation for Tropospheric Model 

There are two tropospheric correction models used in this study, 

both of which are described in §2.4.5 and Appendix D. The first, 

Chao's model, depends on a knowledge of the source direction and 

approximate antenna position, along with the excess delay in the zenith 

direction due to. the atmosphere; It is therefore well suited for use 

with average meteorological data for a whole observing period although 

observed meteorological data may be used. The second, Hopfield's 

simplified model, also requires the source direction and approximate 

antenna position but, also requires observation of dry and wet temperature, 

and pressure (or similar observations, e. g. relative humidity instead of 

wet temperature, which yield the same data (see Appendix D. 2)). : This 

model can easily be used for either average meteorological data or for 

observed data with. observation epochs. 

For the case of an average correction, the data can be used in the 

model directly as it is input to the program (having corrected the units 
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of-measurement if necessary). In the case of observed data, the epoch 

of observation and-the meteorological data are stored chronologically in 

separate vectors for each station. A linear interpolation is performed 

for each VLBI observation relating the VLBI observation epoch to the 

meteorological data observation epoch and hence to each type of observed 

meteorological data. This yields the value of each meteorological 

parameter for the desired epoch from: 

Xobs = 
(tobs ti-1) x (Xi - Xi-+ 

X. 
_l 

(5.2) 
ý (ti - ti-1) 

where Xobs = the calculated value of the meteorological parameter X at 

the epoch of the VLBI observation, tobs' 
- 

Xi and Xi_l = the observed meteorological parameter at the epochs defined 

by the ith and (i-1)th elements of the particular 

meteorological parameter vector, 

and tobs, ti and ti_l = the epochs of the meteorological data parameters 

described above. 

If the observation lies outside the time span of meteorological 

observations, then extrapolation of the observed meteorological data is 

required. 

Besides the actual observed or average meteorological data, all 

tropospheric models require the elevation above the horizon of the line 

of sight of observation. The theory and formulae for this computation 

are described in Appendix D. 3. The computation of the elevation of the 

line of sight is also required in the data filtering and preprocessing 

stages as well as in the tropospheric model itself. For fringe 

frequency and delay rate observations, the rate of change of elevation 

is required in the tropospheric model (see Appendix D. 3). The rate of 
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change of the meteorological parameters themselves contribute very 

little to the overall correction and are hence ignored. The 

elevation is also used when considering the design of VLBI experiments 

(see §5.5). 

5.4.3 Everett's Algorithm 

The x. and y components of polar motion and the UT1-UTC differences 

are'tabulated at 5-day intervals in the BIN Circular D and Rapport 

Annuel. In order to compute the values at the epoch of observation, 
h1o rr i srv`r' 1. 

Everett's interpolation formulae is used. Everett's algorithm involves 

forming a central difference table, as shown below, where Ti are the 

tabulated epochs (at 5-day intervals) and X1 are the corresponding 

parameter values: 

To X0 
5X0.5 

T1 - xi 62X1 
6X1.. 5 63X1.5 

T2 X2 62X2' 64X2 

5X2.5 63X2.5 65X2.5 

T3 X3 62X3 64X3 

6X3.5 63X3.5 

T4 X4 52X4 
5X4.5 

T5 X5 

The table is computed such that: 

6X0.5 = 6Xl - aXo, 

and 62X1 = ax 1.5 - 5X0.5, etc. 
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If the value'of the paramter X(n) is'required at an epoch n, which lies 

between T2 and T3, then Everett's formula gives: 

X(n) = tX2 + 
[t3r 

62X2 + 
[52j 

84X2 +r S6X2 + 

SX3 + [s+11 62X3 +I S5 SL X3 + 
r7 

86X3 +,,. 

where s= 
n-T2 

T3-T2 

t= 

rr 
_ r(r-1)(r-2) .... (r-k+1) 

LkJ k: 

(5.3) 

For this application, the formula may be truncated at the fourth 

difference and hence there must be three input data points either side 

of every observation epoch. 

5.5 OBSERVING PROGRAM DESIGN 

The design of the observing schedule directly affects the accuracy 

of the parameter estimation. procedure for a VLBI experiment. There are 

no definite rules concerning the optimum design for a given experimental 

objective (Robertson, 1975) and therefore it is largely an empirical 

procedure. However, there are several factors which require consideration, 

namely: 

i) the antennae of the array (or at least some of them) need to 

simultaneously observe a source at a sufficiently high elevation 

and the source needs to be strong enough for the antenna systems 

to make useful observations (see Chapter 4), 

ii) each particular source needs to be observed at different hour 

angles so that, firstly, the effect of any unmodelled time dependent 
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systematic errors in the adjustment are not transmitted directly 

into the baseline determination, and secondly, the observations 

should provide a well balanced baseline solution, 

iii) observations on several sources should be included for the same 

reason as (ii) above and also so that sufficient sources are 

observed to give a solution for all the desired parameters 

(see §3.4), 

iv) sources covering a wide declination range should be observed since 

this is the governing factoron the accuracy of the determination 

of the polar component of the baseline, and 

v) the time required to move each antenna from one source to the 

next must be considered. 

In order to allow for the considerations outlined above, and hence 

to obtain an efficient and successful observing program, recourse can be 

made to several techniques. To determine the availability of a source 

for observation, a program has been written to compute the elevation of 

a source (Appendix D. 3) as viewed from up to five antennae throughout 

a 24-hour period. The graphical output, illustrated in Fig. 5. VI for 

source NRA0150, is a polar plot with the radiating arms representing time, 

in clockwise increments of one hour starting at 0 hour vertically 

upwards, and the circles representing elevation, increasing in increments 

of 100 from 00 in the centre to 90° on the outer ring. In this case, 

1 the elevation plots are only given when all the antennae can view the 

source at an elevation greater than 100. 

In order to obtain a well balanced solution, consideration of the 

'uv-plane' coverage is useful. The uv-plane is defined as a plane 

parallel to the incident wavefront from a source, where u is in the 

direction of increasing right ascension and v is in the direction of 
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increasing declination (see Fig. 5. VII). The actual plane, therefore, 

remains fixed with respect to the source and its signal wavefront, 

but moves with respect to the antennae. One of the antennae of each 

individual baseline in an array is assumed to always lie at the origin 

of the uv-plane and the projection of the other antenna onto this plane 

defines the u and v components of this particular baseline at any 

epoch where: 

uB cos a6 sin(HS-HB) 

v=w Býsin aB cos as - cos a6 sin as cos(HS-HB) 

and B= baseline length (comprising components bX, by, ba), 

as and HS = declination and hour angle of the source, 

a6 and HB = declination and hour angle of the baseline as given in 

(3.26), 

w= observing frequency, 

(5.4) 

and c= velocity of propagation of microwaves in vacuo. 
f7l 

These formulae give u and v in radians as a measure of the baseline 

projection in terms of the observing wavelength. Therefore, considering 

one baseline only, its projection on the uv-plane describes an ellipse, 

centred at (0, (w/c)B sin 6B cos 6S), with eccentricity of cos S, and 

semi-major axis equal to the equatorial component of the baseline. This 

ellipse is a measure of the baseline projection and hence takes no account 

of whether both antennae can actually 'see' the source. In presentation 

of uv plots, this fact is catered for by computing the elevation of the 

line of sight to the source from each antenna and disregarding periods 

during which negative elevations occur at either antenna. Figs 53111 

through 5. X show the assembly of the uv plot for a source of declination 

50° as observed from the four antennae at Jodrell Bank, Helsinki, Crimea, 
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plane 
wavefront of 
signal from source 

from source 

eat", - LA-u- rC'c LL k s« c -" 46L rcaýAý &,, PA, 4, ujg 
parallel to the polar axis and 
in the direction of increasing 
declination 

u axis is parallel to the equator and in 
the direction of increasing 
right ascension 

Fib. S. VIi Geometry of the uv-plane 
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and Madrid. ' Fig. 5. VIII is the plot for just Crimea and Jodrell Bank. 

Note that there are two curves, one for Crimea as the origin and one 

for Jodrell Bank as the origin. Fig. 5. IX illustrates the effect of 

adding Helsinki to form a three baseline array and, similarly, Fig. 5. X 

shows the full four station uv plot. 

For each baseline, superimposing of all the uv-plane coverage plots 

for the different available sources gives a measure of the total possible 

coverage for the baseline. Hence, for a well balanced solution, 

observations should be made over the whole range of the combined uv-plane 

coverage. 

Having designed the observing program, its effectiveness in 

determining all the baseline, source, and clock parameters can be assessed 

by performing an adjustment simulation. The program of the NULBIP 

suite which performs this task (EUROSIMI) is capable of handling 300 

observations and four observing antennae (six baselines). 

The basis of least-squares adjustment simulation is that the 

a posteriori standard errors of the unknown parameters (corrections to the 

initial approximate parameters)'of a real adjustment are derived from 

the inverse of the normal equations coefficient matrix and the value of 

the unbiased estimate of the variance of an observation of unit weight 

Coo) obtained from the solution (see §3.2.3) (Ashkenazi, 1970). The 

normal equations coefficient matrix is independent of the observed data 

(assuming reliable estimates of the a priori parameters) and depends 

solely on information about an observation (e. g. epoch, observed source, 

expected observation standard error, observed baseline). Hence, for a 

newly designed observing program, the coefficient matrix can be formed 

and inverted. If the assumption is made that the a priori observation 

standard errors used in the formation of the normal equations matrix were 
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estimated correctly, then vo can be assumed to equal unity and the 

a posteriori standard errors can be extracted from the inverted normal 

equations coefficient matrix (see §3.5). 

As a result of a simulation experiment, the potential accuracies 

of the proposed adjusted parameters can be assessed and, if necessary, 

observations may be subtracted, rearranged, or added, in order to improve 

the observing programme. 



CHAPTER 6: 

VLBI AND SATELLITE-DOPPLER OBSERVATIONS 
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6.1 VLBI OBSERVATIONS WITH THE ALGONQUIN-OWENS VALLEY-CHILBOLTON 

INTERFEROMETER ARRAY 

A series of VLBI observations has been conducted over the last 

seven years between the National Research Council of Canada's Algonquin 

Radio Observatory (ARO), Lake Traverse, Ontario, and the United, Kingdom 

Science Research Council Appleton Laboratory's Chilbolton Observatory, 

Chilbolton, Hampshire, using the Canadian VLBI system described in 

Chapter 4. Since June 1975, the Owens Valley Radio Observatory (OVRO), 

Big Pine, California, has also participated in these experiments, hence 

giving a three station, three baseline interferometer array. The data 

is derived from the recorded tapes using the playback and correlation 

facilities at the Herzberg Institute of Astrophysics in Ottawa. 

Although experiments have been performed at frequent intervals over 

this period, only the data from the experiments of 13th-16th May, 1977, 

and 17th-20th January, 1978, have been processed in this study, as it 

is, for various reasons, of a higher quality than the data from the 

other experiments (Langley, 1979). 

The main object of the observations has been toýstudy-the structure 

and properties of the observed radio sources. Consequently, the 

extraction of geodetic information from the observed data has been*of 

secondary importance when considering the design of the observing 

programmes. However, the data has nevertheless proved very useful 

for this application (Cannon et al, 1975, Cannon et al1979, and. 

Langley, 1979). An the experiments, each source is tracked continuously, 

allowing for tape changes and other necessary stoppages, for as long 

a time as is feasible in orderýto obtain as large a coverage as possible 

of the uv-plane (the projection of-the baseline on-the plane of the 

oncoming wavefront, see §5.5). This often results in only two of the 

antennae being able to observe the source at any one time. The data 
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tapes record one hour of data each and are started as close to a UT 

hour as possible. 

A view of the positions of the three antennae on the Earth's 
w 

surface together with the three baselines is shown in Fig. M. As 

can be seen from this diagram, the three antennae are all within 140 

of latitude and hence the polar baseline components are small with 

relation to the equatorial baseline components. The co-ordinates of 

the telescope reference points (see §2.2.1) as'derived from terrestrial 

survey connections to the local datum are given in Table 6.1. This 

table contains the spheroidal co-ordinates (i. e. '-geodetic latitude and 

longitude, and height above spheroid level) of each antenna reference 

point on its own appropriate national geodetic datum, -together with the 

semi-major axis and eccentricity of each ellipsoidal datum. From 

these values the cartesian co-ordinates relative to the national datum 

origin are computed in the manner described in (2.1). In the case 

of this North American and Ordnance Survey of Great Britain data, 

these co-ordinate systems can be simply translated into the Average 

Terrestrial system (§2.1.2.1) using the translation parameters given. 

The cartesian co-ordinates in this system are given in the table and 

may be used as initial approximate co-ordinates in the adjustment 

procedure. The position of an antenna reference point is determined 

using conventional land survey techniques by observations from nearby 

stations which have been connected to the particular national geodetic 

triangulation network. The precise method employed at the Chilbolton 

Observatory is described in §6.4.1 and the other telescope survey 

connections are outlined in §6.4.3. 

A full description of the antenna and receiver systems is beyond 

the scope of this thesis. "However, Table 6. II gives a brief summary 

of the necessary details and some of the equipment used. Each local 
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Antenna 

Algonquin Chilbolton Owens Valley 

Spheroidal co-ordinates 45°57'19.812"N 51°08'40.059"N 37°13'53.418"N 

on the national datum* 
Jý 78°04'22.945"W 1°26'13.101"W 118°16'54.367"W 

N+ 260.42 m 100.37 m 1207.5 m 

Cartesian co-ordinates 918043.65 4007940.69 -2409586.54 
relative to the 
national datum Y -4346292.73 -100539.84 -4478501.17 
(from 2.1) 

Z 4561794.02 4943359.14 3838418.37 

Cartesian co-ordinates# X 918012.90 4008295.69 -2409617.61 
relative to the Average 
Terrestrial system Y -4346142.00 -100651.84 -4478342.21 

4561969.02 4943770.14 3838593.37 

* For Algonquin and Owens Valley, the national datum is NAD27 based on 

Clarke's 1866 ellipsoid (a = 6378206.4 m,. e2 = 0.006768658). For 

Chilbolton the national datum is OSGB 70(SN) based on Airy's ellipsoid 

(a = 6377563.396 m, e2 = 0.00667054). 

ý For Algonquin and Owens Valley, these co-ordinates are derived by 

applying the translation parameters AX = -20 m, AY = 153 m, AZ = 175 m 

(Ashkenazi, 1979) to the previous co-ordinates and rotating this system 

0.51" eastward. For Chilbolton these co-ordinates are derived by 

applying the translation parameters AX = 355 m, AY = -112 m, AZ = 411 m 

(Ashkenazi et al, 1978a). 

Table 6. I Co-ordinates for the Algonquin, Owens Valley, and Chilbolton 

radio telescopes 



192. 

Observing frequency 
Dish Type Intersect Atomic and bandwidth 

A Dia fre uenc ntenna , of mount axes? q y 
(m) standard May January 

1977 1978 

Algonquin 46 Altitude/ 
azimuth Yes Hewlett-Packard 

H-10A 
Altitude/ No hydrogen maser 10.68 GHz 10.66 GHz 

Chilbölton 25 
azimuth, 

(offset = bandwidth bandwidth 
0.306 m) =4 MHz =4 MHz 

Owens 40 Altitude/ Yes NASA/GSFC* NP-3 
Valley azimuth hydrogen maser 

Table 6. II Brief summary of the antenna and receiver characteristics at 

the Algonquin, Chilbolton and Owens Valley antennae 

Observation Epoch Polar Motion Components 
i Source UT1-UTC ng Observ 

Session of data Date Day X (Iii y (esý correction 
Number 

1 May 121 -0.181 0.454 0.3086 

.6 May 126- -0.167 0.467 0.2927 

13-16 
BIH 11 May 131 -0.152" 0.478 0.2271 

May 1977 
Rapport 
Annuel 16 May 136 -0.135 0.487 0.2619 

21 May 141 -0.117 0.494 0.2472 

26 May 146 -0.097 0.499 0.2332 

6 Jan 6 0.003 0.015 0.6334 

11 Jan 11 -0.016 0.018 0.6177 

17-20 BIH 16 Jan 16 -0.035 0.023 0.6021 
January Circular 
1978 D 21 Jan 21 -0.053 0.030 0.5868 

26 Jan 26 -0.071, 0.038 0.5716 

31 Jan 31 -0.090 0.049 0.5561 

Table 6.111 Earth orientation data for the experiments of May 1977 and 

January 1978 
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clock was synchronised using received Loran-C signals and/or a 

travelling clock (see §4.4). 

The observed data was provided in the form described in §5.2.2 

and Appendix G. 2. Each observing period has further data associated 

with it, namely the x and y, components of polar motion and the UT1-UTC' 

'differences at 5-day intervals to either side of the observing period, 

the nominal observing frequency, the observed sources, and the observed 

meteorological data. The epochs and the values of the Earth 

orientation parameters, as obtained from the BIH Circular D for January 

1978 and the BIH Rapport Annuel for May 1977, are given in Table 6. III, 

the 'day number' representing the day of the calendar year. The 

nominal observing frequency is given in Table 6. II and the observed 

sources for each of the experiments together with the a priori source 

co-ordinates and the source of reference from which these values were 

obtained are given in Table 6. IV. The meteorological data for each 

antenna was either observed at the station itself or obtained locally. 

The form of the observed data and the location of the meteorological 

station relative to the particular antenna is given for the three 

stations in Table 6. V. 

There were few problems affecting the quality of the data which 

cannot be allowed for using the data filtering techniques and mathematical 

model previously described. However, during the May 1977 observations 

the station clock at ARO. was reset at 19.11 on 14th May due to poor 

stability before this time. Consequently, two clock error model 

polynomials must be formed for baselines incorporating this station 

during the May 1977 observations. Also, during the January 1978 

experiments, observations made prior to 22.00 UT on 18th January were 

faulty due to a problem at the Chilbolton Observatory. 
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Source co-ordinates Observing Session 

Source 
Name 

Right Declination 13-16 17-20 Source of 
Reference 

ascension (d-m-s) May January 
(h-m-s) 1977 1978 

3C273B 12-26-33.248 2-19-43.273 x x Clark et al, 1976 

3C345 16-41-17.61 39-54-10.83 x x Clark et al, 1976 

0J287 8-51-57.252 20-17-58.36 x x Clark et al, 1976 

BL-LAC 22-00-39.362 42-02-08.69 x x 

4C39.25 9-23-55.32 39-15-23.57 x Clark et al, 1976 

NRA0150 3-55-45.262 50-49-20.27 x x Clark et al, 1976 

3C446 22-23-11.00 -5-12-17.00 x Appleton Lab. 
Ok (personal 

0235+16 2-35-52.50 16-24 )4.00 x communication) 

Table 6. IV Observing frequency and the observed source co-ordinates for the 

observing sessions of May 1977 and January 1978 (these 

co-ordinates include the E-terms of elliptical aberration) 

Antenna Location of 
met. observations 

. Position relative 
to antenna 

Observed data supplied 

Algonquin on-site on-site Relative humidity and 
temperature (°C) at 

RAF met, station 12 mls (19 km) W observation site and 
Chilbolton at Boscombe Down of Chilbolton pressure (mb) corrected 

to antenna reference 
Bishop Municipal 10.4 mis (16.7 km) point. 

Owens Valley Airport NNW of OVRO 

Table 6. V Summate of location of observation and form of observed 

meteorological data 
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6.2 VLBI OBSERVATIONS ON THE HAYSTACK=GOLDSTONE BASELINE 

A series of VLBI experiments was carried out between April 1972 

and January 1975, involving five widely spaced radio telescopes at 

Haystack (Massachusetts), Goldstone (California), Gilmore Creek 

(Alaska), Onsala (Sweden), and Green Bank (West Virginia) (Shapiro et al, 

1974 and Robertson, 1975). The project was sponsored by three United 

States organisations, namely the National Science Foundation, the 

Advanced Research Projects Agency of the Department of Defense, and the 

United States Geological Survey. The NRAO Mk I interferometer 

system was used, including the bandwidth synthesis technique (§4.3.3), 

in order to derive observations of group delay and delay rate. 

The data supplied for this study was that from the experiment 

of August 29th-30th, 1972, over the single baseline between the NRAO 

telescope at Haystack, Westford, Massachusetts, and the Jet Propulsion 

Laboratory (JPL) 'MARS' antenna at Goldstone, Mojave, California. 

The positions of-: the antennae and the baseline are shown in the 

diagram, Fig. 6.1. The antenna and receiver characteristics for 

each antenna, including the details of the bandwidth synthesis technique 

used, are tabulated in Table 631. This particular experiment was 

designed with the intention of measuring the baseline length as well 

as for studying the source structure and consequently the observing 

program was organised in such a manner as to obtain an accurate baseline 

determination (unlike the Canadian experiments (16.1) where the geodetic 

information is a spin-off from the main experiment objective of studying 

the source properties). This involved observing ten different sources 

with a good scattering of declinations in order to be able to compute 

the polar baseline component (the z component) with reasonable accuracy. 

No source above 400 declination was observed because, at this time, none 
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Observatory 

Haystack Goldstone 

Dish diameter 120' 210' 

Mount 
Altitude-azimuth Altitude-azimuth 

with intersecting axes with intersecting axes 

Centre frequency of 7.85 GHz 
recorded signal - 

Recorder bandwidth 360 kHz 

Synthesized bandwidth 23 MHz 

Table 6-VI Brief suninary of the receiver and antenna characteristics 

for the Haystack and Goldstone Observatories, August 29-30th 1972 
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was known. The 192 observations were organised such that about three 

sources were observed in rapid succession, generally by taking three 

. 
observations on one source and then moving on to the next. This 

process rotated such that each source was observed over a wide range 

of hour angles so as to give a balanced solution (see the specimen 

data in Appendix G. 1). 

The co-ordinates of the telescope reference points (see §2.2.1) 

are given in Table 6311. This table gives the spheroidal co-ordinates 

(geodetic latitude, ý, and longitude, A, and the spheroidal height, N+h) 

of the reference point of each antenna on the appropriate national 

geodetic datum, in this case North American Datum 1927 (NAD 27), 

together with the semi-major axis and eccentricity defining the datum. 

From these values, the cartesian co-ordinates relative to a system 

defined by NAD 27 are computed and these co-ordinates are translated 

into the geocentric Average-Terrestrial system (§2.1.2.1) using the 

translation parameters given. These cartesian co-ordinates in the 

Average Terrestrial system are used as the a priori approximate 

co-ordinates in the adjustment process, for which purpose any inaccuracy 

in the translation parameters is not critical. A description of the 

method employed and accuracies achieved in defining the antennae 

reference points is to be found in §6.5.1. 

The observed data was input to the program in the form described 

in §4.3, X5.2 and Appendix G. I. The x and y components of polar 

motion and the'UT1-UTC corrections at-5-day intervals for the period 

spanning the observations were obtained from the BIH Rapport Annuel, 

1972, and are tabulated in Table 63111 where the 'day number' 

represents the day of the calendar year. The nominal observing 

frequency is given in Table 6. VI and the observed sources, their 

a priori co-ordinates, the references from which these co-ordinates were 
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Antenna 

Haystack Goldstone 

Spheroidal co-ordinates* + 42°37'23.506"N 35°25'33.340"N 
on the national datum 

A 71°29'19.141"W 116°53'19.150"W 

N+h 145.34 m 1008.92 m 

Cartesian co-ordinates x 1492417.47 -2353606.72 
relative to national 
datum (from 2.1) Y 14457431.11 -4641490.31 

Z 4296691.78 3676870.17 

Cartesian co-ordinates x 1492386.45 -2353618.20 
relative to Average 
Terrestrial System Y -4457281.80 -4641484.49 

4296866.78 3677045.17 

* The national datum is NAD27 based on the Clarke 1866 ellipsoid 

(a = 6378206.4, e2 = 0.006768658). '- 

ý These co-ordinates are derived by applying the translation parameters 

AX = -20 m, A= 153 m, AZ = 175 m (Ashkenazi, 1979), to the previous 

1 co-ordinates and rotating this co-ordinate system 0.51" eastward. 

Table 6. VII Haystack and Goldstone radio telescope co-ordinates 
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Source Observation epoch Polar Motion Components UT1-UTC 
of data Day correction(s) 

Date Nuber X(ýýý Y( 

Aug 15 228 0.102 0.433 0.2441 

Aug 20 233 0.113 0.429 0.2311 

BIH Rapport Aug 25 238 0.123 0.424 0.2182 
'Annuel, 
1972 Aug 30' 243 0.131 0.418 0.2059 

Sept 4 248 0.139 0.410 0.1933 

Sept 9 253 0.145 0.400 0.1796 

Table 6. VIII Earth orientation data for the August 29-30th, 1972, 

Haystack-Goldstone observations 

Source Co-ordinates 
Source Right Ascension 

(h-m-s) 
Declination 

(d-m-s) 
Source of 
Reference 

3C2736 12-26-33.248 2-19-43.27 Hazard et a, 97 
+ Clark et al, 1976 

3C120 4-30-31.605 5-14-59.48 

0J287 8-51-57.252 20-17-58.36 

4C39 9-23-55.320 39-15.23.57 

0Q208 14-04-45.616 28-41-29.23 

3C345 16-41-17.610 39-54-10.83 Clark et al, 
1976 

2134+00 21-34-05.209 00-28-25.00 

VRO 22-00-39.365 42-02-08.55 

3C454.3 22-51-29.522 15-52-54.29 

3C279 12-53-35.833 -05-31-07.99 

Table 6. IX Source co-ordinates of the observed sources of the August 

29-30th, 1972, Haystack-Goldstone observations (including 

the E-term of elliptic aberration) 
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obtained, are given in Table 

'6. IX. Observed meteorological data was not available for this 

experiment, nor was information concerning the state of the ionosphere. 

However, a mean value for the atmospheric delay in the zenith direction 

due to the atmosphere was provided and has been used in the data 

analysis with suitable modifications, described in §7.2, to account 

for both the dry and wet refractive components. There are no errors 

or problems within the supplied data which cannot be accounted for 

using the standard model described in Chapter 2. 

6.3 THE NAVY NAVIGATION SATELLITE SYSTEM (NNSS) 

6.3.1 General Outline 

The United States Navy Navigation Satellite System (NNSS), or 

Transit system, enables the position of an Earth-bound receiver to be 

established to an accuracy of less than 5m from only a few days of 

observations of artificial satellites. The system works on the 

principle that a constant frequency radio signal emitted from an 

orbiting satellite will be received on Earth as a continually changing 

frequency due to the Doppler frequency shift generated by the 

relative motion of the receiver and satellite. The Doppler shifted 

frequency can be measured and, knowing the position of the satellite 

on its orbit, the location of the receiver on the Earth can be computed. 

The basic theory of satellite-Doppler positioning is outlined in §6.3.2. 

The initial concept was developed around 1957 by Guier and 

Weiffenbach in order to determine the positions of orbiting satellites 

by observing the Doppler shift of the satellite radio transmissions from 

several known locations. Dr F. T. McLure of the Applied Physics 

Laboratory at John Hopkins University, the developers of the present 

system, suggested that this method could be reversed and hence, knowing 
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the orbit of the satellite, the position of the Earth-based receiver 

could be computed. The first published description of such a system 

was, by Guier and Weiffenbach in 1960. Between 1960 and 1967, the 

system was used, on. a. limited military basis, primarily as a navigation 

and positioning aid for marine vessels, and then in 1967, the system 

was made available to non-military uses. 

The present-(1979) Transit system consists of five operational 

satellites in near circular polar orbits at nominal altitudes-of 

1100 km and with orbital. periods of around 107 minutes. Each satellite 

emits two related. frequencies, of approximately 400 MHz and 150 MHz,,, 

which are modulated in order to carry time signals and orbital parameters. 

From this, orbital and time data, the satellite position. at any epoch 

can be computed. This broadcast ephemeris (see §6.3.3.1) is determined 

from a combination of a geopotential model of the Earth together with 

data obtained by continual observations of the satellites by the four 

stations of OPNET (Operational Network) whose positions are assumed to 

be known. . 
The individual predicted ephemerides computed at the NNSS 

Computing Centre are injected. into each satellite memory every 12 hours, 

along with corrections to the rate and setting of-the satellite clock. 

Besides the broadcast ephemeris, the Topographic Center of the 

United States Defense Mapping Agency computes the 'precise ephemeris' 

(see §6.3.3.2) from data collected by the 21. stations of the worldwide 

Navy Tracking Network (TRANET). The Precise Ephemeris is post-computed 

and is hence more accurate than the predicted broadcast ephemeris. 

However, it is of more limited use as it is only computed for one or 

two satellites at any one time, is only available to certain users, and 

is provided only after a delay of several weeks. 

There is a wide range of instruments and computing techniques 

available for satellite-Doppler positioning, the three main receiver 
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manufacturers being Magnavox, Canadian Marconi, and JMR. Several 

different data adjustment methods and corresponding computer software 

techniques are available extending from the standard single point 

positioning mode, accuracies of which are 2-5 m for the broadcast 

ephemeris and 1-2 m for the precise ephemeris, to the much more complex 

short arc adjustment techniques which establish, from observations 

from several stations, the relative receiver positions to sub-metre 

accuracy. This-is obtained by allowing the orbital positions to move 

or 'relax' in the adjustment process. The progressive development of 

the receivers themselves, the adjustment techniques and software, and 

the methods of determining the satellite orbit from the geopotential 

model of the Earth and observed data, have enabled a continual improvement 

to be made in-the accuracy and reliability of the system. 

The user of the satellite-Doppler system is faced with the problem 

of relating absolute positions on either the broadcast or precise 

satellite reference system, neither of which is defined in the classical 

geodetic manner described in §2.1.2.1, to positions relative to 

conventionally defined geodetic data. Similarly, relative positions 

of satellite-Doppler stations are also subject to corrections, namely 

those of scale and orientation, in order to be referred to data based 

upon a conventional geodetic datum. The properties and definitions of 

the broadcast and precise reference systems are dealt with in §6.3.3.1 

and §6.3.3.2 respectively, followed by the transformation from the 

Doppler system to a classical geodetic system in §6.3.3.3. 

6.3.2 Basic Theory 

This section gives an outline of the basic theory of satellite- 

Doppler positioning techniques without dealing with the different kinds 
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0 

of satellite ephemerides (see §6.3.3) or with any adjustment method 

other than single point positioning. For a more complete. discussion 

of the adjustment of raw satellite-Doppler data, see (Gough, 1978, 

Sykes, 1979, and Ashkenazi et al, 1977). 

When a motorcycle, emitting a noise of constant pitch, passes a 

stationary observer, the pitch of the noise heard by the observer 

continually changes as the motorcycle approaches and passes him. This 

is a simple illustration of the received frequency being different 

from the emitted frequency due to the relative motion of the source and 

observer. This analogy of the motorcyclist and observer can clearly 

be extended to the case of a moving satellite and a stationary 

Earth-based receiver encountered in satellite-Doppler positioning. 

Without going into mathematical detail, a plot of frequency against 

time is shown in Fig. 6. II where 

fs = emitted satellite frequency, 

fr = received frequency, 

c= velocity of propagation of microwaves in vacuo, 

v= velocity of the satellite, 

and t(rmin) = the time at which the source is closest to the receiver. 

The satellite signal emitted at epoch ti arrives at the receiver 

at epoch ti + At, and is received at a frequency which differs from 

its emitted frequency according to the amount. of the Doppler shift. 

Similarly, the satellite signal emitted at epoch t2 arrives at the 

received at epoch t2 + nt2. The received frequency, fr is mixed with 

an internal receiver reference frequency, fg, and a count of the number 

of cycles of the frequency (fg-fr) received in a given time is made by 

the receiver. This Doppler count, N, illustrated in Fig. 6. II, is the 

basic observable of the satellite-Doppler system. The integrated 
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Doppler count recorded between epochs tl+otl and tl+at2 is therefore 

given by: ` 
t2+At2 

N= (fg fr)dt 
tl+Atl 

which, neglecting relativity effects, becomes: 

s= tz+ntz r N=f fg - fs(1 
c}}dt 

(6.1) 
ti+ntl `l 

where r= the rate of change of range to the satellite. 

As otl = rl/c and At2 = r2/c, (6.1) becomes: 

N= (f9-fs)(t2-tl) +f 
r2-ri 

9 
(6.2) 1 -C- 

This derivation is based on the satellite time framework, t being the 

time kept by the satellite. The modulated signal containing the 

broadcast ephemeris has a specific bit pattern which is recognised-by 

the receiver and the Doppler counts are 'gated' accordingly. These 

counts are nominally 4.6 seconds (on the majority of receivers) with the 

satellite also emitting a time marker every two minutes. Alternatively, 

the receiver can observe the Doppler counts in the local time framework 

such that: 

N= 
1T2 (f9-fr)dT 

Ti 

where T is the time'as kept at the receiver. 

equation to (6.2) as: 

This yields the equivalent 

N= (f9s)(T2-T1) + fs 
r2Cr1 

() 6.3 

From both (6.2) and (6.3), if fg, fs, c, and (T2-T1) or (t2-tl), are 

known, then each observation of N yields an equation in which the only 
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unknown is the range difference (r2-r1). (A slightly different 

principle is used in the TRANET receivers (see §6.3.3.2), where a set 

number of Doppler counts is observed and the time interval required 

to obtain this number of counts is the measurable quantity. ) This 

implied measurement of (r2-rl) is used to obtain a solution for the 

co-ordinates of the receiver (see later). However, the observed raw 

Doppler counts must first be reduced by the application of corrections 

for both ionospheric and tropospheric refraction. 

A first order ionospheric refraction correction is performed by 

use of the dual frequency measurement capability of the Doppler system. 

The ionospheric refraction (see §2.4.6) is frequency dependent and 

therefore the Doppler counts of the nominally 400 MHz and 150 MHz 

frequency signals can be combined to give a correction which has an 

unmodelled effect of generally less than 1% of the total correction 

(Wells, 1974). This, correction can be performed either by the receiver 

itself (e. g. the, JMR-1 performs it automatically within the instrument) 

or may require application in the preprocessing software, as is the 

case for the CMA-722B receiver which outputs the raw Doppler count data 

from both 400 and 150 MHz channels. The effect of the troposphere 

(see 52.4.5) is to retard the signal and to cause a bending of the path 

through the atmosphere. Many models exist to correct for this effect 

on the observed Doppler counts, that of Hopfield described in Appendix 

D. 3 being one of the most popular. Other less significant corrections, 

for example relativity and the modelling of satellite and receiver 

frequency drifts during the observations, may be applied. It is also 

common practice to accumulate the basic 4.6 second Doppler counts into 

longer period counts (for '30 second' Doppler counts, the 26 4.6 second 

counts observed in a2 minute period are accumulated into only four 
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counts, consisting of 6,7,6, and 7 4.6 second periods). This 

accumulation process eases the data handling problems whilst still 

maintaining the same accuracy standards obtainable with the shorter 

interval counts (Ashkenazi, McLintock, and Sykes, 1978). 

As previously mentioned, each individual observation is a measure 

of the range difference (r2-rl), as given in (6.2) and (6.3). 

Consequently, knowing the position of the satellite at the start and 

finish epochs of each Doppler count from the information contained in 

the broadcast ephemeris or by the use of the precise ephemeris, the 

position of the receiver can=be computed by a 'variation of co-ordinates' 

adjustment as described in §3.2.1. In this single point positioning 

mode of adjustment, 'the frequency difference between the ground 

reference and satellite frequencies is also an unknown in the adjust- 

ment. More complex models may also solve for further unknowns, for 

example tropospheric bias parameters and the co-ordinates of the 

satellite itself. 

The volume of data required to provide an adequate solution and 

the time needed to collect-this data are dependent on the required 

accuracy and the position of the ground station. Each acceptable 

satellite pass will generally consist of 10-18 minutes of data and, 'as 

the satellites are in polar orbits, there are more observable satellite 

passes in high latitudes than there are in equatorial regions. Also, 

when using the precise ephemeris, only the one or two satellites 

for which the ephemeris is computed are of interest. The potential 

accuracies of the different observing and adjustment modes, together 

with the amount of data required for each, are discussed in (Sykes, 1979). 
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6.3.3 Ephemerides', Co-ordinate Reference Systems, and Transformations 

6.3.3.1 'Broadcast Ephemeris 

The broadcast ephemeris is emitted from the satellite in terms 

of coded message words contained in the modulated satellite signal. 

It is given in terms of an approximate precessing orbital ellipse 

and corrections to that ellipse. The satellite positions defined by 

this information have a positional accuracy of 19,15, and 9 metres in 

the along track, across track, and radial directions respectively 

(Arur, 1977). 

The broadcast ephemeris for each satellite is predicted from 

observations made at four tracking stations in the USA (Maine, Minnesota, 

Hawaii, and California) comprising the Operational Network (OPNET). 

The predicted ephemeris, generally computed from the previous 36 hours 

of data, is injected into the satellite every 12 hours along with 

timing information to regulate and reset the satellite clock. The 

majority of the error in the broadcast ephemeris is simply due to the 

inaccuracy in predicting certain geophysical and. astronomical effects. 

The major error sources are radiation pressure and drag on the orbiting 

satellite, inaccuracies in the geopotential model used, the prediction 

of UTl and polar motion (see Appendix A. 4 and §2.2.2), and instabilities 

in the satellite oscillator. The first effect causes the large along 

track error in the ephemeris mentioned previously and hence it is 

desirable to have a well balanced set of passes contributing to the 

solution (i. e. equal numbers of north going and south going passes and 

an equal east-west distribution). 

The geopotential models and co-ordinate reference systems employed 

in the computation of the broadcast ephemeris have been in a constant 

state of imporvement since the system was developed (Sykes, 1979). It 

is beyond the scope of this work to go into the history of this 
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development but it is necessary to describe the present system. 

In 1975, the WGS 72 model of the gravity field (Seppelin, 1974) 

was introduced for the computation of the broadcast ephemeris and 

has been maintained to the present day. The spherical harmonic 

expansion of this model contains a set of terms up to and including 

order 27. The co-ordinate reference system used is named NWL-1OD 

and is defined by the adoption of a set of co-ordinates for the four 

OPNET tracking stations. The scale of the system is defined by the 

value of the Earth's. gravitational constant, GM, of 398600.8 km2/sec3 

(Seppelin, 1974). Two further points are also worthy of note. 

In the computation of the satellite co-ordinates from the ephemeris, it 

is necessary to use a value for the Earth's rate of rotation relative 

to the true equinox of 0.7292115855 x 10-4 rads/sec. Furthermore, 

in order to maintain internal consistency with the ephemeris system, 

the velocity of the propagation of the signal should be taken as 

299792500.0 m/sec. 

6.3.3.2 Precise Ephemeris 

The precise ephemeris for a satellite is computed from observations 

of the satellite orbit at 13 permanent stations, 4 mobile stations, and 

the 4 OPNET stations, which together comprise the worldwide TRANET 

(Navy Tracking Network). It is a, post-computed ephemeris and hence is 

more accurate but of more limited use than the broadcast ephemeris. 

It is also only available to 'bona fide" users. - The cartesian 

co-ordinates of the satellite on the precise ephemeris system, together 

with the satellite velocity components along the directions of these 

axes, are given to the user for each UTC minute for the periods of 

visibility of the satellite from the ground station. The positional 
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accuracy of the precise ephemeris is about 2m in each co-ordinate 

(Arur, 1977). 

Between January 1st, 1973 and June 15th, 1977, the NWL-9D co-ordinate 

reference system was used for the precise ephemeris whilst the NWL-10E 

model of the Earth's geopotential was used. Since June 15th, 1977, 

the precise ephemeris has been based on*the NSWC 9Z-2 co-ordinate system 

and the NSWC 10E-1 geopotential model. This change did not noticeably 

affect users of the precise ephemeris. The scale of the ephemeris is 

defined by the value of the Earth's gravitational constant of 

398601.0 km3/sect, different from that used for the broadcast ephemeris, 

whereas the values used for the rate of rotation of the Earth and the 

velocity of light are the same as those used for the broadcast ephemeris. 

6.3.3.3 Transformation between Doppler and-a Classical Geodetic System 

In order to make use of Doppler results, a consistent co-ordinate 

system must be established. Unfortunately, there are two separate 

Doppler systems based on which the position of a ground station will 

possess different co-ordinates. Discrepancies between positions 

determined on the two systems- arise fromAhe way in which each of the 

systems is defined. 'In particular, different ephemeris co-ordinate 

systems, geopotential models, and values for the Earth's gravitational 

constant, GM, are used. - Furthermore, different Earth orientation 

values are used in the two systems. Firstly, the broadcast ephemeris 

timing is relative to UTl whereas that for the precise ephemeris is 

relative to UTC (see Appendix A. 4), and secondly, there is likely to be 

a difference between the predicted pole position and the post-computed 

pole position due to the great difficulty in"predicting polar movement. 

Due to these differences between the two ephemerides, it is 
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recommended (Sykes, 1979) that co-ordinates derived in the broadcast 

system should be transformed into the precise system before conversion 

to conventional geodetic co-ordinates. The required transformation is 

detailed in (Ashkenazi et al, 1978a). 

Neither the broadcast or. precise co-ordinate system is a classical 

geodetic system of the type described in §2.1.2.1 (i. e. based on the 

CIO pole and BIH zero longitude). - Consequently, in order to convert 

co-ordinates defined in the precise ephemeris system into classical 

geodetic co-ordinates,. certain transformations must be applied. Early 

comparisons of Doppler results, computed using the precise ephemeris 

system, with the BC-4 world satellite triangulation network (Anderle, 

1974) and with the high accuracy traverses, in the United States 

(Anderle, 1976) showed the Doppler system to be too large in scale 

by about 1 ppm ± 0.2 ppm relative to the other systems. It has been 

suggested (Hotheq, et al, 1978) that part of this apparent scale error 

was due to an incorrect Doppler position fix at a key station in the 

whole Doppler network. This station at the Goldstone DSN*/VLBI site 

in California, originally occupied in June 1972, was reoccupied in 

late 1976. It was found that the position derived from the earlier 

observations was too high by 4m which would account for an apparent 

scale discrepancy of about +0.6 ppm in the system. 

The NSWC 9Z-2 precise Doppler co-ordinate system can be expected 

to be too large by 0.38 ppm for two reasons (Anderle, 1976). Firstly, 

the scale of the system is defined by the gravitational constant, GM, 

of 398601 km3 S-2 rather than the currently quoted best value; of 

398600.5 km3 s-2 (IAU, 1977) and secondly, the satellite ephemeris is 

referenced to the position of the centre of gravity of the satellite 

* DSN - Deep Space Network. 
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rather than to the electrical centre which is situated approximately 

l. m nearer the Earth. Recent comparisons of Doppler derived positions 

with other space systems (Strange and Hothem, 1978) have indeed shown 

a. -, scale discrepancy of +0.4 ± 0.1 ppm while (Langley et al, 1979) 

achieved ; similar results. 

The precise Doppler co-ordinate system also requires a longitude 

rotation in order to make it agree with the mean Greenwich meridian 

as defined by the BIH. Comparisons of Doppler measurements with 

gravimetric deflections at stations in the United States indicated that 

the Doppler derived positions needed rotating 0.26" eastward in order 

to agree with the origin of longitude in the USA. Unfortunately, this 

was initially misunderstood as being the correction necessary to relate 

the Doppler positions to the BIH zero longitude (Strange and Hothem, 

1978). The BIH zero longitude is in fact 0.51" east of the origin of 

longitude in the USA and hence it would be expected that longitudes 

derived in the precise Doppler system should be corrected by 0.77" 

eastward in order to relate them to the BIH zero longitude. Comparisons 

with other space systems have yielded values of, for example, 

0.8" ± 0.05" (Strange and Hothem, 1978) and 0.89" ± 0.01" (Langley et al, 

1979). 

The application of these scale and longitude corrections should 

refer the Doppler derived positions to a classically defined geodetic 

reference system. It remains then to simply apply the relevant 

transformation parameters (Ashkenazi et al, 1978) in order to relate the 

geocentric Doppler system to any other defined datum. 
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6.4 ALGONQUIN-CHILBOLTON-OWENS VALLEY DOPPLER EXPERIMENTS 

6.4.1 Chilbolton and Barton Stacey Site Survey 

In April 1977, the Ordnance Survey of Great Britain (OSGB) 

carried out a series of observations at the Chilbolton Observatory. 

The purpose of this exercise was to connect both the reference point 

of the Chilbolton radio telescope (see §2.2.1), and a triangulation 

pillar, the Chilbolton North Pillar, to the OSGB 70(SN) triangulation 

network. Chilbolton North Pillar stands approximately 64 metres from 

the radio. telescope and was to be used for the location of the 

satellite-Doppler antenna in the joint VLBI/Doppler experiments. 

At the same time, the aerial bolt hole at the TRANET Doppler station 

(66.3.2) at nearby Barton Stacey was also connected to the network and 

to the Chilbolton antenna. 

The Chilbolton Observatory site was connected to the triangulation 

by observations from and to second order triangulation stations in the 

area. This entailed establishing a station outside the Observatory 

compound and employing a 10 feet high tripod above the point. Having 

connected the site to the triangulation in this way, a local network was 

established between this station, two further pillars within the 

Observatory compound, and the axes of the radio telescope itself. The 

azimuth axis of the telescope was located by plumbing and a permanent 

mark was made in the basement, as illustrated in Fig. 6.111. For 

observations to this position, a tripod and reflector were centred over 

the mark and viewed through the main double doors in the telescope base. 

For observations of the altitude axis, an apparatus was made consisting 

of a steel bar which fitted rigidly into the end of the axis, and upon 

which was mounted a reflector. In order to ensure that the reflector 

was mounted precisely on the line of the axis, the reflector could be 
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sighted by theodolite while the telescope was rotated about the 

altitude axis only. Any movement of the reflector as viewed through 

the theodolite necessitated adjustment of the reflector on the bar. 

Observations of distance and both horizontal and vertical angles to 

points at each end of the axis established the positions of the ends 

of the axis for different azimuth directions of the antenna. These 

observations, combined with those to the targets below the azimuth 

axis, were adjusted to give the offset of the two axes in a plane 

perpendicular to t4-altitude axis (see §2.4.1), the OSGB (70)SN 

co-ordinates of the antenna reference point (the point of intersection 

of the azimuth axis and the plane perpendicular to the azimuth axis 

containing the altitude axis) and the angle from the horizontal in which 

the altitude axis rotates. The vertical angle measurements used to 

establish this latter value yielded an accuracy in its determination 

of around 1 cm and hence a further method was developed. This 

consisted of taking a theodolite into the telescope and reading the 

dislevelment of the vertical bubble against the vertical circle for 

various azimuth settings of the telescope (Eady, 1979). 

These methods established that the plane of rotation of the axis 

was within 6 arcseconds of the horizontal and that the perpendicular 

offset distance between the two axes was 0.306 metres (Ordnance Survey, 

1977). The OSGB 70(SN) spheroidal and cartesian co-ordinates 

(see 52.1.2.1 for the conversion formula) for the North Pillar 

are listedin Table 6. X. The offset vector 

between the reference point of the telescope and the North Pillar is 

given in Table 6. XI. The relative positions of these two points are 

shown in Plate 6.1. 

At the same time that the Chilbolton telescope was connected into 

the national triangulation, the local observed network was extended 
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to incorporate the TRANET Doppler antenna location at Barton Stacey, 

approximately 6 km from Chilbolton. This simply involved establishing 

a station about 100 m from the TRANET antenna and then taking bearing 

and distance observations to the reference position. Fig. 6. IV is a 

diagram showing the TRANET aerial, its electrical centre, and the 

surveyed point. This network connection was performed in order to 

ensure accurate relative positions of the Chilbolton stations and the 

Barton Stacey Doppler site. The use of previously derived co-ordinates 

for Barton Stacey might not have provided good relative accuracy due 

to the separate observing sessions and the use of different connection 

stations to the Ordnance Survey triangulation. The geographical and 

grid co-ordinates of the Barton Stacey aerial are given in Table 6. X 

and the offset of this-point from the Chilbolton radio telescope reference 

point is given in Table 6. XI. 

6.4.2 Chilbolton Doppler Observations 

Between the 9th and 15th May 1977, satellite-Doppler observations 

were made at the Chilbolton Observatory concurrently with VLBI observa- 

tions being made there and at other locations. The Doppler station at 

the Chilbolton Observatory site was a triangulation station, known as 

the Chilbolton North Pillar, which had been surveyed during the 

observations described in the previous section. This station was not 

occupied during the January 1978 VLBI experiments. For the May 1977 

experiments the Doppler receiver was operated jointly by the University 

of Nottingham and the Ordnance Survey of Great Britain. The receiver 

used was a Canadian Marconi CMA 722B, owned by the University of 

Nottingham, interfaced to an 8-track punched paper tape recorder, and 

powered by mains electricity. Meteorological data was continuously 
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recorded at a point adjacent to the pillar upon which the Doppler 

antenna was mounted. At this time there were five observable 

satellites but, as the precise ephemeris was to be used for the data 

analysis, priority was given to observations of the two satellites 

for which this ephemeris was available, namely satellites 30190 and 

30200. The general procedure and techniques for setting up and 

operating a Doppler receiver are well documented and therefore will 

not be dealt with here (see Ashkenazi et al, 1978b and Gough, 1978). 

The data processing was performed by Jan Kouba of the Earth 

Physics Branch of the Department of Energy, Mines and Resources, 

Canada, using the GEODOP computer program (Kouba and Boal, 1976) and 

also by the University of Nottingham. 

6.4.3 Barton Stacey, Algonquin and Owens Valley Doppler Observations 

During both the May 1977 and January 1978 VLBI experiments (see 

§6.1) the TRANET station at Barton Stacey, Hampshire, was continually 

observing the transits of Doppler satellites as part of its role in 

the worldwide TRANET network. As described in §6.4.1, the position 

of the aerial had previously been positioned with respect to the radio 

telescope reference point at the Chilbolton Observatory. Table 6. X 

gives the co-ordinates of this point as determined by that survey 

relative to Ordnance Survey datum, as well as the co-ordinates of the 

other three stations at Algonquin, Owens Valley, and Chilbolton. 

Similarly, Table 6. XI gives the offsets of all the relevant Doppler 

reference points with respect to the reference points (see §2.2.1) 

of the three radio telescopes. 

At the Radio Observatory, Algonquin Park, Canada, a survey by the 

Geodetic Survey of Canada during 1977 established the positions of six 
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triangulation stations in the vicinity of the dish, including the 

telescope reference point itself. Three of these stations were used 

during the two observing campaigns. The May 1977 observations were 

made from station 683100A (telescope reference A) using a CMA 722B 

receiver. The observations of January 1978 were made from two 

stations, TELE N and TELE S, equipped again with CMA 722B receivers. 

The Doppler station at Owens Valley Observatory in California, 

52105 BP ARIES 1, was manned for both experiments. The first campaign 

involved a Magnavox Geoceiver instrument while a CMA 7226 receiver 

was used for the second experiment. This point had been connected to 

the radio telescope by survey observations performed by the National 

Geodetic Survey of the United States. 

6.5 HAYSTACK AND GOLDSTONE SATELLITE-DOPPLER EXPERIMENTS 

6.5.1 Local Surveys 

A network of survey stations has been observed at both the 

Haystack and Goldstone radio telescope sites in order to determine the 

components of the vectors connecting the stations used in space system 

validation studies to the reference point of the radio telescope used 

for VLBI observations, and to determine the positions of these stations 

relative to the North American Datum. This work, performed by the 

National Geodetic Survey (NGS) of the National Ocean Survey (NOS) of 

the United States, was designed to determine these components to an 

accuracy of ±. l cm. The results of the surveys (Hothem et al, 1978) 

are tabulated in Table 6. XI. The observations from both surveys were 

adjusted using the computer program HAVAGO (Horizontal and Vertical 

Adjustment of Geodetic Observations) developed by T. Vincenty (1979) 

of the NGS. This program combines horizontal and vertical angle, 

astronomic, and distance observations in a three-dimensional adjustment. 
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At the Goldstone site a network of eight stations was observed 

(Carter and Pettey, 1978) including the reference point of the MARS 

Deep Space Station (DSS14) antenna used for the VLBI observations, 

using a variety of terrestrial surveying instruments for each 

observation in order to minimise systematic errors caused by any one 

instrument make. The site was positioned by astronomical observations 

I at three of the eight stations. The components of the offset vectors 

showed- a maximum standard error of 0.002 m and therefore (Carter and 

Pettey, 1978) "even. allowing for reasonable unknown systematic errors, 

the components should be accurate to ± 0.005 m". 

The survey at the Haystack site (Carter, Fronczek, and Petty, 

1979) consisted of 11 stations incorporating not only the Haystack 

antenna but also the Millstone and Westford antennae nearby. As for 

the Goldstone survey, several different instrument makes were used and 

astronomical observations were taken at three of the stations. The 

results obtained for the approximate vector between the Haystack to 

Westford antenna reference point were compared to VLBI results obtained 

over this baseline. The results of the two methods agreed to 4 mm in 

length and 0,16, and -11 mm in the x, y and z components (Rogers et al, 

1978). 

6.5.2 Satellite-Doppler Observations 

Several projects have been undertaken by the United States 

National Geodetic Survey (NGS) over the last few years involving 

satellite-Doppler measurements at both the Haystack and Goldstone 

Observatories. For use in this study, prior to 1978, observations were 

made at Haystack in January, May and November 1977, and at Goldstone 

during November 1976. No measurements were made simultaneously at 

both stations. In early 1978, a project was instigated with the purpose 
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of obtaining data from various space systems in order to compare and 

validate these systems, namely satellite-Doppler, VLBI, lunar laser 

ranging, and the Deep Space Network. Part of this project involved 

taking Doppler measurements at the Haystack and Goldstone sites. 

Results are presented for all the Doppler measurements detailed above 

in §7.4.1 (Strange et al, 1975, Hothem et al, 1978, and Strange and 

Hothem, 1978). 

6.6 BURSA'S TRANSFORMATION 

If the axes of two cartesian co-ordinate systems are not 

coincident, for example, as described in §6.3.3.3, the axes of the 

precise ephemeris system and a classically defined geodetic datum, a 

method is needed to compute the relationship between the two systems. 

Bursa's transformation relates them in terms of 7 parameters, namely 

3 rotations, 3 translations, and a scale factor. 

Consider a point P with co-ordinates in the first system of 

(xl, yl, zi) and in the second system of (x2, y2, z2), the equation of the 

transformation relating them is: 

X2 = (1 + u). R. X1 +x 

where X1 = [xl, yl, zT, 

Xi = [x2, Y2, z2]TI 

(l+u) = the scale factor between the two systems, 

eX = the translation between the origins of the two systems 

expressed in terms of the second system such that 

, &X = [x, Of AZ I 
T, 

and R= R3(OZ). R2(ey). R1(OX), the product of three orthogonal 

rotations about the axes of the first system. 
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The general rotation matrix Ri(O) is given 

an anticlockwise rotation of angle e about 

from the positive end of that axis towards 

transformation is illustrated in Fig. 6. V. 

For small rotation angles 0z , ey, and 

such as the one being investigated here, tl 

1 eZ -ey 

R= -eZ 1 ex 

ey -ex 1 

if all second and higher order terms are ignored. 

terms in ue, (6. ) can be expressed as: 

in Appendix B and denotes 

the ith axis when looking 

the origin. The overall 

ex encountered in a case 

ie rotation matrix R becomes: 

X2 = X1 + T. P , 

where 

T= 100 xi 0 -z1 xi 

010 yl zi 0 -xi 

001 zi -yi xi 0 

and P= [nx, ay, nz, u, eX, ey, eý 
T. 

Disregarding all 

From observations of station co-ordinates in both co-ordinate 

systems, a least squares adjustment (see §3.2.2) can be performed to 

compute the elements of the vector P. For small values of these elements, 

the initial approximate values of these co-ordinates can be regarded as 

zero in which case the observation equations are of the form: 

T. P = X2-x1+v 
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Fig. 6. V The Bursa Transformation Model 
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where v is the residual vector. If insufficient data is available 

to compute the full 7 parameter model, certain elements of the vector 

P may be held fixed in the adjustment. A4 parameter adjustment would 

most likely involve the 3 translations and the scale factor, and a5 

parameter model would most probably involve the 3 translations, the 

scale factor, and one rotation. For the purposes of this test on the 

precise ephemeris system, the rotation used would be in longitude, 

i. e. eZ. 



CHAPTER 7: 

RESULTS OF THE VLBI AND SATELLITE-DOPPLER 

OBSERVATIONS 
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7. RESULTS OF THE VLBI AND DOPPLER OBSERVATIONS 

7.1 ALGONQUIN-CHILBOLTON-OWENS VALLEY VLBI RESULTS 

7.1.1 Introduction 

The data described in §6.1.1 has been adjusted for each separate 

observing period using the single baseline adjustment program, CCOMI, 

for each individual baseline, and the triple baseline program, TRIG4. 

for the entire array (see Chapter 5). In all the adjustments, the 

baseline components, relative clock error polynomial coefficients, and 

source co-ordinates have been solved for while taking allowance of the 

restrictions and limitations caused by observable types and the network 

definition (0.4). All the adjustments have been performed using 

the fringe frequency data only. It was expected that the fringe 

frequency observations would dominate-the-delay observations due to the 

wide recorded bandwidth of the Canadian VLBI system. However, the 

latter shouldhave yielded information concerning the polar (z-) 

component of the baseline and the initial relative clock offset,. - 

expressed as the constant term co of the relative clock error 

polynomial. Unfortunately, the adjustment of the delay data with the 

fringe frequency data did not prove satisfactory in yielding this 

information, even though the equatorial component of the baseline, as 

expected, was not greatly affected by the inclusion of the delay 

observations. Richard Langley, then at York University, Ontario, has 

adjusted similar delay data from these observing periods employing an 

adjustment based on the maximum likelihood method using the modified 

Gauss-Newton algorithm (Langley, 1979). It may be that this method 

is more suitable for the adjustment of this combination of data types 

derived from this particular interferometer system, than is-the 

variation-of-co-ordinates solution using the method of weighted linear 

least squares employed here. Nor -Tf? (f. 
w Ale f VM (... ý' Ll t$c BrS 

e Q(va l !, u 
If 

erLUh- oýy^cý 
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The origins of right ascension and declination in all the adjust- 

ments were defined by the adopted co-ordinates of the source 3C273B 

as given by (Clark et al, 1976). These co-ordinates have an estimated 

uncertainty of ±O. Ols (0.1511) in right ascension and ±0.13" in declination. 

The velocity of propagation of microwaves in vacuo was taken to be 

299792.5 kms-l as defined-in the astronomical constants introduced in 

1968 by the International Astronomical Union (IAU). This value differs 

from the currently accepted 'best' value of 299792.458 kms-1 (IAU, 1977) 

but it is used in order to maintain consistency with other VLBI results. 

This difference and its importance in comparing these'results to 

satellite-Doppler or other data is discussed in §7.3 and §7.4. The 

values used for the rate of rotation of the Earth, n, in the adjustment 

were measured values for the observing periods and were taken from 

(Langley, 1979). These values are 7.292114897 x 10-5 rad-s-l for May 

1977 and 7.292114887 x 10-5 rad s-1 for January, 1978. In practice, 

the use of the average value given by'(2.52) makes little difference to 

the final solution. 

The baseline results are'presented in terms of both the baseline 

components relative to the Average Terrestrial system defined in 

§2.1.2.1, and alsoin terms of the length, hour angle (longitude), and 

declination of the baseline as defined in §3.4.1. Errors in UT1, 

UT C, the pole position, and source co-ordinates will exhibit themselves 

as changes in the components and direction of'the observed baseline 

but not in its length. Consequently, it would be expected that the 

baseline length would remain constant from one observing period to the 

next. The baseline components are of limited use since the errors 

in their values are primarily due to errors in defining the orientation 

of the system, these component errors hence having a magnitude which 
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is a function of the baseline length. A comparison of the baseline 

hour angle and declination is of greater use as it allows model and 

observational errors to be more easily identified. 

This particular three station interferometer array is, within 

the limitations of the general technique and this particular VLBI 

system, an efficient network. For a general three station network, 

the strongest shape is an equilateral triangle. However, for a VLBI 

antenna array it is advantageous and more efficient for all three 

antennae to be able to observe sources simultaneously. Consequently, 

although it is possible to observe over a longer baseline than here, 

the maximum longitude difference of 1170 for this case provides an 

efficient solution due to a reasonably shaped triangular network and 

sufficient sources being available for observation from all three 

stations simultaneously. This network is also suitable as the polar 

components of the baselines are small and hence the-lack of delay data 

does not detract critically from the interpretation of the derived 

baseline parameters. As the network is an acute angled triangle, an 

error in the data from one station, which will directly affect the 

results for two baselines, may prove difficult to detect. 

In the presented results, the value given for the z-component of 

the baseline is the a priori value used for it in the adjustment. 

Due to both this parameter having to be held fixed and the large 

relative equatorial baseline component, the standard deviation of the 

declination of the baseline is very small in all cases and should not 

be regarded as indicative of the quality of the results. 

The clock readjustment at the Algonquin Radio Observatory during 

the May 1977 observations has caused two separate clock error models 

to be applied in all adjustments incorporating this antenna during this 
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campaign. For reasons explained in §2.4.7, a first-order (linear) 

clock error polynomial is used for both models and for all other clocks 

in all the adjustments. A comparison was performed between this 

method and one using a second-order polynomial model for the clock 

behaviour before the readjustment, and a first-order polynomial for 

the clock after the readjustment. There was little difference in the 

adjusted parameters and only a slight reduction in the root-mean-square 

observation residual value derived from this test when compared with 

the results using two first-order models. 

The observational standard errors used in the adjustments were 

those provided with the data and are hence based on the signal-to-noise 

ratio of the received signals (i. e. high SNR, low standard error, see 

0.3.2). Although a good signal-to-noise ratio is an indication of 

the quality of the recordings, it does not necessarily imply a good 

delay or delay rate observation. However, adjustments were performed 

using a mean standard error for all the observations which gave 

insignificantly different results from those presented here, apart from 

the rejection of a few extra observations which had initially been 

given low weights. The relative weighting of the observations is 

nevertheless a factor which requires further investigation. 

7.1.2 Baseline Results 

The results obtained by solving for each observed baseline 

individually are presented in Tables J. 1 and J. 2 for the May 1977 and 

January 1978 observations respectively. The results of the 

simultaneous adjustment of the data from the entire three-station array 

are given in Tables 7.1 and 7.11 for May 1977 and January 1978 

respectively. Table 7.111 presents the mean baseline parameters 
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derived from these three station solutions. 

The discrepancy between the two data sets is larger than the 

standard deviations of the individual parameters. However, the 

repeatability of these results, together with their comparison with 

satellite-Doppler results described in §7.3, would indicate an accuracy 

of the baseline determination of about ±1 metre in length. The 

baseline direction is well defined in declination, as described in 

§7.1.1. However, in hour angle, the discrepancy between observing 

periods is also greater than would be expected from the derived standard 

deviations. The computed baseline direction has an accuracy of about 

±0.05". 

The derived standard deviations of the parameters are smaller 

than theoverall accuracy primarily due to the lack of consideration for 

the geodetic applications of this data when planning the observing 

programs (see §5.5 and §6.1). Other systematic error sources affecting 

the attainable accuracy are atmospheric effects, clock instabilities, 

errors in the equipment at the receiving, recording, and processing 

stages, and source structure effects. Although the accuracy of the 

method could be improved, the values of ±1 m and 0.05" in length and 

hour angle respectively over baseline lengths of up to 8000 km are 

probably close to the overall capability of the system under realistic 

operating conditions, e. g. limited observing time. 

The results indicate that the accuracy of the determination of 

the baseline parameters is independent of the distance between the 

antennae for these observations. This feature is one of the major 

advantages of the technique. 

7.1.3 Source Co-ordinate'and Clock Results 

The results for the co-ordinates of the observed sources for the 
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three station solutions from May 1977 and January 1978,. are presented 

in Table J. III. The a priori co-ordinates used-are presented in 

Table 6. IV. These are quite recently determined values and can be 

assumed to be a reliable reference by which to assess these results. 

Most of the co-ordinates of the sources were in good agreement with the 

a priori values except for the declinations of two sources, 3C446 and 

0235+16. 

The results for the relative clock error polynomials for the 

three station solutions are presented in Tables J. IV and J. V for the 

May 1977 and January 1978 observations respectively. The results of 

all the single station solutions have been omitted for brevity. The 

magnitude of these results confirms the requirement to use such a model. 

The first of the two models for the Algonquin clock in the May 1977-, 

adjustment doesnot show an appreciably greater relative clock error 

than that shown by the second model. , 

7.2 VLBI RESULTS FROM THE HAYSTACK-GOLDSTONE BASELINE 

7.2.1 Introduction 

The observations on the baseline connecting the Haystack and 

Goldstone Observatories have been described in §6.2. The adjustment 

of this data was performed using the COM7 program of the NULBIP suite, 

designed for NRAO Mk I data observed over a single baseline. In all 

results described here the unknowns of the adjustment (noting the 

requirements for the fixing of certain parameters described in §3.4 

according to the observation type and the network definition)are the 

three baseline components, the source co-ordinates, the parameters of 

a first-order (linear) clock error polynomial, and a parameter at each 

station representing the mean zenith delay due to the atmosphere, 

Chao's Model (Appendix D. 4) being the atmospheric model used. 
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The data was adjusted for the three cases of delay observations 

only, delay rate observations only, and both delay and delay rate 

observations. The latter is of greatest interest as it incorporates 

all the available data. For this particular VLBI system, the delay 

observations dominate the delay rate observations due to the observing 

method and system, in particular due to the use of the 'bandwidth 

synthesis' technique (0.3.3) to accurately measure the group delay. 

The origin of right ascension was defined as the adopted 

co-ordinates of the source 3C273B. The fixed declination in the delay 

rate data only adjustment was also taken to be that of 3C273B. These 

co-ordinates, obtained from (Clark et al, 1976), are quoted as being 

accurate to ±O. Ols (0.15") in right ascension and ±0.13" in declination. 

The velocity of propagation of microwaves in vacuo was taken to be the 

IAU (1968) adopted value of 299792.5 kms-1. The rate of rotation of 

the Earth was taken to be the mean value defined in (2.52). 

The observational standards errors used in the adjustments were 

those given with the data and are based on the signal-to-noise ratio 

for each observation (see §7.1). 

The application of Chao's Model without any indication of 

meteorological conditions or relative magnitudes of the dry and wet 

atmospheric effects, necessitates that an assumption is made for this 

latter factor. In the results presented, it has been assumed that the 

wet component accounts for 10% of the total effect. Tests performed 

with this proportion varying between 0 and 20% showed little effect on 

the baseline results. 

7.2.2 - Baseline Results 

The baseline parameters derived from these three different 
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adjustments are presented in Table 7. IV. The dominance of the delay 

data is shown by the smaller standard deviations for this solution 

than those obtained from the delay rate data. Furthermore, the delay 

only and the combined delay and delay rate solutions are in close 

agreement both in absolute parameter values and in parameter standard 

deviations. The standard error in the baseline length is less than 

those in the y and z baseline components due to the dominance-of the 

x-component in the solution. As the d&ta was supplied in an edited 

and condensed form, no observations were rejected in the adjustment. 

Fig. 7. I shows a plot of the post-fit residuals against the epoch of 

observation, no systematic trend appears to exist. 

The standard deviations quoted here are an assessment of the 

internal precision of the interferometer. Systematic errors exist 

due to clock and instrumental variations, atmospheric causes, source 

structure effects, errors in the Earth orientation parameters of UTl 

and the pole position, and the 'fixed' source in the adjustment. 

The latter pair have no effect on the baseline length or the internal 

consistency of the adjustment but only on the baseline components. 

Although the standard deviations of the baseline length, hour 

angle, and declination are 7 cm, 0.007" and 0.015" respectively, an 

indication of the overall accuracy of the system is very difficult 

with just this one observed baseline for the single observing period. 

However, other researchers (Robertson, 1975 and Shapiro et al, 1974) have 

analysed larger data sets obtained from the same VLBI system over this 

and other baselines. These have shown, in the case of 16 such 

observing periods on the Haystack-Goldstone baseline between 1972 and 

1975, including this one, a scatter in the baseline lengths of 1.77 m 

and a root-mean-square deviation about the mean of 26.3 cm. The 
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error in direction is dominated by-: the errors in the earth orientation 

parameters. It should be noted that since these observations were 

made the VLBI systems have also been under constant improvement. The 

baseline length, declination, and hour angle obtained from this analysis 

differ from those obtained by D. S. Robertson (1975) by 3 cm, 0.004" 

(7 cm), and 0.04" (70 cm) respectively. 

7.2.3 Clock, Source Co-ordinate, and Atmospheric Parameter Results 

The solution for the clock error polynomial for the three 

adjustment modes is presented in Table J. VII. No solution for the 

clock offset, is of course made for the delay rate observations. These 

results show good agreement between the different adjustments indicating 

that they are consistent. As described in §2.4.1 and §2.4.8 respectively, 

the clock error polynomials contain contributions due to antenna and 

instrumental delays, and relativi. ty effects. 

Adjusted co-ordinates of the observed sources are presented in 

Table J. VI for the adjustment of the combined data set only. Thee 

results of the individual data type adjustments have been omitted for 

brevity. The right ascension determinations are in good agreement 

with accepted values, as are the majority of the declinations. The 

relatively large discrepancies of the three near-equatorial sources 

2134+00,3C279, and 3C273B, is unexplained but it would appear to be a 

function of their declination. 

The results for the mean zenith atmospheric delay at the two 

antennae are presented in Table J. VII. These show a maximum difference 

between adjustment modes amounting to only 0.2 nsec (6 cm). These 

differences are probably due to the tropospheric-parameters absorbing 

unmodelled effects in the observations. As no measurements are 

available, nor allowance made in the model for ionospheric refraction, 
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this tropospheric model will incorporate the ionospheric correction to 

a limited extent. 

7.3 VLBI/DOPPLER COMPARISON: ALGONQUIN-CHILBOLTON=OWENS VALLEY 

ARRAY 

7.3.1 Doppler Results 

The Doppler observations taken at the radio telescope sites at 

Algonquin, Owens Valley, and Chilbolton, together with those taken at 

the TRANET station at Barton Stacey, have been described in §6.4. The 

station positions obtained from the Doppler data are presented in 

Table 7. V for both the May 1977 and January 1978 observing periods. 

These results are taken from the thesis of Richard Langley (1979) and 

are derived using the GEODOP computer program. (Kouba and Boal, 1976) 

by Jan Kouba of the Earth Physics Branch of the Department of Energy, 

Mines and Resources, Canada. The results. are computed using the 

precise ephemeris supplied by the United States Defense Mapping Agency 

Hydrographic/Topographic Center (DMA) and are relative to the NWL-9D 

and the NSWC-9Z-2 co-ordinate reference systems, described in 96.3.3.2 

and §6.3.3.3, for the May 1977 and January 1978 data respectively. 

The standard deviation in each component is estimated to be ±0.7 m 

(Kouba, 1978). 

The only major problem encountered during both. periods of 

observations was an intermittent timing error in the data acquisition 

by the CMA 722B receiver at Chilbolton during the May 1977 experiment. 

This problem has not proved critical, however, as there were still 

sufficient acceptable passes to obtain a good solution. All other 

receivers functioned satisfactorily throughout both the campaigns. 

The position quoted for the Algonquin Doppler site for the January 1978 

experiments is the mean position obtained from the two receivers on 
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stations TELE N and TELE S. It is also noteworthy that the precise 

ephemeris is computed from data incorporating that obtained by the 

TRANET station at Barton Stacey. It would, therefore, be expected 

that the adjustment of the Barton Stacey data would exhibit a high 

internal: consistency, though not necessarily a high accuracy. 

The Doppler stations at all* the sites are offset from the radio 

telescope reference points. These offsets are tabulated in Table 6. XI 

and are applied to the Doppler station results in order to give the 

interferometer baselines determined by the Doppler measurements as 

presented in Tables 7. VI and 7. VII for the May 1977 and January 1978 

observations respectively. The accuracy estimates for these baselines, 

derived from the estimate for-the-., standard deviation of the Doppler 

position components of 0.7 m, are 1m in length for all the baselines, 

and 0.06", 0.04", and 0.03" in orientation for the Algonquin-Owens 

Valley, Algonquin-Chilbolton, and Owens Valley-Chilbolton baselines 

respectively. Whereas the orientation accuracy in VLBI is almost 

independent of the baseline length, this is not the case for satellite- 

Doppler measurements. The contribution to these values due to the 

errors in the observed offset vector between each Doppler station and 

the appropriate radio antenna is negligible in this case due to the 

care taken over the local surveys. 

There is good agreement, to the order of less than 1m in length 

and 0.05" in orientation, between the two separate data. sets and between 

the baselines determined separately using the Doppler data from 

Chilbolton North Pillar and from Barton Stacey for May 1977. This 

agreement supports the values quoted for the standard deviations of 

the components of the Doppler positions. 
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7.3.2 VLBI/Doppler Comparison 

The Doppler results described in the previous section have been 

compared to the VLBI results described in §7.1, using the Bursa 

Transformation technique outlined in §6.6. In order to apply this 

transformation, the VLBI results must be transferred to co-ordinated 

positions for comparison with the Doppler derived positions. This is 

achieved by assuming a set of cartesian co-ordinates for one VLBI 

antenna and computing the co-ordinates of the other antenna relative 

to this one using the computed baselines from the VLBI adjustment. 

The initial assumed antenna position should be approximately correct but 

any error in it will be treated by the adjustment as a translation 

transformation between the VLBI and Doppler results. As the VLBI 

method measures baseline parameters and not absolute positions, the 

values of these three translation parameters obtained from the Bursa 

Transformation are irrelevant. The results of a7 parameter 

transformation are presented in Table 7. VIII for the two observing 

periods, both separately and combined. The three translation parameters 

are not included in the table. 

The results of the May 1977 data are internally consistent and' 

also agree with the results obtained on the Haystack-Goldstone baseline 

as described in §7.4. Those of the January 1978 data are not as 

consistent and also differ from the May 1977 results significantly in 

the scale correction. This is primarily due to one of the VLBI 

baseline results but all exhibit this scale discrepancy when compared 

with the May 1977 results. For both the data sets, the longitude 

rotation(ei)results are in agreement and the results for the rotations 

about the two equatorial axes (Ax and ey) are not significant. These 

differences between the two observing periods do not indicate a 
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difference between the NWL-9D and NSWC-9Z-2 Doppler reference systems 

as such a significant difference does not exist. 

The combined results indicate a scale discrepancy of -0.37 ppm 

and a longitude rotation of 0.81" eastward in order to relate 

co-ordinates in the Doppler system to co-ordinates in the. system in 

which the VLBI positions have been computed. The. VLBI co-ordinate 

system can be termed "classical" apart from the scale being too large 

due to the use of 299792.5 km s-1 as the velocity of light (IAU, 1968) 

rather than the currently accepted best value (IAU, 1977) of 

299792.458 km s-1. This discrepancy requires that all measurements 

based on the larger value be reduced by 0.14 ppm in order to refer 

them to a classical geodetic system. 

Therefore, in conclusion, this comparison of Doppler and VLBI 

data over. a three baseline array and two observing periods has shown 

that, in order to transform. co-ordinates determined in the NWL-9D or 

NSWC-9Z-2 precise ephemeris Doppler system into a classical geodetic 

system, as detailed in §2.1.2.1, a scale correction of -0.51 ppm and a 

longitude rotation of 0.81". to the east are required. The direction 

of the polar axes of the Doppler and VLBI systems agree to 0.06". 

This is not significant, bearing in mind the standard deviations of the 

computed rotation angles. Furthermore, there is likely to be 

inconsistency in the Earth orientation parameters used for the two 

observing periods although this error is below the level of sensitivity 

of this observing system. 

The value derived for the scale correction is larger than that 

obtained by other researchers (Hothem, 1979 and Hothem and Strange, 

1978) of -0.4 ±0.1 ppm as derived from comparisons of Doppler with VLBI, 

Lunar Laser Ranging, and Deep Space Network. However, this disagreement 
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is within the quoted accuracy limits of the computations. Furthermore, 

the results reported here have been obtained using fewer observations 

and a much less precise VLBI system. As will be described in §7.4, 

the value of -0.4 ppm has been verified on the Haystack-Goldstone 

baseline for the one observing period studied in this thesis. The 

longitude rotation correction of 0.80" ± 0.05" eastward obtained in 

these other comparisons is in good agreement with that obtained here 

of 0.81" ± 0.03". 

7.4 VLBI/DOPPER COMPARISON; HAYSTACK-GOLDSTONE BASELINE 

7.4.1 Doppler Results 

The results of the satellite-Doppler observing campaigns at 

Haystack and Goldstone are presented in Table 7. IX. The results 

obtained prior to 1978 (Hothem and Strange, 1978) and those obtained 

in the Space Systems Validation Project in January-February 1978 

(Hothem, 1979), are given separately, the latter being observed 

using either a hydrogen-maser, rubidium or cesium standard to supply 

the receiver reference frequency. All these results were computed 

using the DMA's DOPPLR computer program using the precise ephemeris 

(Smith et al, 1976). Table 7. X presents the resulting components 

between the VLBI antennae reference points as derived from a combination 

of these Doppler positions and the ground survey ties presented in 

Table 6. XI. 

The difference between these sets of results is well within the 

expected repeatability of the Doppler system. Furthermore, the 

difference in orientation of the baseline is within the accuracy limits 

of the Earth orientation parameters used to define the precise ephemeris 

system. 
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From Doppler 
results prior 
to 1978 

From Doppler 
results in 
Jan-Feb. 1978 

-x-component -3846027.97 -3846027.76 

y-component -184060.47 -184060.05 

z-component -619829.70 -619830.16 

length 3899999.77 3899999.62 

declination -9°08'41.409" -9°08'41.435" 

hour angle 177°15'36.250" 177°15'36.273" 

Table 7. X Results for the baseline defined by the VLBI antenna reference 

points at Haystack and Goldstone as derived from a combination 

of Doppler positions and ground surveys 

7.4.2 VLBI/Doppler Comparison 

For the Doppler results prior to 1978, and hence relative to the 

NWL-9D system, comparison with the VLBI results described in 0.2 shows 

that Doppler positions computed using the precise ephemeris require a 

scale correction of -0.23 ppm and a longitude rotation of 0.81" 

eastward in order to refer them to the co-ordinate system on which these 

VLBI results are based. Similarly, the 1978 Doppler results computed 

relative to the NSWJC-9Z-2 co-ordinate system require a scale correction 

of -0.20 ppm and an eastward longitude rotation of 0.83". As described 

in §7.3.2, in order to refer positions on this co-ordinate system to a 

classical geodetic system, a further scale correction of -0.14 ppm is 

required to account for the presently accepted value of the speed of 

propagation of microwaves in vacuo. 

In conclusion, in order to transform Doppler derived co-ordinates 
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into co-ordinates relative to a classical geodetic datum, it has been 

shown that, using the pre-1978 Doppler data, a scale correction of 

-0.37 ppm and an eastward longitude rotation of 0.81" is required and, 

for the Doppler data of 1978, a scale correction of -0.34" ppm and an 

eastward longitude rotation of 0.83" is needed. These results are 

not presented in this way to imply any difference between the NWL-9D 

and NSWC-9Z-2 systems, nor do they indicate such a difference. 

These results agree well with those of other researchers (Hothem, 

1979, and Hothem and Strange, 1978) of 0.4 ± 0.1 ppm and 0.80" ± 0.05" 

as derived from comparisons with VLBI, Lunar Laser Ranging, and Deep 

Space Network. They also agree, *within the quoted accuracies, with 

the results derived from the Algonquin-Chilbolton-Owens Valley 

interferometer array as described in §7.3.2. 



CHAPTER 8: 

GEODETIC AND GEOPHYSICAL APPLICATIONS 
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8.1 INTRODUCTION 

The technique of VLBI has several characteristics which make it 

well suited for use in both geodesy and the study of certain geophysical 

effects. Primarily, this usefulness'stems from the ability to measure 

very long intercontinental baselines to sub-metre accuracy in each of 

the three baseline components. This degree of accuracy results from 

the baseline measurements made by VLBI being relatively free of 

systematic errors, primarily due to its independence of the Earth's 

gravity field-which is the major problem encountered_with_a-satellite- 

based system. Furthermore, the reference system is defined in 

orientation by the catalogued positions of what are essentially "fixed" 

radio sources while-the scale is defined by the speed of propagation 

of microwaves in vacuo, any error caused by the uncertainty in this 

value being less than those caused by other effects. As the method 

uses standard radio telescope structures, of which there are several 

around the world, and commercially available equipment which has been 

used and developed for work in the field of astronomy over a number 

of years, the technique is already at quite an advanced stage even 

though "geodetic VLBI" is a relatively recent (late 1960's) concept. 

This chapter deals with the application of the technique to 

geodesy and geophysics and in doing so outlines the methods by which 

the different geodetic and geophysical phenomena can be detected. It 

also gives a brief outline of their origins, magnitudes, and effects, 

together with the current and near future capability of the VLBI 

systems to measure them. Among these are the application to conventional 

geodetic networks (§8.2), the assessment and calibration of "lower 

order" surveying systems (§8.3), the study of the Earth orientation 

parameters (§8.4), the detection and measurement of Earth tidal movement 
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08.5), and the monitoring of both tectonic plate motion and local 

crustal motion (§8.6). Finally, §8.7 gives a brief outline of 

three, major. developments which will further improve the capability of 

the VLBI technique, - namely the use of small transportable telescopes, 

satellite VLBI, and the use of the phase observable described in §2.1.4. 

This 'is by no means an exhaustive summary of the uses of VLBI 

but is merely a brief resume of its current status.. -- As observing 

techniques improve and accuracies increase then more geodetic and 

geophysical phenemena will come within the-range of the technique and 

those outlined here will be better measured and understood. 
8.2 GEODETIC NETWORKS 

8 . 2.1 Application of'VLBI to Global Geodetic Networks 

With the development of satellite-based geodetic observing systems, 

the establishing of a high accuracy global geodetic reference system is 

becoming increasingly feasible. VLBI can play an important role in 

this objective, primarily due to its capability of making precise 

measurements in a purely geometrical manner based on a celestial 

(absolute) reference system. 

There have been several different satellite-based methods used 

in recent years which have now been largely superseded; for example, 

the satellite triangulation networks established by photogrammetric 

measurements of satellites against a stellar background (e. g. the 

Smithsonian Baker-Nunn Network (Whipple and Hynek, 1958) and the BC-4 

Network (Schmid, 1973)), and the method of radar ranging, to satellites 

(e. g. SECOR (Rohde, 1977 and Warden et al, 1977)). Currently, there 

are three main systems suitable for providing global control, namely 

laser ranging to satellites and to the Moon (IAG, 1978), satellite- 

Doppler (§6.3), and VLBI. The'latter appears the most promising of the 
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three. A detailed examination of these and other satellite-based 

geodetic systems can be found in (Kelsey and Ashkenazi, -1979) and 

(Committee on Geodesy, 1978). 

VLBI, a technique which is still under rapid development, is 

already capable of measuring intercontinental baselines to an accuracy 

of 0.01 ppm in scale and 0.05" in orientation (Clark, 1978, 
_ 

and 

Schilizzi and Campbell, 1978). However, with a system like VLBI 
LIKE ýy rrvRý 

which exhibits a higher accuracy than all other systems in use-; these 

values are largely a measure of precision and repeatibility. 

Nevertheless, its accuracy is virtually independent of the baseline 

distance due to its geometrical nature and the independence of the 

hardware and software at the separate antennae sites. Observations 

made over a baseline between two radio telescopes yield the three 

components of that baseline relative to a classical geodetic system 

based on the CIO pole and BIH zero longitude. Irrespective of the 

number of telescopes in an interferometer array, the technique will 

not give any information as to the radio telescope positions relative 

to the geocentre, the origin of the co-ordinate system, unless one 

telescope position is assumed to be known. In this case, all positions 

determined by the observations and adjustment will possess the same 

error that is inherent in this 'fixed' position. Consequently, VLBI 

is suitable for providing distance and azimuth measurements for use 

in network adjustments but not absolute positions. 

The critical factor in the use of VLBI measurements in geodetic 

networks is the reference surface upon which the adjustment is performed. 

It is conventional (§2.1.2.1) to adjust national networks on a suitably 

defined ellipsoid of revolution(spheroid) and to express a station 

position in terms of its latitude, longitude, and height above spheroid 

level. Consequently, all measurements taken on the Earth's surface 
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must be reduced to corresponding values on the spheroid surface prior 

to the adjustment process. It is at this stage that the major 

problem occurs. In order to reduce°a'distance to the spheroid surface, 

a knowledge of the geoid-spheroid separation is required. A6m 

error in this value incurs a1 ppm error in the reduced distance-add 

therefore typical current accuracies of around 1m for the separation 

are too large to maintain the high accuracy achieved by the observations 

themselves. Having accepted this problem, the actual reduction to the 

spheroid can be performed without loss of, accuracy using standard 

formulae. A'position can be assumed for one of the antennae (as 

determined by satellite-Doppler observations or conventional terrestrial 

triangulation for example) and the other antenna position can be 

computed from'the observed baseline components using the inverse of 

the formulae described in §2.1.2.2 making certain assumptions from 

the approximate antenna position of the second already determined by 

other methods (for example, its height above the spheroid surface). 

The application of a rigorous 'reverse' formula, for example, Rudoe's 

formula (Bomford, 1975), to compute the spheroidal distance and azimuth 

between these two positions will yield the required data. The error ' 

introduced by initially assuming a position for one of the antennae will 

be insignificant providing that the radio antenna reference point is. 

connected to a local station which is itself connected to the local 

triangulation network. 

Due to the difficulty in fitting a spheroidal reference system to 

a global network and also because of the measuring techniques that 

would be used to establish it, a cartesian co-ordinate system would be 

preferable as a global datum. For reference and comparison purposes, - 

this system could be defined in terms of the CIO and BIH zero longitude 
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in the same manner as a spheroidal reference system. With. regard to 

the use of VLBI'observations this co-ordinate system has several 

advantages in that it enables the distance and three-dimensional 

direction measuring capability of VLBI to be utilised fully. The 

directions are related to star positions and hence provide a geometric 

reference which is independent of the gravity field. The distances do 

not require reduction and hence maintain their observational accuracy 

in the global adjustment. One of the major advantages of VLBI, that 

the accuracy is virtually independent of the baseline distance, is 

also maintained in this method although it is'less useful over short 

distances (less than 1000 km) where other systems can also achieve the 

same order of accuracy with greater ease and less expense. 

The realisation of a global reference system would currently 

involve probably VLBI and laser observations at a group of 'super 

control points' and an infill of this network by satellite-Doppler 

observations. Further stages would include terrestrial survey and 

inertial survey with the localised networks still being computed on a 

spheroidal reference system, this being the most suitable reference 

surface for small areas. A major factor in any such adjustment would 

be to ensurethe compatibility of the different measuring systems (for 

example, the definition of the scale of orientation of each system must 

be compatible with the other systems). Furthermore, a correct 

assessment of the relative weighting of the observations from different 

systems is vital, as is the correct modelling of the observations in 

the adjustment (Ashkenazi, 1979). 

This section has dealt solely with the application of VLBI to 

global networks. Its application to national and international networks 

is discussed in the next section with the results of a simulation 
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experiment incorporating VLBI measurements in the Ordnance Survey 

Triangulation of Great Britain. 

8.2.2 Ordnance Survey Triangulation/VLBI Experi: ments* 

The Ordnance Survey Primary Triangulation of Great Britain, 

OSGB 70(SN), is a dense network consisting of 292 primary stations 

connected by 1900 observed directions, 180 measured distances, and 15 

Laplace azimuths (Ashkenazi et al, 1972). A series of network 

simulation 'tests (the principle of which is outlined for a different 

purpose in §3.6) has been carried out using the observations of the 

network and their appropriate standard errors-as determined from the 

network adjustment (Cross, 1970). In the first series of experiments, 

VLBI measurements between primary triangulation stations close to the 

three existing-fixed radio telescopes suitable for this purpose, at 

Jodrell Bank in Cheshire, Chilbolton, and Cambridge, were included in 

the simulation tests. The three resulting baselines were given standard 

errors in length ranging between 1 ppm and 0.01 ppm and in orientation 

between 0.5 secs and 0.1 secs. The precise details of the different 

combinations used in each model, together with a summary of the stations 

and data used, is given in Appendix H. The second set of tests involved 

the same three fixed radio telescopes but also an 'imaginary' mobile 

telescope in the very north of Scotland. This location was suitable 

for two reasons; firstly, it provides a high accuracy distance/direction 

tie to the other three stations which are much closer together and also 

nearer to the origin of the network and therefore whose positions 

relative to the origin are more accurately known, and secondly, it 

provides the network with a good coverage of VLSI. measurements, both 

the east-west strength being supplied by the three fixed telescopes and 
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the north-south strength by the mobile telescope with any or all of 

the three fixed ones. 

8.2.3 Ordnance Survey Triangulation/VLBI"Results'and'Ditcussion 

The results of the series of tests, described in the previous 

section, combining the Ordnance Survey Primary Triangulation of Great 

Britain and certain chosen VLBI measurements are presented in Appendix H. 

The mean azimuth and distance standard errors for four separate groups 

of test lines (short, medium, long, and very long) have been computed 

for each model applied. These results were derived using a computer 

program developed by S. A. Crane of the University of Nottingham. 

The results of the first series of tests using just the three 

radio telescopes at Jodrell Bank, Chilbolton, and Cambridge are 

summarised in Table H. H. These show that VLBI observations over 

'medium' length lines will not contribute significantly to the strength 

of the network in either azimuth or distance. The already existing 

strong and dense terrestrial triangulation dominates the simulation 

adjustment. Slight improvements in relative station standard errors 

will inevitably occur, especially between pairs of stations close to 

each end of the baselines, but these are minimal compared with the effort 

involved in obtaining such measurements. The results of the second 

series of tests simulating a transportable antenna located in the 

northern most area of Scotland are summarised in Table H. M. As 

envisaged, the application of these measurements yield strong distance 

and azimuth control over long lines along the length of the triangulation 

and has therefore caused a significant improvement in the network 

strength. The shorter the line between two stations, the less effect 

the VLBI observations have on its strength as the terrestrial 
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observations will still control the strength on a 'local' scale whereas 

the VLBI measurements contribute to the strength over the full'network. 

Clearly, over a network such as the Ordnance Survey's Primary 

Triangulation of Great Britain there is little need for such measurements. 

The network is one of the best'surveyed in the world and due to its 

relatively small size is not grossly affected by cumulative systematic 

errors (but see Ashkenazi et al, 1978c). However, these tests are of 

interest in that they show the effect of high accuracy distance and 

azimuth observations on long baselines in a simulated adjustment of a 

dense conventional network. These experiments are really a scaled 

down version of the use of VLBI measurements in a much larger network, ' 

for example in the United States' triangulation where 5000 km baselines 

could be observed using large fixed radio telescopes. This application 

is the basis behind the VLBI observation standard errors used in the 

tests described here. A VLBI observation with a standard error of 

0.01 ppm on these baselines implies a measurement with an accuracy of 

a few millimetres. Clearly, systematic errors make this impractical 

but 0.01 ppm length accuracy has already been shown to be feasible on 

intercontinental baselines (Clark et al, 1978). One should note that 

the standard error in azimuth is larger than the corresponding value 

for the distance due to the determination of the baseline direction 

being affected by the continually changing Earth's orientation and the 

imperfections in the stellar reference frame to which the observations 

are referred. There are also several other factors which at the 

current time would render it impractical to incorporate a VLBT measure- 

ment of such high accuracy into a conventional geodetic network. 

Firstly, it is standard practice to adjust'geodetic networks on a 

particular reference, ellipsoid'and hence all measurements must be reduced 
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to this surface. This process requires a knowledge of the 

geoid-spheroid separation in the area concerned and incurs an error 

of 1 ppm in-the baseline length for an error of 6m in the 

geoid-spheroid separation (see §8.2.1). Secondly, a connection of the 

telescopes to the triangulation by geodetic observations would be 

necessary (see §8.1.1), as described for the Chilbolton Observatory 

for example in §6.4.1. This again would result in errors which may 

lose the advantage gained in the-precise VLBI measurement. Finally, 

the tests here simulate a 'mobile' or 'transportable' antenna. Such 

antennae do exist (see §8.7.1) but as yet do not approach the accuracy 

of fixed large antennae which would be capable of the required accuracy. 

Having explained the problems associated with applying VLBI 

measurements to conventional geodetic networks-and having simulated 

this procedure using the Ordnance Survey network, there is one valuable 

feature of the method not yet considered. If a network were to 

possess a small systematic error associated with, for example, all its 

measured distances, the cumulative effect of these errors would quite 

possibly be significant at the extremities of the network. A VLBI 

distance measurement across the network may be sufficiently accurate, 

depending on the VLBI system and the size of the error which is present, 

to detect the scale discrepancy. Similarly, the technique could 

detect azimuth control errors although this would be less effective 

due to the difficulties in determining baseline orientations described 

previously. The Ordnance Survey network OSGB 70(SN) is an example of 

such a network in that a 3-4 ppm scale error has been detected 

(Ashkenazi el al, 1978c) which is partly due to a 2.6 ppm scale 

difference between Tellurometer and Geodimeter distance measuring 

instruments. This causes a total displacement in the north of Scotland 
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of around 1 m, an effect within current VLBI capabilities using a 

mobile telescope together with a large fixed antenna as a base 

station (Neill et al, 1979). 

A further method of detecting and correcting systematic scale, 

orientation, and position errors within a network is to solve. for 

parameters describing these errors in the adjustment process 

(Ashkenazi and Crane, 1980). This method would benefit by the. 

inclusion of VLBI (or satellite-Doppler). measurements in the network, 

allowing such measurements to make their full contribution to the 

strength of a network by avoiding the 'swamping' effect of the 

conventionally surveyed lines over the long VLBI line. 

8.3 SURVEY SYSTEM-CALIBRATION- 

The requirement for any surveying system to be used as a 

standard against which other systems can be compared and calibrated 

is not that the higher order system be more accurate than the lower 

order system, but that it is free from systematic biases affecting the 

lower order system (Ashkenazi, 1979). VLBI has certain inherent 

features which make it ideally suited to this task. The major asset 

and the prime advantage of the VLBI technique over most other systems 

is that it is purely geometrical and is independent of-the Earth's 

gravity field, the limiting factor in most Earth-based systems, e. g. 

Doppler and laser ranging to satellites. It is therefore of great 

use in the control of gravity-dependent methods. 

The scale is defined by the velocity of propagation of microwaves 

in vacuo, currently quoted as being accurate to ±0.001 km/s, and its 

orientation is referenced to a celestial (absolute) system. In 

defining the orientation, the origin of right ascension is defined by 
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holding the right ascension of one star fixed, hence all directions 

are referred to these particular star co-ordinates. The most 

common observed stars have an R. A. `-' quoted with a standard deviation 

of ±0.002s, the orientation is also defined by the relationship of 

the instantaneous pole position to the CIO using the published values. 

These values are accurate to ±0.01" . The accuracy of these three 

controlling factors means that the VLBI system is relatively free from 

systematic biases in both scale and orientation. 

There are several points, however, which are noteworthy. 

Primarily, although the system is theoretically relatively free of 

systematic errors, an error in the mathematical model (see Chapter 2) 

may introduce a systematic bias into the solution. This would clearly 

have a damaging effect on the computed results and even if the error 

did not introduce a systematic bias, its contribution as a random 

error could degrade the solution. As the accuracy of VLBI is almost, 

independent of the measured baseline distance it is of less use over 

short distances than it is over very long distances. Moreover, the 

method of application of the system to a calibration of another system 

is critical if the maximum benefit is to be attained from the tests 

(see §8.2). 

As already explained, the one most important factor in the useful- 

ness of VLBI as a means of calibrating other systems is the fact that 

it need not be more accurate than the other system but it must be free 

of systematic bias. This enables lower accuracy VLBT systems, such 

as the Canadian VLBI system used and described here, to be applied to 

this task as well as the higher order systems such as the NRAO Mk III 

which is expected to give accuracies of around 10 cm. A further feature 

of the technique is the determination. from the adjustment process of 

the relative synchronisation of the clocks at each station. This 
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information is of benefit for several other purposes. 

8.4 EARTH ORIENTATION PARAMETERS 

8.4.1 UT1. and the Rate of Rotation of'the Earth 

The rate'of rotation of the Earth, and hence UTT (see Appendix 

A. 4), is continually changing. These variations can be divided into 

three categories, namely secular, periodic, and irregular fluctuations 

(E. S. A., 1978). Seasonal changes in the distribution of atmospheric 

masses cause annual periodic variations exhibiting an amplitude of 

approximately 20 msec, while the zonal lunar waves of the Earth tides 

(see §2.4.3) cause monthly and fortnightly periodic changes of around 

1 msec. Furthermore, irregular changes occur due to the interaction 

of the Earth's fluid core and the mantle, 'änd also due to the forces 

exerted by seismic activity '(see §8.6.2). 

The precision of the VLBI technique allows studies of short term 

variations with periods of less than a day, of which little is at 

present known, as well as research into the longer period fluctuations. 

The latter are detected by the changing components of the baselines 

providing that the relative clock drifts (§2.4.7) can be isolated from 

UT1 changes. The baseline length is unaffected by all changes in 

Earth orientation. The short period fluctuations are detected by 

continually monitoring the changing phase measured by the `interferometer, 

and hence measuring the rotation rate. However, this similarly suffers 

from problems caused by the relative clock drifts. 

It is noteworthy that observations over a single baseline cannot 

detect all three orientation parameters (UT1 and spin axis direction) 

but only two independent combinations of the three. The baseline 

components, but not the baseline lengths, are affected by orientation 
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changes and these can be defined for a single baseline by two 

independent parameters (Shapiro, 1979).. As a consequence of this, 

it is desirable that at least a three antenna array is used for these 

Earth orientation measurements. Clearly, all such measurements will 

provide information concerning the geophysical effects causing, these 

changes (Macdonald, 1967) as well as being applicable to other 

geodetic observing techniques which depend on these data. 

The traditional method of measuring U171 is by optical methods 

using both photographic zenith tubes and polar telescopes. These 

methods yield an accuracy of at best 2-3 msec (Langley et al, 1979). 

The use of satellite-Doppler observations is less : important for the 
1- 

determination of UT1 than it is for the determination of polar motion 

(see §2.2.2 and §8.4.2) due to the relative insensitivity of the system 

to changes in UT1. However, it can, be measured efficiently by laser 

ranging techniques to reflectors on the Moon and on satellites. 

Results already achieved using the VLBI technique have shown it to 

yield valuable contributions to rotation rate measurements. 

Uncertainties in the observation of UT1 of the order of 0.6 msec from 

only 6 hours of data have already been reported (Fanselow et al, 1978), 

and the NRAO Mk III VLBI system is expected to determine variations in 

UT1 with an accuracy of 0.15, msec (Ryan et al, 1977). Several 

projects to study these effects are currently either in progress or 

in the planning stage (Carter et al, 1978, Robertson et al, 1978, and 

Langley et al,. 1979). 

UTl changes will affect the equatorial components of the 

baseline and not the polar components. Therefore, an east-west 

baseline is. the most efficient configuration for UTl determinations as 

it has the maximum possible equatorial component for a given baseline 
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length. A baseline parallel to the rotation axis has no equatorial 

component and is hence totally insensitive to UT1 variations. 

Similarly, near equatorial-sources are the best type of source for 

detecting UT1 changes, whereas polar sources, like polar baselines, 

are completely insensitive to the effect. Table 8.1 summarises the 

effects of extreme baseline and source configurations on the 

determination of UT1. 

8.4.2 Polar Motion 

The causes, effects, -and magnitudes of the motion of the axis of 

rotation of the Earth have already been described in §2.2.2 and will 

therefore not be dealt with again here. However, as a brief resume, 

polar motion in this context is defined as the motion of-the 

instantaneous axis of rotation of the Earth about an axis (. in this 

case defined as the Conventional International Origin, or CIO) which 

is fixed in relation to the body of the Earth. This fixed axis also 

contributes towards the definition of the co-ordinate system upon which 

the baseline components and antennae co-ordinates are based (see 

§2.1.2.1). Monitoring of this motion will yield a variety of 

information on the wide range of geophysical effects causing it and will 

also be applicable to other geodetic measurement techniques and 

measurements affected by it. 

As explained for changes in the rate of rotation of the Earth 

in §8.4.1, changes-in the Earth's orientation affect the components of 

the baseline but not the overall baseline length. This feature enables 

the parameters of polar motion to be evaluated. This can be achieved 

to virtually the precision with which the baseline components themselves 

can be determined but the changes in pole position are determined with 

respect to a previously defined starting point rather than with respect 
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to the CIO. The explanation given in §8.4.1 concerning the 

impracticality of determining all three Earth orientation parameters 

from observations over a single baseline should also be noted. 

The VLBI method currently yields pole positions with an'estimated 

precision of 0.6 m (E. S. A., 1978) but the NRAO Mk III system is expected 

to determine the polar motion to around 10 cm (Ryan et al, 1977). 

Furthermore, the overall technique of VLBI is currently in a rapid 

state of improvement both in accuracy and economy. 

Although the determination of the polar motion'favoürs observa- 

tions of sources perpendicular to the baseline direction, the fact 

that the majority of suitable sources are nearer to the equator than 

to the pole, and"that these sources are also more suited to 

applications other than the study of polar motion, means that a north- 

south baseline is most suited for this application. The effect of 

extreme baseline and source configurations on the determination of 

both the Earth orientation parameters and the source co-ordinates is 

shown in'Table 8.1. 

8.5 EARTH TIDES 

The correction applied in the VLBI data adjustment process, 

together with a brief description of the phenomenon of Earth tidal 

movement has already been given in §2.4.3. The maximum tidal effect 

on the measured delay-of an interferometer is of the order of one 

nanosecond. Clearly, with an a posteriori standard de vi'ation for 

delay observations of'0.3 ns (equivalent to. 10 cm), as was found in 

the Haystack-Goldstone observations described in'§7 and §4.2, -this 

effect is well within the measuring capability of the VLBI technique. 

Furthermore, the principle tidal wave is semi-diurnal in period 
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(Melchior, 1978) and hence is a distinctive feature which can be 

modelled with little ambiguity caused by other effects exhibiting the 

same period. 

The disturbing force exerted on the Earth's crust by the Sun 

and Moon can be accurately computed and therefore the Love Number 

defining the vertical tidal component can be estimated from VLBI 

observations of sufficient accuracy. 

A VLBI experiment results in the computation of the baseline 

components or, in other words, the baseline length and orientation. 

Consequently, tidal effects on the baseline can be separated from UT1 

and polar motion effects (see §8.2) as the latter causes changes only 

in the orientation and not the length of the baseline, whereas the 

tides affect both the orientation and the length. Furthermore, VLBI 

is a direct measure of tidal movement and does not require the 

application of hypotheses to the observed gravity vector in order to 

deduce the tidal amplitude (Bonatz and Campbell, 1977) as is the case 

for present observing techniques. Measurements of this effect will 

be of great value in the study of the internal constitution of the 

Earth. 

The Love Number was not estimated in this analysis for the data 

described in Chapters 6 and 7 as insufficient data of a high enough 

quality was available. However, Robertson (1975) obtained values 

within ±0.06 of the expected value with a larger data set than used 

here but which included the August 1972 Haystack-Goldstone data. 

Although a value for the Ldve Number was not obtained in this work, the 

tidal effect is clearly visible in the post-fit residuals obtained when 

the Earth tide correction was omitted from the mathematical model. 

This plot, illustrated in Fig. 8.1, was obtained by fixing the source 
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co-ordinates and performing a solution for the clock and baseline 

parameters only. This fixing of the source co-ordinates was necessary 

because in this experiment the different sources were observed in 

groups and their co-ordinates would have adjusted to fit the tidal effect 

within the span of observations on each source. Fig. 8. II is a plot 

of the computed Earth tides from the model described in §2.4.3. This 

clearly shows the relationship between the two graphs. 

8.6 CRUSTAL MOVEMENTS 

8.6.1 Tectonic Plate Movements 

It has long been hypothesised that the Earth's crust consists of 

a number of rigid plates which float on the mantle and which are in 

relative motion due to convection processes within the interior of the 

Earth. These plates are known as 'tectonic' plates and are 

illustrated in Fig. 8. III. Their average movement is of the order 

of 1-5 cm/year but motions of as much as 15 cm/year have been detected 

on the 'Noyce' plate in the S. E. Pacific. This tectonic motion 

results in great strains being exerted at the edges of the plates 

which contribute greatly to earthquakes and other crustal deformations. 

The measurement of this movement is of great interest in the study of 

the Earth's structural properties. 

With the advent of the NRAO Mk III VLBI system the measurement of 

the plate motion is within the capability of the VLBI technique. Even 

with the previous systems such as the NRAO Mk II interferometer system, 

long term observations over several years are capable of"detecting 

the relative movement which will exhibit itself as a systemdtic change 

in both, the length and orientation of a single baseline. Furthermore, 

with other suitable antennae comprising an interferometer array, the 

result will be a distortion-of the total network. It must be remembered 
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however that in performing a plate motion experiment, any local 

crustal motion(see §8.6.2) or telescope deformation must be 

established so as to be able to isolate the required information. 

The establishment of a global reference system has already been discussed 

in §8.2.1 and such a network would prove useful in the monitoring of 

tectonic plate motions. 

8.6.2 Local Crustal Movements 

Local or regional crustal movements occur both at tectonic plate 

boundaries and also within the plates themselves. The measurement of 

this motion is of interest for many reasons including its contribution 

to the understanding and monitoring of the Earth's behaviour and its 

effect on geodetic networks and engineering structures generally. 

As stated in §8.6.1, such information is also required for the 

interpretation of much larger scale deformation measurements. 

The effect of local crustal motions on VLBI observations is, as 

for tectonic plate motion described previously, to change the length 

and orientation of the baseline. 

The nature of the task of monitoring a small regional network as 

opposed to the worldwide network needed to monitor tectonic plate 

motion is such that different instrumentation is required. The 

primary difference, is the need for transportable antennae in order to 

establish several stations in a small area. This topic is discussed 

further in §8.7.1. 

8.7 FURTHER OBSERVING TECHNIQUES 

8.7.1 Mobile VLSI 

One of the major drawbacks of conventional VLBI is the requirement 

for large fixed radio telescopes with which to make the observations. 
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As the signal-to-noise ratio of an interferometer is directly 

proportional to the antennae surface areas, the sensitivity of an 

interferometer incorporating a small transportable dish is much less 

than that obtained using large fixed telescopes. However, the 

development, of small transportable antennae which can be easily moved 

to different locations has greatly increased the flexibility of the 

VLBI method, especially in monitoring local crustal motions and small 

scale regional networks where these systems are most effective. 

The major development of this method has been undertaken by the 

Jet Propulsion Laboratory (JPL) as part of the ARIES (Astronomical 

Radio Interferometric Earth Surveying) project. Since 1973, 

observations have been made with a9m transportable antenna in order 

to verify the system and in doing so obtain' baseline data in the 

seismologically active area of California and measurements of the sea 

slope off the Californian coast. Using a large fixed dish as a 

base station, accuracies of the technique over baselines of 400 km are 

around 10 cm (Niell et al, 1979) as derived from comparison with 

conventional geodetic measurements. This 9m dish requires about one 

month to perform the whole observing task and is hence of limited use. 

A4m dish has been developed which it is planned will be able to 

attain at least the same quality of results but also be able to perform 

all the operational procedures at a station within a few days. This 

type of system is of great benefit as it is able to observe a 

relatively large scale network in arelatively short time as compared 

with conventional geodetic methods. Furthermore, it exhibits a 

similar order of accuracy but greater opportunity to continually 

monitor the network by further observations due to the short time 

required to make the observations. Other transportable antennae have 

been used with much lower accuracy results (Nes et al, 1978) but the 
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concept has nevertheless been proven to be effective for geodetic 

purposes by the ARIES project. 

8.7.2 Satellite VLBI 

There are two distinct fundamental concepts in the use of a 

satellite in a long baseline interferometer.. Firstly, there is the 

application of the satellite as a data link or processor. This would 

involve its use as a means of transmitting a common local oscillator 

signal to the antennae of the array and also using it either to transmit 

received data from the antennae to a processing centre or process 

the received data itself. The second method would be to use the 

satellite as a radio source instead of the usual extragalactic sources. 

There are several potential modes in which a satellite link 

system could be used. These range from the use of the satellite 

simply to transfer a common clock and and local oscillator signal to 

all the stations, through to its use as a real time data processor to 

which the data from all observing stations could be transmitted. At 

the present time, the most practical case is the use of the satellite 

as a data link to transfer data from one station to another station 

at which the correlation process is performed. It is not necessary 

that the processing centre is at one of the antennae and therefore data 

from both antennae may be transmitted to a common processing centre. 

This technique has already been successfully tested by a joint United 

States-Canadian research team (Yen et al, 1977). The three primary 

advantages of this method are: 

i) the facility to use the total received bandwidth of 100-200 

MHz (the limit of the receiver system rather than the 

recording system as in conventional tape recorder interferometry); 
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ii) the provision of a phase stable connection by the transmission 

of a common local oscillator signal to all the antennae of 

the interferometer; 

and iii) the capability to perform real-time data processing and 

correlation, thus saving time and providing a real-time 

check on the efficient functioning of all parts of the system. 

The. second of these would also lessen the problem caused by the relative 

drift of the station clocks disguising effects of geophysical interest. 

However, there are drawbacks to the method, mainly: 

i) the requirement for additional ground stations to receive 

and transmit the signal from and to the satellite; 

and ii) the high cost-of satellite communications channels. 

There is currently an Astronomy Working Group of the European 

Space Agency (ESA) examining the feasibility and implementation of a 

satellite-linked VLBI system in Europe (ESA, 1978, and ESA, 1980). 

This project has many objectives in the diverse fields in which VLBI is 

a useful research tool, geodesy and geophysics being included. The 

development of the system initially comprises of two stages, namely: 

i) a clock synchronisation scheme using small ground stations 

equipped with the NRAO Mk II or Mk III recording systems, 

and ii) wide bandwidth signal transmission with real-time data 

processing. Observations are planned to start in the early 

1980's. 

There are two proposed systems which use signals emitted from 

an orbiting satellite instead of the signals received from extragalactic 

sources, namely MITES (Miniature Interferometer Terminals for Earth 

Surveying) (Counselman and Shapiro, 1979) and SERIES (Satellite Emission 
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Radio Interferometric Earth Surveying) (Macdoran, 1979). These 

systems are designed for use with the NAVSTAR-GPS navigation satellites 

which have an orbital altitude of 20,000 kms, a period of approximately 

12 hours, and are planned to total 24 in number when the system is 

fully operational (Parkinson, 1979 and Anderle, 1978). 

The objective of the two systems is the same; to measure between 

small portable receivers, baselines of a few hundred kilometres in 

length to an accuracy of a few centimetres. This is achieved by 

observing, in an interferometric mode, the signals emitted from at least 

four satellites simultaneously. , 
Whereas in the present satellite-Doppler 

system the accuracy is limited by the precision of the satellite 

ephemeris, this would not be a problem with these systems. The effect 

of satellite position errors is lessened since it is dependent on the 

ratio of the baseline length to the satellite altitude. With the 

high altitudes of the GPS satellites, satellite position errors at 

the metre level only cause baseline errors at the centimetre level. 

As ever, the atmosphere would be one of the major sources of error but, 

with stable conditions and accurate atmospheric modelling, instrumental 

effects could be a dominant factor. 

The major difference between the two systems is in the satellite 

signal required. The MITES system is designed to use a signal 

transmitter specially fitted in the satellite for this purpose. On the 

other hand, the SERIES system uses the random noise signals from the 

satellites in the same way that noise from extragalactic sources is used 

in conventional, VLBI.. Both systems are designed to enable real-time 

data processing. 

A-7-3 Phase Observable 

The phase observable has been previously described in 0.1.4. 
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As explained there and in §4.1.2, the major problem in its use is the 

unknown number of whole cycles travelled by the signal between its 

arrival at each of the antennae of the interferometer. This 

difficulty is primarily caused by phase effects in the atmosphere 

and in the receiving and recording equipment at the antennae, and-these 

can consequently, with great care and effort, be evaluated and 

eliminated. If this can be achieved,, then the increased resolution of 

the technique over that obtainable using the group delay observable 

will prove extremely useful for geodynamical purposes. 

The removal of integer cycle ambiguities is easier on short 

baselines where the atmospheric correction is similar for both antennae 

and where the delay times are small. However, it is on the long 

baselines that these high resolution observations are of most 

significance. In order to achieve these aims it may be necessary or 

convenient to use techniques such as satellite linked local 

oscillators, instrumental delay calibrations to reduce instrumental 

phase errors, dual frequency receiving systems to correct for ionospheric 

refraction, water vapour radiometers to measure the atmospheric water 

vapour content, and also lower frequency (i. e. longer wavelength) 

observations than are currently common for delay measurements for geodetic 

purposes. All these techniques are currently under development and are 

being used and tested in varying forms. There are several methods used 

for observing phase but these will not be discussed here (see Campbell, 

1979). 

The group delay observing technique is capable of achieving delay 

resolutions of < 0.1 ns providing that large bandwidths of the order of 

100 MHz are used. The realisation of this goal is both very costly 

and complex and it is consequently beyond the scope of many observatories. 
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However, if the conditions of removing the integer-cycle ambiguities 

can be met, currently used small bandwidth systems, for example the 

NRAO Mk II system, will be capable of achieving this order of 

resolution using the phase observable. Although the analysis of 

phase observations does not determine the z-component of the observed 

baseline, observations on east-west baselines will enable studies of 

all the geophysical effects outlined in this chapter. 



CHAPTER 9: 

CONCLUSIONS AND SUGGESTIONS FOR FURTHER WORK 
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9.1 CONCLUSIONS 

I. The technique of Very Long Baseline Interferometry determines 

the distance and direction of the baseline connecting separate 

radio telescopes, but does not compute the absolute positions of 

the radio telescopes on the Earth's surface. 

2. The Canadian analogue VLBI system used on the Algonquin-Owens 

Valley-Chilbolton interferometer array, has shown an accuracy of 

about: ±l m in length and ±0.05" in orientation, from observations 

of fringe frequency. 

3. It proved not possible to adjust delay observations from the 

Canadian system. This omission resulted in no solution being 

made for the polar (z-) component of the observed baselines 

although it had little effect on the accuracy of the determination 

of the equatorial baseline components due to the dominance of the 

fringe frequency observations caused by the wide recorded 

bandwidth of the system. 

4. The standard deviations of the baseline parameters are not a true 

indication of their accuracy. This is primarily due to the 

observing programme design, unmodelled atmospheric effects, clock 

instabilities, and equipment errors. 

S. The accuracy of the determination of the baseline distance and 

direction is independent of the baseline length. 

6. The accuracy of the NRAO Mk I digital VLBI system has been estimated 

as about 40-cm in baseline length while the accuracy of the baseline 

orientation is dominated by the Earth orientation parameters. 

7, In the NRAO Mk I system, the delay observations are dominant over 

the delay rate observations due to the "bandwidth synthesis" 

technique providing a wide effective (sampled) bandwidth. However, 

the delay rate data provides a good solution for the equatorial 
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baseline components (= ±1 m). 

B. Comparison of results derived using the NULBIP programs have 

shown good agreement with independently derived results. 

9. The VLBI adjustment method computes the co-ordinates of the 

observed sources, the relative clock synchronisation, and several 

other parameters (e. g. atmospheric and Earth tidal) within the 

standard adjustment model. 

10. Satellite-Doppler observations computed using the precise 

ephemeris on the Algonquin-Owens Valley-Chilbolton network have 

shown an estimated standard error in each component of around 

0.7 m. This is consistent with the expectation of the system. 

ii. A comparison of Doppler and VLBI results over the Algonquin- 

Chilbolton-Owens Valley array have shown the Doppler precise 

ephemeris system to require a scale correction of -0.51 ± 0.13 ppm 

and an eastward longitude rotation of 0.81" ± 0.03" to relate it 

to a classical geodetic reference system. 

12. A comparison of Doppler and VLBI results on the Haystack-Goldstone 

baseline has shown the Doppler precise ephemeris system to 

require a scale correction of -0.36 ppm and an eastward longitude 

rotation of 0.82" to relate it to a classical geodetic reference 

system. 

13. The demonstrated accuracy of the VLBI technique has illustrated 

its ability to measure UT1, polar motion, local crustal motion, 

tectonic plate motion, and Earth tides. 

14. VLBI has been shown to contribute to the strength of geodetic 

networks (here the Ordnance Survey Primary Triangulation) although 

when the measurements are input as distances and directions with 

their relevant weights they tend to be dominated by the dense 

terrestrial network and do not contribute efficiently to the 

adjustment. 
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9.2 SUGGESTIONS FOR FURZHER WORM 

1. Very tong Basel te Interf erometry , and specifically its use 1n 

geodesy and geophysics, is a rapidly developing field. With 

the radio astronomy facilities currently available and active, 
the work which has been started here with the writing and use of 
the NULBIP suite of computer programs should be continued in order 

to develop both the method itself and geodetic participation 

further. 

2. Currently, the VLBI data is received in a highly condensed and 

edited form. Efforts should be made to develop a procedure by 

which the observations are derived from the raw data in order to 

establish a greater control and understanding of the observed 

quantities. tiou tAv, -r -f-r- 

3. 

flA) ' ý. 

The NULBIP suite of programs could be split into two sections, 

the first being dependent on the particular VLBI observing 

system and the second being a general adjustment program suitable 

for any kind of data. This would increase the program efficiency 

and also enable the use of data from different systems in the same 

adjustment. 60cr"- 'ri-+)Nwrw-- 

4. The application of VLBI measurements to a large geodetic control 

network should be tested by series of adjustments incorporating 

a full model of systematic scale and orientation errors. 

ccQ Cam, a bo 
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APPENDIX A 

SYSTEMS OF TIME MEASUREMENT 

A. 1 INTRODUCTION 

This appendix gives a basic outline of the time systems used in 

VLBI data reduction.. It also explains the specific methods required 

in this application and, where necessary, gives example calculations. 

A fuller description of these and other time systems can be found in 

Explanatory Supplement to the Astronomical Ephemeris* (1961), Smart'. 

(1977), and Robbins (1967). All, systems of time measurement must be 

related to a physical phenomenon which can be observed and measured. 

These phenomena vary for the different time systems and will be 

indicated in the following explanations. 

q, 2 EPHEMERIS TIME 

Of the three primary time systems, namely Ephemeris, Universal, 

and Sidereal, Times, Ephemeris Time (ET) is the only one which is uniform. 

It is defined by the gravitational dynamics of the solar system and is 

independent of the rate of rotation of the Earth, the factor causing 

non-uniformity in the other two systems. 

The fundamental epoch of Ephemeris Time is defined as follows 
11 
(Trans I. A. U., 10,72,1960): 

"Ephemeris time is reckoned from the instant, near the beginning 

of the calendar year A. D. 1900, when the geometric mean longitude of the 

Sun was 279° 41' 48". 04, at which instant the measure of ephemeris time 

was 1900 January Od 12h precisely. " 

* Explanatory Supplement to the Astronomical Ephemeris is usually 
abbreviated to E. S. A. E. 
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This fundamental epoch is also termed '1900 January 0 at 12h 

ephemeris time' or '1900 January 0.5 E. P. January 0 is the 

conventional alternative description of December 31st of the previous 

year. The term January 0.5 implies the epoch half-way through the day 

January 0 and, as ä further example, July 21.4 ET is the epoch 9h 36m 

Ephemeris Time on July 21 0.4. 

The primary unit of Ephemeris Time is the tropical year at the 

fundamental epoch of 1900 January 0,12 'hr ET and is defined as (E. S. A. E, 

1961) "the interval during-which the Sun's mean longitude, referred to 

the mean equinox of date, increases by 3600". In this definition, the 

Sun's mean longitude is the longitude of a fictitious Sun apparently 

moving around-the Earth with a constant angular velocity equal to the 

mean angular velocity. of the true Sun. The mean equinox of date is 

the equinox. corrected for the effect of precession only (see §2.3.3) 

and not for the effect of nutation (see 52.3.4). 

To illustrate this definition, referring to Fig. A. I, AYB is the 

celestial equator when the mean Sun is at r (the vernal equinox) and 

the Sun is moving around the ecliptic in the direction of the arrow. 

At the same time, the vernal equinox moves in the opposite direction, 

due to the precessional motion of the pole of the equator around the pole 

of the ecliptic, until the mean Sun and the vernal equinox are again 

coincident at y', at which point the celestial equator is defined as 

A'Y'B'. The tropical year is the time taken to describe 360° less YY'" 

By observation: 

1 tropical year = 365.2422 ephemeris days. 

The definition of the ephemeris second is 1/31556925.9747th of the 

tropical year beginning at 1900 January 0.5 ET. 

For certain applications the Besselian year is used rather than the 
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Ecliptic 

initial celestial equator 

celestial equator one 
year later 

Fig. A. I Ephemeris Time Geometry 

tropical year. Its. fundamental epoch is defined as being the beginning 

of the Besselian (fictitious) solar year 1900.0, or 1900 January 0.813 ET. d 

There is aslight difference between the length of the Besselian solar 

year and the length of the tropical year but this is quite small and may 

be ignored in these applications. The beginning of the Besselian year 

is defined as the instant at which the mean longitude of the Sun is 

18h 40m or 2800. The beginning of any Besselian year can therefore be 

easily calculated. For example, the beginning of the Besselian year 

1975, termed 1975.0, is derived from: 

1900 January 0.813 ET + (365.2422 x 75) = 1975 January 0.978 ET 

Ephemeris Time is computed from observations of Universal Time (UT) 

and AT (the difference ET - UT, equal to 45.6 seconds in 1975 and 

changing very slowly) and is, in practice, accessible about three years 

in arrears. Ephemeris Time is of little interest for geodetic applications. 

A. 3 SIDEREAL TIME 

Sidereal Time is the hour angle of the vernal equinox and is a 

measure of the diurnal rotation of the Earth. Each meridian on the 
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Earth has its'own Local Sidereal Time which is related to Greenwich 

Sidereal Time (GST) by the relation: 

LST = GST + X, 

where. X= the longitude of the local meridian reckoned from Greenwich 

and measured positive eastwards in units of time. 

The vernal equinox is continually in motion due to the effects of 

precession (§2.3.3) and nutation (§2.3.4). This gives rise to two 

separate and slightly different sidereal time scales, namely Apparent 

Sidereal Time (AST) and Mean Sidereal Time (MST). Apparent Sidereal 

Time is defined as the hour angle of the true equinox. The true 

equinox is the intersection of the true equator of date and the 

ecliptic of date which are established by correcting for the effects of 

both precession and nutation. Apparent Sidereal Time is therefore 

subject to periodic inequalities. Mean Sidereal Time is the hour angle 

of the mean equinox defined by the intersection of the mean equator of 

date and the mean ecliptic. 'Mean' in this context implying corrected 

for the effect of precession only and not for the effect of nutation. 

The mean sidereal day is 05.0084 shorter than the actual period of 

rotation of the Earth due to precession. The difference (AST - MST) 

is termed the 'equation of the equinoxes' and is a maximum of 1s. 2 

(Robbins, 1967). Both Greenwich Apparent Sidereal Time (GAST) and 

Greenwich Mean Sidereal Time (GMST) are tabulated for 0 hr UT of each 

day of the year in the Astronomical Ephemeris. The relationship 

between Sidereal and Universal Time is given in (2.38). Greenwich 

Apparent Sidereal Time is the 'true' time and hence is used in the VLBI 

data reduction process. 
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A. 4 UNIVERSAL TIME 

Universal Time (UT) is a very close approximation to the mean 

diurnal motion of the Sun and is defined as (E. S. A. E., 1961), r'12 hours 

plus the Greenwich hour angle of a point on the equator whose right 

ascension, measured from the mean equinox of date is: 

Ru = 18h 38m 458.836 + 86401848.542Tu + 08.0929Tu2 

where ü is the number of Julian centuries (see §X. 5) of 36525 days of 

universal time elapsed since the epoch of Greenwich mean noon (regarded 

as 12h UT) on 1900 January 0. " 

There are four slightly different types of UT, namely UTO, UT1, 

UT2, and UTC. Universal Time is determined (Bomford, 1975) from 

observations of star transits over the local meridians of several 

observatories (54 in 1967) in order to determine their own versions of UT. 

Each observatory therefore determines from these observations its own 

particular UTO. As the observations on which each UTO is based contain 

many errors, the value of UTO for each observatory is reduced to the 

mean axis of rotation of the Earth (CIO) in order to give the 

individual observatory value of UT1 by the equation: 

UT1 = UTO - 
15 (xpsin. A+ yPcos a)tan 

where xp and yp = the co-ordinates of the instantaneous pole relative 

to the CIO pole in seconds of arc, xp being positive 

southwards along the Greenwich meridian and yp being 

positive along the meridian 90°W, 

and + and 
.x= 

adopted values for the latitude and longitude of the 

observatory. 

The final value of UTl is determined by taking the weighted mean of the 
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participating observatories. 0T2 is UT1 plus a correction to account 

for the annual fluctuation in the rate of rotation of the Earth. The 

procedures used to determine all these values are described in Robbins, 

(1967). UTC (Co-ordinated UT) is the measure of UT defined by 

atomic time. Since 1972 January 10 hr UT, UTC has been a system based 

on seconds of atomic time (AT) such that the duration of is UTC is 

is AT, and is a constant. ' At this epoch, UTC was defined to be 

International Atomic Time (IAT) minus 10s exactly. A'fuller 

'description of atomic time and the adjustments used to maintain UTC 

after this epoch will not be dealt with here (see Robbins, 1976*). 

Previous to this change, the procedure was as described in (Bonnford, 
s 
-1971) and (Robbins, 1967). The relationships between UT1, UT2 and UTC 

are published monthly in the BIH Circular D and annually in the BIN 

Rapport Annuel. 

UT1 is the type of Universal Time of most interest to the geodesist 

as it is the 'true' UT representing the actual orientation of the Earth 

at any instant. The station clocks at the VLBI receiving stations 

provide either UTC or a form of atomic time which can easily be related 

to UTC. Consequently, observation epochs derived from VLBI experiments 

using atomic frequency standards can be easily related to the desired 

UT1 epochs. 

A5 JULIAN DATE 

The Julian day number is defined to be the number of astronomical 

days, measured from Greenwich noon of the day in question, since Greenwich 

Robbins, A. R., 1976, Military Engineering, VOL. XIII - Part IX, Field 
Geodetic Astronomy, Ministry of Defence. 
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mean noon on BC 4713 January 1. The Julian day number of the first 

day in each month during this century is tabulated in the Astronomical 

Ephemeris and the E. S. A. E. The Julian date can be expressed, in the 

same manner as for Ephemeris Time (see §A. 2), as the Julian day number 

plus the fraction of the day elapsed since the preceding noon. 

"' This principle may be extended to define the Julian Ephemeris 

Date (J. E. D. ) which relates the beginning of the Julian ephemeris day to 

12 hr ET. This distinction is of no significance in the application to 

VLBI but may be for other purposes. The fundamental epoch 1900 January 

0.5 ET is defined as J. E. D. 2415020.0. 

A, 6 COMPUTATION OF'TIME INTERVAL 
.' 

A. 6.1 Tropical Year Interval 

If, given an epoch of observation, the time interval between a 

fundamental epoch and that epoch in terms of tropical years is required, 

then the following procedure should be adopted: 

i) determine the Julian Day Number at 0 hrs UT on the day of 

observation (see §A. 5); 

ii) compute the fraction of the day from 0 hr UT to the epoch of 

observation; 

iii) add the above two quantities to give the Julian Date of 

observation; 

iv) subtract the Julian Date of the fundamental epoch; 

v) divide by the number of days in a tropical year (see §A. 2), 

i. e. 365.2422. 

A. 6.2 Julian*Centuries Interval 

This computation proceeds in the following manner: 

5 
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i) determine the Julian Day Number at 0 hrs UT on the day of 

observation; 

ii) compute the fraction of the day from 0 hr UT to the epoch 

of observation and incorporating the difference between UT 

and ET; 

iii) add the above two quantities to give the Julian Ephemeris 

Date of the observation; I 

iv) subtract the Julian Ephemeris Date of the fundamental epoch; 

v) divide by 36525, the number of Ephemeris Days per Julian 

Ephemeris Century. 

The difference between an interval in tropical centuries and an interval 

in Julian centuries is small enough to be insignificant in these VLBI 

applications. 

q, 7 LORAN C 

Commissioned in 1957, Loran C is primarily a navigation system 

using a low frequency pulsed signal in a hyperbolic position fixing 

mode (Powell, 1978). A large part of the northern hemisphere is 

covered by Loran C "chains" which feature a master station and up to 

four slave stations continuously transmitting recognisable pulse 

patterns. Each master station emits nine pulses and each slave station 

emits eight pulses at a set interval after the master station emission. 

Therefore, the signals from each chain. and from each individual station 

within each chain are easily recognisable. The emission times of the 

signals are precisely related to the US Naval Observatory's (USNO) Master 

Clock and hence synchronisation between a VLBI station clock and Loran C 

pulse emissions relates the VLBI station clock to the USNO Master Clock 

providing that the propagation delay can be computed. The 100 kHz 
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pulsed transmission means that it is a ground wave system having little 

interference from the resulting sky waves. This also results in the 

system being affected very little by ionospheric changes. 

The Loran C system and its use and accuracy as a navigation aid 
is described in Senus (1976). 
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APPENDIX B 

ROTATION MATRICES 

If a rotation about the kth axis of a right-handed co-ordinate 

system through an anticlockwise angle e, when looking from the positive 

end of the axis towards the origin, is denoted by Rk(e), then the 

three rotation matrices are.: 

R1(e) 0 0 

0 cos e sin e 

0 -sin e cos e 

R2(e) = cos e 0 -sin e 

0 1 0 

sin e 0 cos e 

R3(e) = cos e sin e 0 

-sin 0 cos e 0 

0 0 1 

The product of, say, three rotations of firstly an angle y about the 

1-axis, followed by an angle a about the 3-axis of the transformed system, 

and lastly through an angle 0 about the 2-axis of the doubly-transformed 

system, is represented by: 

R2(0) R3(a) R1(Y)Z . 

The multiplication of these rotation matrices is not commutative. 

If a reflection about the kth axis is denoted by Pk then the 

reflection matrices are: 
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P1 = -1 0 0 

0 1 0 

0 0 1 

P2 = 1 0 0 

0 -1 0 

0 0 1 

P3 0 0 

0 1 0 

0 0 -1 

Reflection matrices are commutative and an odd number of reflections 

changes the handedness of the co-ordinate system. 



APPENDIX C 

THE NUTATION ANGLES 



296. 

APPENDIX C 

THE NUTATION ANGLES 

C. 1 COMPUTATION OF THE NUTATION ANGLES 

The nutation in obliquity and the nutation in longitude are 

computed from tables published in the Explanatory Supplement to the 

Astronomical Ephemeris (E. S. A. E. ). These tables are reproduced here 

together with the expressions for the required arguments, £, £', F, 

D, and n. These parameters are derived from: 

R =A - t2 -'. gy m m 

ýý =A -`mss s 

F =am -s2 

D = Am -. a 
s 

tt =fit 

(c. 1) 

where n= the longitude of the mean ascending node of the lunar orbit 

on the ecliptic as measured from the mean equinox of date, 

to = the 'argument' of the point when the Moon is nearest to the 

Earth (i. e. the lunar perigee), 

ws = the mean longitude of the solar perigee measured from the 

mean equinox of date, 

and xS = the geometric mean longitude of the Sun as measured from the 

mean equinox of date. 

These terms are illustrated in Fig. C. I. 

The expressions for these parameters are: 
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Lunar Orbit 

it Perigee 

Ecliptic 

-igee 

Ve 
eq 

Fig. C. I 
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.t= 
2960.10460 8+ 13°. 06499 24465d + 00.00068 90D2 + 

+ 00.00000 0295D3 

z' = 358°, 47583 3+00.98560 02669d - 00.00001 12D2 - 

- 0.00000 0068D3 

F =. 11°. 25088 9+ 13°. 22935 04490d - 00.00024 07D2 - 

- 00.00000 0007D3 
(C. 2) 

D= 3500.73748 6+ 12°. 19074 91914d - 0°. 00010 76D2 + 

+ 00.00000 0039D3 

2590.18327 5- 00.05295 39222 + 0°. 00015 57D2 + 

+ 0°. 00000 0046D3 

where the fundamental epoch is 1900 January 0d. 5 ET (J. E. D. 241 5020.0), 

d is measured in days, and D is measured in units of 10000 days. 

With T being the time measured in Julian centuries of 36525 days since 

the fundamental epoch, the series for the nutation angles comprising 

69 terms in np and 40 terms in ne are tabulated as: 

ARGUMENT LONGITUDE OBLIQUITY 

Period Coefficient of Coefficient of 
(days) Multiple of sine argument cosine argument 

FD :n Unit = 011 . 0001 

6798 +1 -172327 -173.7T +92100 +9.11 
3399 +2 +2088 +0.2T -904 +0.41 
1305 -2 +2 +1 +45 -24 
1095 . +2 -2 +10 
6786 -2 +2 -2 +1 -4 -2 
1616 -2 +2 +2 -3 +2 
3233 +1 -1 -1 -2 

183 +2 -2 +2 -12729 -1.3T +5522 -2.9T 
365 +1 +1261 -3.1T 

/contd 
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Period 
(days) 

ARGUMENT 

Multiple of 

tI FD sa 

LONGITUDE 
Coefficient of 
sine argument 

Unit = 0" 

OBLIQUITY 
Coefficient of 
cosine argument 

. 0001 

122 +1 +2 -2 +2 -497 +1.2T +216 -0.6T 
365 -1 +2 -2 +2 +214 -0.5T -93 +0.3T 
178 +2 -2 +1 +124 +0.11 -66 
206 +2 -2 +45 
173 +2 -2 -21 
183 +2 +16 -0.1T 
386 +1 +1 -15 +8 
91 +2 +2 -2 +2 -15 +O. 1T +7 

347 -1 +1 -10 +5 
200 -2 +2 +1 -5 +3 
347 -1 +2 -2 +1 -5 +3 
212 +2. -2 +1 +4 -2 
120 +1 +2 -2 +1 +3 -2 
412 +1 -1 -3 

13.7 +2 +2 -2037 -0.2T +884 -0.5T 
27.6 +1 +675 +0.1T 
13.6 +2 +1 -342 -0.4T +183 
9.1 +1 +2 +2 -261 +113 -O. 1T 

31.8 +1 -2 -149 

27.1 -1 +2 +2 +114 -50 
14.8 +2 +60 
27.7 +1 +1 +58 -31 
27.4 -1 +1 -57 +30 
9.6 -1 +2 +2 +2 -52 +22 

9.1 +1 +2 +1 -44 +23 
7.1 +2 +2 +2 -32 +14 

13.8 +2 +28 
23.9 +1 +2 -2 +2 +26 -11 
6.9 +2 +2 +2 -26 +11 

13.6 +2 +25 
27.0 -1 +2 +1 +19 -10 
32.0 -1 +2 +1 +14 -7 

/contd 
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Period 
(days) 

ARGUMENT 

Multiple of 

FD 

LONGITUDE 
Coefficient of 
sine argument 

Unit = 

OBLIQUITY 
Coefficient of 
cosine argument 

0". 0001 

31.7 +1 -2 +1 -13 +7 
9.5 -1 +2 +2 +1 -9 +5 

34.8 +1 +1 -2 -7 
13.2 +1 +2 +2 +7 -3 
9.6 +1 +2 +6 

14.8 +2 +1 -6 +3 
14.2 -1 +2 +2 -6 +3 

5.6 +1 +2 +2 +2 -6 +3 
12.8 +2 +2 -2 +2 +6 -2 
14.7 -2 +1 -5 +3 
7.1 +2 +2 +1 -5 +3 

23.9 +1 +2 -2 +1 +5 -3 

29.5 +1 -4 
15.4 +1 -2 -4 
29.8 +1 -1 +4 
26.9 +1 -2 +4 
6.9 +2 +2 +1 -4 +2 

9.1 +1 +2 +3 

25.6 +1 +1 -3 
9.4 +1 -1 +2 +2 -3 

13.7 -2 +1 -2 
32.6 -1 +2 -2 +1 -2 

13.8 +2 +1 +2 
9.8 -1 -1 +2 +2 +2 -2 
7.2 -1 +2 +2 +2 -2 

27.8 +1 +2 -2 
8.9. +1 +1 +2 +2 +2 

5.5 +3 +2 +2 -2 

These are combined in a form such that for the nutation in longitude: 

A, = (-17.2327" - 0.01737"T)sin n+ (0.2088" + 0.00002"T)sin2a 

+ 0.00451'sin(o + 2F - 21) + .... etc. 
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or, more generally: 

69 
(ai+biT)sin(cit+diz'+eiF+fiD+gin). (C. 3) 

i=1 

A similar process applies to the formulation of the nutation in 

obliquity using the appropriate coefficients and arguments such that: 

40 
As =i (yi+XiT)cos(cix+ditl+eiF+fiD+gin). (C. 4) 

1=1 

C, 2 RATE OF CHANGE OF NUTATION 

For use in the computation of the rate of change of nutation 

(§2.5.2), the rate of change of n* and nE must be computed. 

69 
ýý, _ 

[bisin(ci 
t+di t l+eiF+fiD+gin) U-t 

+ 
ýe, d& 

+d djo +e dF 
+ f, dD 

+gi (a+bT) 
dt i dt i dt ai dt ii 

cos(ci1+di2'+ejF+fjD+gjn )I arcsec/sec 

and from (C. 4): 

40 
se _r icos(cit+diY'+eiF+fiD+gin) i=l 

-at- 

- (xi+yiT)sin(cit+dit'+eiF+fiD+gisl). 

i Cci + di dw + ei H+ fi H+ gi dti 
arcsec/sec 

(C. 5) 

(C. 6) 

The differentials of (C. 2) with respect to time for incorporation into 

From (C. 3): 

(C. 5) and (C. 6) are expressed in deg/sec and are given by: 
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dt dd dD dD 
d= 13.0649924465 o 

dt + 0.0013780 D dt + 0.0000008850D2 d 

dt1 
= 0.9856002669° dd 

- 0.0000224°D dD 
- 0.000000204°D2 dD 

dt cTt ?t Tt ' 

dF 
_ 13.2293504490 dd 

- 0.00048140D dD 
- 0.000000021°D2 dD 

9 (C. 7) Tt- -a -a dt 

dD 
= 12.19074919140 dd 

- 0.00021520D dD + 0.0000001170D2 dD 
HE Ft 3t dt 

A=o dd o dD o dD 
- -0.0529539222+ 0.0003114D . at-+ 0.000000138D2 B 

where =0' 

and 
dD 

_1 dt 86400 x 10000 

Furthermore, for use in the computation of the nutation matrix N and 

its derivative h, the rate of change of the obliquity of the ecliptic 

is given by: 

-0.0130125 - 0.00000328T + 0.00000150912 deg/sec 

(C. 8) 
where T= the time measured in tropical centuries since epoch 1900 

January 0.5 ET (see Appendix A. 6), 

and 
dT 

=1 a-t 26524.22 x 86400 

* The table of the nutation angles e* and ac is taken from (E. S. A. E., 
1977) and is reproduced by kind permission of Her Majesty s Stationery 
Office. 
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APPENDIX D 

MATHEMATICAL MODELLING OF THE TROPOSPHERE 

D. 1 ` INTRODUCTION 

A knowledge of the meteorological conditions prevailing at the 

time of a VLBI observation enables a correction to be computed and 

applied to that observation in order to account for the effect of the 

refraction, in the Earth's atmosphere, of the incoming radio wave. 

This appendix outlines two mathematical models, namely Chao's Model 

and the simplified Hopfield Model, which compute the required 

tropospheric correction to an observation. It also relates the 

different units in which meteorological data are observed to those 

units which are required in the derived formulae for each model. 

p, 2 METEOROLOGICAL DATA UNITS AND CONVERSION FACTORS 

Meteorological data is observed in several different units 

depending on'the type, age, and country of manufacture of the equipment 

and also the country of observation. The simplified Hopfield Model 

derived inthis appendix employs atmospheric and partial water vapour 

pressures in millibars, and temperature in degrees Kelvin. Chao's 

model uses the relative humidity (RH, 04 RH , 1) in preference to the 

partial water vapour pressure. This section covers the conversion 

factors between other commonly used units and those required. 

D. 2.1 Atmospheric Pressure 

Atmospheric pressure can be measured by means of either a barometer 

or an altimeter. The conversion factors from several commonly used units 

of pressure to millibars are tabulated in Table D. I. These values are 



304. 

Pressure 
unit 

Conversion factor 
to millibars (mb) 

Standard Atmosphere 1013.25 

Torr 1.3332 

1 inch of Mercury 33.864 

1 cm of Mercury 13.332 

1 foot of water 29.892 

Table'D. I Conversion factors for pressure units 
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taken from the Smithsonian Meteorological Tables and are sufficiently 

accurate for use in tropospheric models, even though they assume standard 

conditions. The Smithsonian Tables contain all the necessary formulae 

if a higher degree of accuracy is required. The Smithsonian Tables 

also contain standard. tables of conversion factors between observed 

altimeter readings and the equivalent pressure in millibars. 

The application of the atmospheric pressure to the mathematical 

model requires that the observed pressure be at the station location. 

This is not generally possible but a simple correction can be applied to 

the observed pressure in order to account for the height difference 

between the station and the place of observation. Similarly, observed 

pressure supplied in terms of mean sea level by many weather stations 

can be easily converted. The formula for the variation of pressure 

with height can be simplified, without significant loss of accuracy, to 

(Bomford, 1975): 

d 
Uff 

P 0.0342P 
mb/m T 

where P= observed atmospheric pressure (mb), 

T= air temperature (K), 

and h= height above mean sea level (m). 

Integrating this formula gives: 

P2 = Plexp 
[ 0.0342oh ] 

mb ' (D. 1) T 

where P1 and P2 = observed and. adjusted pressures respectively, 

and eh = height difference between the two positions. 

D. 2.2 Temperature 

Air temperatures are commonly measured in either degrees Centrigrade ( 
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or degrees Fahrenheit (OF). 

K= °C + 273.16 = 

The conversion to degrees Kelvin (K) is: 

(°F - 32) x5 /g + 273.16 (D. 2) 

Temperatures should preferably be taken using an aspirated thermometer 

with radiation screening which should be away from any. heat sources and 

sufficiently elevated to avoid the effects of ground radiation. 

D. 2.3 Partial Water Vapour Pressure 

The partial water vapour pressure can be computed from observations 

of either relative humidity or 'wet bulb' temperature. Both these 

observations can prove troublesome and great care should be taken to 

ensure reliable readings (Deeth, 1978). From observations of dry and 

wet bulb temperatures (T and Tw respectively) the partial water vapour 

pressure is given by: 

e= eW - 4.527 x, 10-4(1 + 1.677 x 10-3Tw)(T-TW). p 9 (D. 3) 

where e= partial water vapour pressure (mb), 

ew = saturation water vapour pressure (mb), 

P= atmospheric pressure (mb), 

and T and TW are expressed in degrees Kelvin. 

The saturation water vapour pressure is given by (Goff and Gratch, 1946): 

T . 5.02808 

ew = ews 
LS 

exp [-g(Tw)] (D. 4) 
w 

where Ts = steam point temperature (373.16K), 

ews = saturation water vapour pressure at Ts (1013.246 mb), 

and g(Tw) is a series of terms such that: 

9(TW) = 91(TW) + 92(TW) + 93(TW)l (D. 5) 
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FT; l 
where gl(Tw) = 18.19728 TS -1, 

w 

(Tw) 0.01872651 - exp{-8.03945 g2 
w. 

IýT 

ý 
1-T and g3(Tw) = 3.1813 x 10-7{exp 26.1205 

T 

"s .- 

If measurements of relative humidity are available, the formula 

for relative humidity of: 

_ 
e/ (P - e) (D. 6) RH 

ew/(P - eW) 

where eW = saturation water vapour pressure at the temperature computed 

using (D. 4) with Tw replaced by T, 

may be rearranged to give: 

ew. RHP 
e= 

P+ e*(RH - 1) (D. 7) 

D. 3 HOPFIELD'S SIMPLIFIED MODEL 

Retardation and bending of a signal path passing through the 

atmosphere is a function of the refractive index, n, of the atmosphere. 

The refractive index will usually be non-uniform along the signal path 

and is a function of temperature, pressure, and partial water vapour 

pressure, such that the refractivity can be expressed as an empirical 

relationship between these terms. One such relationship is (Smith and 

Weintraub, 1953): 

10e (D. 8) N= (n-1)106 =77.6 L+ 48T 

-1 
s T 

where N= refractivity, 

T= air temperature (K), 
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P= atmospheric pressure (mb), 

and e= partial water vapour pressure (mb). 

It is clear, from (D. 8) that the refractivity can be split into separate 

wet and dry components such that: 

N= Nd+Nw 
. 

A model given by Hopfield (1969) assumes the horizontal gradient of the 

refractive profile to be negligible and gives the dry refractivity Nd 

as: 

Nd _ 
Nds 

u. 
(hd - h)u 

(hd - hs) 
(D. 9) 

where hd = model height above the geoid at which the dry refractivity 

becomes negligible, 

hs = station height above the gelid, 

Nds = surface dry refractivity depending on surface measurements 

of temperature and pressure, 

h= height of a general point above the geoid, 

and u=-ý 

where a= temperature lapse rate, 

g = acceleration due to gravity, 

and R = gas constant for a unit mass of air. 

Similarly, the wet refractivity is given by: 

Nws 
. (hw - h)u 

Wu aha - hs) 
(o. 1o) 

The adoption of a quartic profile (i. e. u= 4) closely approximates to 

observed data (Hopfield, 1977). The model height for the dry component 
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has been determined as (Hopfield, 1976): 

hds = hd - hs = 40110.0 + 148.81(T - 273.16) m, 

and can be assumed constant both temporally and on a global basis. 

The model height of the wet refractivity profile is much more 

difficult to establish as it is subject to diurnal and seasonal changes 

(larger at night and in summer) and varies with the sunspot cycle 

(Hopfield, 1976). The distribution of water vapour within the 

atmosphere is also unpredictable and causes inaccuracy in the modelling 

process. An average value for the model height of the wet profile 

is (Hopfield, 1972): 

hws = hw - hs = 11000 m. 

The effect of the inaccuracy in modelling the wet component on the total 

atmospheric correction is lessened by the fact that the wet component 

forms only 10% of the total refractivity. 

The contribution to the signal path length due to atmospheric 

refraction, neglecting the effect of bending of the signal path (see 

§2.4.5) is given by: 

AS = 
f(n_1)ds, 

ýrt (N x 10-6) Ls 
. dr , (D. 11) 

ro 

where ro = geocentric radius to the station, 

and rt = geocentric radius at which N becomes negligible. 

The relationship'between the distance of any point along the signal path 

from a source and its geocentric radius is illustrated in Fig. D. I and 

is given by: 
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from source 

activity 
He 

'ace 

geocentre (0,0,0) 

Fig. D. 1 Tropospheric Refraction Geometry 



311. 

(rosin E+ s)2 + (ro cos E)2 = r2 

where E= elevation of the line of sight to the horizon and is given 

in (D. 17). 

Rearranging and differentiating gives: 

ds r 
dr (r2 - r02 cos2E)i 

(D. 12) 

Considering the dry component, substituting (D. 10) and (D. 11) in (D. 12) 

and using: 

hd -h= rtd '-r= -z , 

and hds = rtd ro 9 

where rtd = geocentric radius of the limit of the refractivity profile, 

gives (Hopfield, 1963 and Wells, 1974): 

Nds x 10-6 0 
asd =h4 

ds 
"hds 

(rtd + z)z4 dz 

1-(rtd + Z)2 - r02cos2E] 
(D. 13) 

The wet component of refractivity yields a similar expression for osw 

with the subscript 'd' in (D. 13) being replaced by the subscript 'w'. 

The total correction is given by: 
e/ro� . 

os = nsd + nsw (D. 14) 

This is the standard Hopfield Model correction to a range. In 

order to derive the simplified Hopfield Model, the zenith dry correction 

is evaluated from: 
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900) 
x 10-6 0 

ýsd (E = 90) = z4 dz 
hds 

hds 

Nds x 10-6 hds 
(0.15) 

5 

A similar expression is derived for the zenith wet component. The 

application of a cosecant law (Moffett, 1971) to (D. 15) and the use of 

(D. 8) gives the equations for the simplified Hopfield model as: 

77.6 x 10-6. P. hds 
ASd 

5T. sin(E2+2.52) 

77.6 x 4810 x 10-6. e. hws 
usw 

5TZ. sin(E2+1.52) 

(0.16) 

The elevation of the line of sight to the source above the horizon is 

computed by taking the scalar product of the vector from the geocentre 

to the station and the unit vector in the direction of the source to 

give (see Fig. D. I): 

º^ . 90o -E= cos- os (D. 17) 
cri 

.ýT where ro = [x, y, 7 

and s= unit vector in the direction of the source. 

The maximum error introduced by making this geometric approximation is 

0.20 (Gough, 1978). 

The tropospheric correction to the propagation time of a signal 

is given by: 

AS AT = ý9 

where c= velocity of propagation of microwaves. Al. 
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The rate of change of the propagation time of a signal with respect 

to time is: 

ltatm = 
ssd + SSW 

(D. 18) 
c 

where osd = 
77.6 x 10_6. P. hds. E. cos(E2+2.52)1. 

5Tjsin(E2+2.52))2(E2+2.52) 

EsW = 
77.6 x 4810 x 10-6. e. hws. E. cos(E2+1.52)i. E 

5T2 [sin(E2+1.52) 2(E2+1.52) 

Ä 

and 
E-nr. s 

v/r. r - (r. 9)2 

where n= rate of rotation of the Earth in radians/second. 

D. 4 CHAO'S MODEL 

The model developed by C. C. Chao for the 1971 Mariner Mars Space 

Mission (Chao, 1974) expresses the tropospheric range correction at any 

elevation angle as a function of the zenith range correction such that: 

ps = AS R+ As R (D. 19) E zdry Edry Zwet Ewet 

where ASE = range correction, for an elevation above the horizon of 

angle E, 

RE = ratio for mapping zenith ranges down. to an elevation angle, E. 

and the subscripts z, dry, and wet represent the zenith direction, and 

the dry and wet refractive components respectively. The values of RE 

can be obtained from standard tables (Chao, 1974) which account for 

seasonal variations in the atmospheric refractivity. However, the 

approximation: 



314. 

RE _ (D. 20) 
sinE+ta nE+-F 

can be used where, for the dry component: 

A=0.00143, 

B=0.0445, 

and for the wet component: 

A=0.00035, 

B=0.017. 

This approximation has been shown to agree with results of ray-tracing 

to ±1% for elevation angles over 10 (Chao, 197: 1). 

The atmospheric delay in the zenith correction can be computed 

in several ways. Chao suggests using the method developed by Berman 

(Berman, 1970) which gives: 

ns Zdry = 2.276P (D. 21) 

Asz = 0.566 x 103 
RH f1 

-72 exp 
('v_Hi 

(D. 2 2) 
wet Yl 

where P= surface atmospheric pressure (in bars), 

Y= temperature lapse rate (K/km), 

T= linearly extrapolated surface temperature (K), 

RH = surface relative humidity (0 s RH , 1), 

F= 17.1488, 

G= 4684.1331, 

H= 38.45. 

If the assumptions of static equilibrium, perfect gas in the 

troposphere, and constant acceleration due to gravity, are true, then 
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(D. 21) has the capability of computing the dry zenith range correction 

with an uncertainty of ±2 mm for an observed pressure with a precision 

of ±1 mbar (Hopfield, 1971). The wet component correction is claimed 

(Berman, 1968) to have a standard error of 2.8 cm although experiments 

have shown errors as large as 5 cm to occur (Chao, 1974) due to the 

variability of the atmospheric water vapour content. 

The time delay of a signal due to atmospheric refraction is given 

by: 

ESSE 
ttatm =c (D. 23) 

where c= velocity of propagation of microwaves. 

The rate of change of the signal delay due to the atmosphere with respect 

to time is given by differentiating (D. 19), (D. 20), and (D. 23) to give: 

dT a= 
nsZdry REdry. + os Zwet 

R Ewet , 

A 
-cosE 

where RE = 
(cos2E(B+tanE)2 

2 A+ 
sin El (+gtanF 

E is given in (D. 18), and A and B are given in (D. 20) for the dry and 

wet components respectively. 
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ADDGNnTV r 

SPHERICAL TRIANGLE FORMULAE 

Considering the spherical triangle illustrated in Fig. E. I, the 

angles A, B and C are the internal angles of the triangle, measured on 

the surface of the sphere and the angles a, b and c are the angles 

subtended at the centre of the sphere by the arcs XY, ZY and ZX 

respectively. The spherical triangle formulae used to compute unknown 

angles from known angles ares Y 

i) the Sine Rule 

sin A_ sin B sin C 
sin i- sinb - si`in c 

ii) the Cosine Rule 

cos a= cos b cos c+ sin b sin c cos A 

cos A= cos B cos C+ sin B sin C cos a 

(These can, of course, be reorganised to compute b, c, B and C 

if the known angles are suitable. ) 

iii) the Four-Part Formula (uses any four sequential elements) 

cos (middles) = cot (outerside) sin (innerside) 

- cot (outer angle) sin (inner angle) 

e. g. for BcAb, cos c cos A= cot b sin c- cot B sin A. 

iv) the Five-Part Formulae 

sin a cos B= cos b sin c- sin b cos c cos A 

sin A cos b= cos B sin C+ sin B cos C cos a. 

6 

Z 

0 

(These again may be reorganised depending on the known information. ) 

Fig. E. I 
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APPENDIX F 

SOLUTION OF A SURVEYING NETWORK BY VARIATION OF 

CO-ORDINATES USING THE WEIGHTED LEAST SQUARES TECHNIQUE 

-This appendix is not an exhaustive description of the method of 

adjustment of a set of VLBI observations but is designed to clarify and 

detail the description given in §3.2. 

F. 1 Weighted least squares formulae 

The principle of weighted least squares states that the most 

probable values of the unknowns of an adjustment of a set of overdetermined 

linear equations is that which minimises the sum of the squares of the 

weighted residuals. For a formal proof of this, see (Rainsford, 1957, 

Thompson, 1962, and Cross, 1970). 

From (3.5), the residual vector can be expressed in terms of the 

observation equations as: 

v= Ax - b. 

Introducing the weight matrix for the observations, W( = abb 9 see §F. 2). 

gives the sum of the squares of the weighted residuals as: 

vTWv = (Ax-b)TW(Ax-b), (F. 1) 

and in order to satisfy the minimum condition on which the principle is 

based: 

a vTWv) = 0. ax (F. 2) 

Expanding and differentiating (F. 1) gives: 
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3(v TxWv) 
= 2ATWAX - 2ATWb. 

and satisfying (F. 2) gives the expression, known as the normal equations: 

ATWAx = ATWb. (F. 3) 

The vector of unknowns is given by: 

x= (ATWA)-1(ATWb) (F. 4) 

F. 2 Covariance Formulae 

The covariance matrix has been described in §3.2.3. This section 

presents proofs, taken from (Ashkenazi, 1970), of the covariance formulae. 

1) The two basic Gaussian 'propagation of error' theorems state that 

given: 

m= fl(xgyszgo... ) 

n= f2(x, Y, z,.... ) 

then vm = 
tI12ax2 

+ 
LaYJ2aY2 

+ 
(}22 

+ .... 

(F. 5) 
8m am 

.... +2 
uax. 

ay QXy + .... 

FX Ty Ty . 
am. x3 

axe + 
(3m 

0 Qy2 + ... . and ßmn =f 

(F. 6) 
am an am an 

.... + 
(li-*7x., 

Jy * °xy + ... . 

2) From (F. 5), if: 

Y= fTx, 

where fT = [fl, f2,... J 
9 
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x= EX1OX29... ] 
9 

axl axlx2 

and Qxx = L2x1 x2 

then vy = fTQxxf. (F. 7) 

3) Similarly, it follows from (F. 5) and (F. 6) that if: 

y=R. x, 

where XT = [xl, x2,,,,, xm], 

yT 
T. [yl'y2*"*'Yml, 

and R is a conformable (nxm) matrix, then, 

Qyy = RQxx RT . (F. 8) 

4) The application of the above formulae to a solution by variation 

of co-ordinates, as detailed in §3.2 and §F. 1, and applying (F. 8) to 

(F. 4), gives: 

axx = [(AIWA)-IATW] Qbb[(AIWA)-1ATW] 
T9 

(F. 9) 

where abb is the unbiased covariance matrix of the observations given by 

. (F. 9) can be simplified to: 2 "bb = aoW_1 

( axx = ao2ATWA)-1 (F. 10) 

F. 3 Proof of Unit Variance Formula 

The following proof has been taken from (Ashkenazi, 1970). 

Given A. x =b+v (F. 11) 

and A(x + bx) =b+ ab (F. 12) 
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where x= most probable set of unknowns, 

b= observed values, 

A=a rectangular matrix of order nxk, 

v= least squares residuals, 

6x = true errors in x, 

db = true observational errors, 

pre-multiply both sides of (F. 12) by vTW to obtain 

vTWA(x + 8x) = vTWb + vTWdb (F. 13) 

or vTW(Ax - b) + (vTWA)ax = vTWdb (F. 14) 

But, (vTWA)dx =0 

because 

ATWv = (vTWA)T = ATW(Ax - b) 

= ATWAx - ATWb =0 (least squares normal equations) 

Therefore, 

VTWv = vTWSb = abTWv (F. 15) 

Similarly pre-multiplying (F. 12) by 6bTW gives 

6bTWA(x + ax) = abTWb + abTWdb (F. 16) 

or abTW(Ax - b) + (ab7WA)ax. = dbTWab 

However, considering (F. 15), 6bTWv = vTWv 

thus v'TWv + (abTWA)ax = SbTWab (F. 17) 

By definition, 
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6bTWBb = na02 

and it will be shown that 

(öbTWA)sx = kß02 

Substituting (F. 18) and (F. 19) in (F. 17), 

na02 = vTWv + kao2 

vTWv 
ö2 _ (n-k) 

To prove (F. 19) 

Pre-multiply (F. 12) by ATW 

ATWA(x + ax), = ATWb + ATWab 

But, ATWAx = ATWb 

Hence, 

ATWAdx = ATWdb 

ax = [(ATWA)-1ATW] a 

The left hand side of (F. 19) thus equals: 

(dbTWA)dx = (dbTWA)(ATWA)-'ATWdb 

(F. 18) 

(F. 19) 

(F. 20) 

(F. 21) 

= trace [(ATWab)(abTWA)(ATWA)'1J (F. 22) 

But for a large number of observations we can expect 

WababT = vo2 [ 
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Hence: 

(öbTWA)öx. = trace [(AT(vo2I)WA)CATW'A)-ý 

=a2 trace(I) 

(abTWA)6x = ka02 

F. 4 Solution of'a Set'of Normal Equations 

F. 4.1 Choleski's Decomposition Method 

The normal equations coefficient matrix, ATWA, in (F. 3) is a 

symmetrical positive definite square matrix. Any square matrix, N. 

may be decomposed such that: 

N= L'D U', 

(F. 23) 

where U' and L' are upper and lower triangular matrices respectively, 

and D is a diagonal matrix. It follows that if the diagonal matrix 

has only positive elements then, 

N=L. U = L'DIDU', 

where L and U are also lower and upper triangular matrices respectively. 

Extending this further to the normal equations coefficient matrix, its 

particular properties result in the decomposition, 

ATWA = L. LT . (F. 24) 

The I computational algorithm to derive the elements of this triangular 

matrixgare attributed to Choleski and are given by: 
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ýiý nip 
k=1 

pik 

D. 
--= 

j-l [n, 
j £ik'tjk] 

k=1 for i>i 

(F. 25) 

Ij 
zV 

JJ 

where Lij is a general element of L in the ith row and j th column, 

and nij is a general element of ATWA in the ith row and j th column. 

F. 4.2 Forward and Back Substitution 

Having decomposed the normal equations coefficient matrix, (F. 3) 

can be solved for the vector of unknowns x by a process of forward and 

back substitution. The normal equations, having decomposed AWA, are 
I 

of the form: 

LLTx = ATWb 

As L is a triangular matrix, this set of equations can be solved for a 

vector f, equal to LTx, by forward substitution such that, 

Lf = ATWb, (F. 26) 

and then by back substitution into 

LTx =f(. F. 27) 

to give the solution vector, x. 

The solution of the forward substitution stage in (F. 26) for the 

vector f is achieved by using the algorithm: 
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I 
fl = dl/R11 

i-1 
(F. 28) 

fi = 
[(ATWb) 

i-I fjýi for i>1 
j=1 

and the solution for the back substitution expressed in (F. 27) is achieved 

by using the algorithm: 

xn = fn/unn 

i-1 
xn-i. = 

[f_ 
i 

ýO un-l, n-j. xn-j 
]dun-i, 

n-i (F. 29) 
j 

where U ='LT and n is the number of unknowns. 

F. 4.3 Computation of the inverse normal equations matrix 

This can-be achieved quite simply using the decomposed normal 

equations matrix derived for the solution of the vector of unknowns. 

The inverse may be assembled column by column from the expression 

(ATWWA) . S1 = ri 

L. LT Si = ri 

where Si is the ith column of the inverse matrix, 

ri is the ith column of the unit matrix. 

The forward and back substitution method can then be used to solve for 

each column of the inverse matrix in turn. 



APPENDIX G 

STAGES OF INPUT DATA PREPARATION 



325. 

APPENDIX G 

STAGES'OF INPUT DATA PREPARATION 

The format and content of the input data to NULBIP has been 

described in §5.2. This appendix presents an example of the NRAO Mk I 

system data in sG. 1, and examples of the data files produced in the 

preprocessing phase of the data from the Canadian system in §G. 2. For 

the Canadian data, only an example of the formation of a fringe frequency 

data file is presented although a delay data file is formed in the 

same manner. 
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G. 1 NRAO Mk I Data 
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APPENDIX H 

VLBI/OSGB TEST RESULTS 

332. 

This appendix presents the results of a series of simulated tests, 

described in §8.2, involving the inclusion of VLBI measurements in the 

Ordnance Survey Triangulation of Great Britain. 

The first series of tests simulated the incorporation of 

interferometric measurements of distance and azimuth between the three 

existing radio telescopes at Jodrell Bank, Cheshire, Chilbolton, Hampshire, 

and Cambridge (Fig. H. I. ). The nearest primary triangulation pillar was 

used as the end point of the baseline measurement at each station. The 

different models used are summarised in Table H. I and the results of 

these tests are presented in Tables H. II(i) and (ii). 

The results are presented in terms of the mean standard errors in 

distance and azimuth for a number of test lines. These have been 

categorised for the presentation of the results into short, medium, long, 

and very long lines and. are illustrated in Figs H. II and H. III. 

The second series of tests simulated a four station interferometric 

array comprising the three stations used in the previous test plus one 

station in the north of Scotland, a simulated transportable antenna 

location (Fig. H. U. The measurements are again input as distances and 

azimuths and the same models are applied as in Table H. I. there being 

six of each measurement instead of three. The results of these tests 

are presented in Tables H. III(i) and (ii), and are given in the same 

format as the first series of tests. 



-- =The. - Shetlands are not shown but are in the Primary Network 
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STATIONS 

v 

M 

Fia. H. I Primary triangulation stations nearest to the VLBI antennae for the 
simulation experiments 
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Fig. H. II Long and medium test lines 



Fig. H. III Short and Very Long test lines 
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Test Line Lengths 

Model Short Medium Long V. Long 

0 0.494 0.275 0.240 0.188 

1 0.489 0.260 0.228 0.178 

2 0.488 0.251 0.228 0.178 

3 0.487 0.251 0.228 0.178 

4 0.485 0.244 0.218 0.168 

5 0.485 0.234 0.218 0.168 

6 0.485 0.234 0.218 0.168 

7 0.479 0.205 0.196 0.156 

8 0.477 0.196 0.196 0.156 

9 0.477 0.196 0.196 0.156 

Table H. II(i) Mean azimuth standard errors for tests'described in Table H. I 

Test Line Lengths 

Model Short Medium Long V. Long 

0 2.719 0.764 0.662 0.421 

.1 
2.718 0.727 0.650 0.417 

2 2.714 0.578 0.626 0.409 

3 2.713 0.544 0.625 0.408 

4 2.717 0.725 0.649 0.416 

5 2.713 0.578 0.626 0.408 

6 2.713 0.544 0.625 0.408 

7 2.716 0.706 0.644 0.414 

8 2.713 0.577 0.626 0.407 

9 2.713 0.544 0.625 0.406 

Table H. II(ii) Mean distance standard errors for tests described in Table H. I 
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Test Line Lengths 

Model Short Medium Long V. Long 

0 0.494 0.273 0.240 0.201 

1 0.481 0.244 0.210 0.169 

2 0.473 0.221 0.192 0.155 

3 0.469 0.215 0.182 0.149 

4 0.471 0.224 0.190 0.136 

5 0.464 0.201 0.172 0.126 

6 0.461 0.196 0.164 0.123 

7 0.456 0.178 0.142 0.078 

8 0.453 0.165 0.138 0.075 

9 0.452 0.159 0.134 0.071 

Table H. III(i) Mean azimuth standard errors for tests' described in Table H. I 

Test Line Lengths 

Model Short Medium Long V. Long 

0 2.719 0.764 0.662 0.420 

1 2.715 0.725 0.643 0.374 

2 2.706 0.571 0.599 0.222 

3 2.704 0.537 0.596 0.191 

4 2.715 0.721 0.641 0.370 

5 2.706 0.570 0.599 0.221 

6 2.704 0.537 0.596 0.191 

7 2.711 0.701 0.634 0.359 

8 2.705 0.569 0.598 0.217 

9 2.704 0.537 0.596 0.191 
T_r_1.. Ll TTT/:. \ u_ 

mean distance standard errors for tests described in Table H. I 
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APPENDIX J 

BASELINE, SOURCE, CLOCK, AND ATMOSPHERIC PARAMETER 

RESULTS FROM THE VLBI ADJUSTMENTS 

Firstly, this appendix contains the baseline parameter results of 

the individual baseline adjustments of the May 1977 and January 1978 

observations using the Canadian VLBI system on the Algonquin-Owens 

Valley-Chilbolton array. These results are described in 0.1. 

The remainder of this chapter comprises the results for the 

source co-ordinates and the relative clock error polynomial coefficients 

from the three station adjustments of the Algonquin-Owens Valey-Chilbolton 

array, followed by the results for the source co-ordinates, relative 

clock error polynomial coefficients, and the mean zenith atmospheric 

delays at-the separate antennae for the Haystack-Goldstone baseline. 
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Antenna Relative clock drift rate, cl (sec/sec) 

Algonquin - Model 1 0.18304 x 10-11 ± 0.579 x 10-13 

1,1 - Model 2 0.15536 x 10-11 ± 0.332 x 10-13 

Owens Valley 0 

Chilbolton 0.3352 x 10-12 ± 0.705 x 10-13 

Fig. J. IV Relative clock drift rate solutions (cl in AT = c0 + c1th 

relative to the Owens Valley clock, for the May 1977 data 

(two models were required at Algonquin due to the resetting 

of the clock during the observations) 

. Antenna Relative clock drift rate, cl (sec/sec) 

Algonquin -0.4506 x 10-12 ± 0.630 x 10-12 

Owens Valley 0 

Chilbolton 0.18748 x 10-9 ± 0.104 x 10-12 

Fig. J. V Relative clock drift rate solutions, relative to the 

Owens Valley clock, for the January 1978 data 
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Source 
Source Co-ordinates 

Right'ascension (h-m-s) Declination (d-m-s) 

0J287 8-51-57.226 ± 0.0004 s 20-17-58.433 ± 0.012" 

4C39 9-23-55.292 ± 0.0007 s 39-15-23.716 ± 0.006" 

3C273B* 12-26-33.248 2-19-43.129 ± 0.036" 

0Q208 14-04-45.623 ± 0.0008 s 28-41-29.422 ± 0.029" 

3C345 16-41-17.631 ± 0.0009 s 39-54-10.955 ± 0.009" 

134+00 

/ 

2 21-34-05.222 ± 0.0005 s 0-28-25.236 ± 0.0521' 

VRO 22-00-39.385 ± 0.0007 s 42-02-08.422 ± 0.006" 

3C454.3 22-51-29.532 ± 0.0003 s 15-52-54.267 ± 0.007" 

3C279 12-53-35.835 ± 0.0010 s -5-31-07.698 ± 0.060" 

3C120 4-30-31.587 ± 0.0004 s 5-14-59.265 ± 0.027" 

Fig. J. VI Source co-ordinate results derived from the Haystack-Goldstone 

baseline adjustment using both delay and delay rate data 

(these co-ordinates include the E-terms of elliptic 

aberration) 

'+ ýIew\ rim 
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