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Abstract

Over the last thirty years radiocarbon dating has been widely used 1n
archéeology and related fields to address a wide-range of chronological questions.
Because of some inherent stochastic factors of a complex nature, radiocarbon dat-
ing presents a rich source of challenging statistical problems. The chronological
questions posed commonly involve the interpretation of groups of radiocarbon
determinations and often substantial amounts of a priori information are available.
The statistical techniques used up to very recently could only deal with the
analysis of one determination at a time, and no prior information could be
included in the analysis. However, over the last few years some problems have
been successfully tackled using the Bayesian paradigm. In this thesis we expand

that work and develop a general statistical framework for the Bayesian interpreta-

tion of radiocarbon determinations.

Firstly we consider the problem of radiocarbon calibration and develop a
novel approach. Secondly we develop a statistical framework which permits the
inclusion of prior archaeological knowledge and illustrate its use with a wide-
range of examples. We discuss various generic problems some of which are,
replications, summarisation, floating chronologies and archaeological phase struc-
tures. The techniques used to obtain the posterior distributions of interest are
numerical and, in most of the cases, we have used Markov chain Monte Carlo
(MCMC) methods. We also discuss the sampling routines needed for the imple-
mentation of the MCMC methods used in our examples. Thirdly we address the
very important problem of outliers in radiocarbon dating and develop an original
methodology for the identification of outliers i1n sets of radiocarbon determina-
tions. We show how our framework can be extended to permit the identification
of outliers. Finally we apply this extended framework to the analysis of a sub-

stantial archaeological dating problem.
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Chapter 1

Introduction

1.1 History of radiocarbon dating

"Nuclear physical data indicate that cosmic-ray neutrons produce 14C and °He
from atmospheric nitrogen, the radiocarbon being the principal product. The pur-

pose of this letter is (...) to suggest that radiocarbon might be found in living
matter (...)"

Hidden among hundreds of volumes in the store of the University of Notting-
ham Science Library, one can find this extract in a two page letter sent by W.
Libby in 1946 to the journal Physics Review (Libby 1946). It contains a theoreti-

cal analysis that predicted the content of radiocarbon in all living matter. Libby

conjectured that cosmic rays, when entering the earth’s atmosphere, split nitrogen
into Helium-3 and Carbon-14, '*C (radiocarbon). The “C is then incorporated into

the biosphere in the form of carbon dioxide, and absorbed first by plants for pho-
tosynthesis and consequently by all living matter in the food chain. He postulated

that by this process, all living matter would eventually contain radiocarbon.

Carbon has three naturally occurring isotopes, '*C, 1°C and '*C. Of these,
only '*C is radioactive. This means that '%C is an unstable atom and eventually
will decay (by emission of an electron) to Nitrogen-14. This decay process fol-

lows the ‘law of radioactive decay’

M = Moexp(—-;;lg-t) (1.1)
1/2

where M is the '*C/'*C ratio remaining after a time ¢, having started with a

'4C/1%C ratio of My, and Ty, is called the ‘half-life’. The ‘mean life’ is given by
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T = % For !4C, it is currently estimated that T,,, = 5730 years but, for the
I

purpose of radiocarbon dating Libby’s value of Ty, = 5568 years is used, with

the corresponding mean life of 7 = 8033.

If We suppose that '*C is created by cosmic rays at a constant rate and since
it is constantly decaying, as seen above, we can expect the 4C in the biosphefe to
remain at an equilibrium level. In the 1946 letter to Physics Review, Libby
obtained an estimate of such an equilibrium level based on some theoretical con-
siderations. Libby proceeded to validate his predictions using experimental obser-
vations, and one year later he and his colleagues published a paper in the journal

Science explaining that (Anderson et al. 1947),

"It has recently been suggested [Libby (1946)] (...) that (...) all carbon in living
matter (...) should be radioactive to the extent of 10 disintegrations/minute/gram.
In view of the 5000-year half-life of radiocarbon (...) it was further expected that it
should be absent from such geologically "old" carbon sources as petroleum, coal,
or limestone. These predictions were investigated by examining the radiocarbon
activity of two series of isotopically enriched samples of methane. The first series
was derived from petroleum methane (referred as petromethane) and the other from
the Patapsco Sewage Plant of the city of Baltimore (referred as biomethane).
Measurements on the enriched biomethane samples established the activity of "liv-
ing" carbon to be 10.5 disintegrations/minute/gram, in good agreement with the
predicted value. On the other hand, enrichment of petromethane by a factor of 25
failed to show activity beyond the limits of experimental error, in line with the
theory that cosmic rays produce our activity.”

Thus the basis for radiocarbon dating had been established. When living
matter dies, it is removed from the biosphere and consequently its 14C starts
decaying without being replaced by more 14C atoms from the environment. The
140/12C ratio in an organism at death (M, in Equation 1.1) should be approxi-
mately the same as the equilibrium 140/12C ratio in the atmosphere. By measur-
ing the *C/!*C ratio in an ‘old’ object (M in Equation 1.1) containing organic
matter, one can use the ‘law of radioactive decay’ to estimate its age, ¢, which is

given by
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t = —7In(M/M,).

(In practice the '°C/ '2C ratio present in a sample has to be accounted for when

calculating the *C/'C ratio, see Gillespie 1986, chapter 4, for details.)

The above ideas were first proposed by Libby who aiso proceeded to demon-
strate that the distribution of '*C could be considered to be uniform around the
world (although very recently some doubts about this global uniformity have
emerged, see Pearson and Stuiver 1993). He continued the research into radiocar-

bon dating and in 1949 he and his colleagues published the first paper containing

dates produced by this method (Libby ez al. 1949),

"Having established the world-wide uniformity of the radiocarbon assay at the
present time, it seems logical assumption that this would have been true in ancient
times. Assuming this (...) one can calculate the specific [14C] activity to be
expected at any given time interval elapsed since the removal of any carbonaceous

material from equilibrium with the life cycle. For living materials this probably
coincides with the time of death (...)"

The first two items to be dated were wood samples from two Egyptian tombs

of “well established age’. The estimated ages resulted in good agreement with the
expected ages, confirming the possibility of being able to date organic matter
using radiocarbon. A purely theoretical consideration of cosmic radiation had

evolved into a practical means for age determination.

Since 1949 radiocarbon dating has been used intensively, principally within
archaeological research (other applications of radiocarbon dating can be found in
geology, hydrology, earth and environmental sciences among other disciplines).
The technique has been refined and has evolved into a highly sophisticated pro-
cess involving both chemical and physical procedures. In the next Section we

briefly review the techniques and the processes involved in radiocarbon dating.

However, it is not our intention to explain the processes in great detail. A more
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detailed exposition can be found in Bowman (1990) or Gillespie (1986).

1.1.1 Radiocarbon dating

As seen above, the basic principle of radiocarbon dating is to measure the
proportion of '*C in the object to be dated and compare it with the ‘equilibrium
level’ in the atmosphere in order to obtain an approximation to its age, using the

law of radioactive decay.

The objects to be dated need to contain organic matter. The most commonly
dated objects or materials are wood, charcoal, seeds, bone, sediments and peat.
Because the half-life of radiocarbon is around 5000 years the effective range for
radiocarbon dating is from 200 to 25,000 years, making it especially useful for
archaeology. The process of radiocarbon dating basically consists of measuring

the ratio '*C/'2C in the organic matter contained in the object to be dated. Let-

ting this ratio be M, we have that the age for the object is
t = —7In(M/M,), (1.2)

where M 1s the equilibrium level in the atmosphere and 7 ( = 8033) is the ‘mean
life’ of '*C as defined above. In radiocarbon dating M, is a constant known as

the "modern standard’ (see Gillespie 1986, p. 21).

There are two ways of measuring the '*C/!*C ratio, the indirect method and
the direct method, the latter being the most common one. The indirect method
(‘conventional radiocarbon dating’) consists of measuring the electrons emitted
when the '*C atoms decay. The measurements typically take between 10 and 72
hours, and from that the '*C/'®C ratio is measured up to some precision (the

‘counting error’). The direct method use the technique of ‘accelerator mass

spectrometry’ (‘AMS radiocarbon dating’), which directly measures the amount of
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4C atoms in the sample, up to some precision (the ‘counting crror‘).‘ This is a
new technique which has only been generally available since 1986. More details

about both conventional and AMS radiocarbon dating can be found in Aitken

(1990, chapter 4).

For both conventional and AMS radiocarbon dating, the carbon contained in
the objects to be dated (charcoal, wood, seeds, bone, etc.) needs to be isolated.
This involves physical and chemical processes that may increase the imprecisions
In the measuring of the 1c/12C ratio. Combining these imprecisions with the
counting error, thé radiocarbon dating laboratories calculate an error, or standard
deviation, for the estimation of the '*C/!°C ratio from which they calculate the

object’s age with an error or standard deviation (see Bowman 1990, chapter 3, for

a more detailed discussion).

Thus, the final result of a radiocarbon dating process is a radiocarbon deter-

mination that consists of an estimated ‘radiocarbon year’ y and an error, or stan-

dard deviation o, reflecting the uncertainty in the process. In this thesis we will
write radiocarbon determinations in the form y*o, for example 140070, and
this notation should cause no confusion. The meaning of a ‘radiocarbon year’

will be explained in the next Section.

1.1.2 The need to calibrate

Normally it is not possible to obtain the precise date for objects found in

archaeological or geological excavations and, for this reason, it is difficult to
assess the accuracy of the radiocarbon dating technique. Nevertheless, by count-
ing the rings in trees and measuring their widths (a technique known as “dendro-
chronology’) one can obtain samples of wood of known age. By radiocarbon dat-

ing such samples it is possible to evaluate the accuracy of radiocarbon
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determinations. In fact, by dating wood samples of known age, differences
between the radiocarbon and the true ages soon became apparent. Thus 1t was
clear that there was a problem with the technique, the problem being related to the

assumption that the equilibrium 14C/*2C ratio in the atmosphere had remained

constant through time. Subsequent research has shown that cosmic radiation
varies through time and is affected by factors like sunspots, variations 1n
geomagnetism and the like (a review on the subject can be found in Damon et al.

1989). Consequently the atmospheric 4C/12C ratio varies through time.

Since the initial '*C/!*C ratio in an organism (that is the 14¢/12C ratio in an
organism at death) is considered to be approximately the same as the atmospheric
'4C/12C ratio, M, in Equation 1.2 will not be constant as it is dependent on the
atmospheric '*C/12C ratio existing when the sample died. Indeed, we do not

know the corresponding M, for all samples and thus an approximate value 1is
used, the ‘modern standard’, to calculate the ‘radiocarbon age’ of the samples (1

in Equation 1.2). This radiocarbon age will then differ from the true (calendar)
age of the samples depending on how much their initial '*C/'*C ratio differed

from the ‘modern standard’. This is the reason why radiocarbon determinations
are measured in ‘radiocarbon years’ since they generally differ from calendar
years. The process of transforming from radiocarbon years to calendar years is a

problem of statistical calibration and 1s known as ‘radiocarbon calibration’.

Over the last 20 years the international radiocarbon community has invested
much effort in dating wood samples of known age so as to relate radiocarbon
years to calendar years. However, until 1986 there were only low precision
results and much discussion took place concerning the general applicability of the
data and other technical details (see Section 2.3 for a bibliographical review of

the subject). Most of the difficulties have now been overcome and definite results

have been obtain by Pearson and Stuiver (1986), Stuiver and Pearson (1986) and
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Pearson et. al. (1986). The results of these three papers form the basis of what

the radiocarbon community calls ‘the internationally agreed high-precision cali-

bration curve’. This consists of approximately 460 dendrochronologically deter-
mined calendar years ¢;’s spaced approximately every 20 years from 7200 BC to
1950 AD, each one associated with a set of replicated radiocarbon determinations
that give the average result x; +o,. We call [z,, (x,£0,)] a ‘calibration observa-
tion’ and the whole of the vector z = ([¢, (x;x09)],..., [t,, (x,£0,)]) the ‘high-
precision calibration data’. Typically the o,’s have values in the range of 10 to
20 years. These values are small in comparison to the standard deviation of a

typical radiocarbon determination, which is in the range of 40 to 80 years. This is

the reason why z is called high-precision calibration data.

The ¢,’s above and, unless clearly stated, all dates (and variables represent-
ing dates) are measured in ‘years before present’, which are the number of years
betore 1950 AD. ‘years BP’ (Before Present) is then used when referring to
calendar years, and ‘years bp’ when referring to radiocarbon years (this is a stan-
dard notation in radiocarbon and archaecology). When we say 5,500 calendar
years BP (or radiocarbon years bp) one can think of it as —5,500 years with year

0 BP (bp) equal to 1950 AD ie. 3,551 BC since year ‘O’ does not exists. There-

fore the ¢, 's above are measured in years BP, since they represent calendar years,

and the x;’s in years bp, since they represent radiocarbon years. In all of the
plots we present, the ‘x* axis corresponds to the calendar years but inverting its
direction. As a result of this, older (ie. large) years BP are to the left of the plot
and younger (1e. small) years BP are to the right (see Figures 1.1, 1.2, 1.3 or 1.4).
Radiocarbon years are plotted in the ‘y’ axis (with 1ts usual direction). This lay-
out has been adopted by radiocarbon laboratories and archaeologists for some

years and we will use it in this thesis. To illustrate these ideas we have plotted a

portion of the high-precision calibration data in Figure 1.1.
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Figure 1.1
Section of the high-precision calibration data.
The dots represent the (f;, X;) points
and the lines are from (f;, X, —0%) to (8, Xi + ).

There 1s still discussion about how the high-precision calibration data should

be used to create a calibration curve so that for every calendar year we could
obtain its corresponding radiocarbon year. One possibility is to smooth the data
using the variances o7’s, but a common practise is to neglect the 62’s and use a
piece-wise linear approximation, passing through the points (¢;, x;)’s. This latter
method results in a simple-to-use and, since the standard deviations of Pearson
and Stuiver’s data are relatively small, a reasonably accurate calibration curve.

(This subject will be discussed in more detail in Section 2.3 and in Chapter 3.)

Throughout this thesis we denote the piece-wise linear calibration curve by

1(+) which 1s defined as



- 0.

letting t5 = 0 and xp = 0. A plot showing the piece-wise linear calibration curve,
u(0), for approximately the last 9000 years, i1s given in Figure 1.2. The actual
calibration process will be introduced in the next Section where we study the

basic statistical model for the radiocarbon determinations.

8000

7000
6000
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1(6)
radiOCarbon 4000

years bp
3000

2000
1000

0

9000 8000 7000 6000 5000 4000 3000 2000 1000 O
@ calendar years BP

Figure 1.2
Piece-wise linear calibration curve 1(0)

calculated using the high-precision calibration data.

1.2 Basic model and calibration

Suppose we have a radiocarbon determination y* ¢ associated with an
unknown calendar year 8. The calendar year 8 corresponds to the year in which
the organic material contained in the dated object died and 1s what we call ‘the

calendar year associated with the object’. As we said above, transforming from

radiocarbon years to calendar years is known as radiocarbon calibration.
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Therefore, within the Bayesian framework, radiocarbon calibration consists of

finding f(8 | y, ©), the posterior distribution of @ given the determination y+o.

The most common and widely accepted assumption in the statistical analysis
of radiocarbon determinations 1s that they are normally distributed, having the
‘true’ radiocarbon age as mean and the reported laboratory error as standard devi-
ation. This assumption is made (explicitly or implicitly) by the vast majority of
the researchers in the field (see Libby 1954, Ward and Wilson 1978, Litton and
Leese 1991) and we will follow this convention. In other words, suppose 4 is the

‘true’ radiocarbon age of the dated object, then

Y I i, 0~ N(L, 62)'

The above normal model has been assumed because the radiocarbon determi-
nations arise by counting the number of 1#C atoms decaying 1n a period of time.
This will have a Poisson distribution which can be approximated by a normal dis-
tribution. However, at the present time, the error in a radiocarbon determination
is no longer based entirely on the ‘counting error’, but on other factors as well.
The way this error 1s calculated depends somewhat on the radiocarbon laboratory,
but it 15 usually carried out by a process of adding error factors. The usual statist-
ical practise 1S to assume these additional errors are normal and so the overall
error will be normal. There 1s no clear experimental evidence to suggest that such

assumption is not reasonable and therefore the normal errors model is generally

accepted.

However, if we find a strong feason to believe that the normal model 1s
incorrect, it could be substituted by, for example, a heavy-tailed distribution like
the “t’ distribution or any other distribution considered suitable. This will obvi-
ously affect any statistical technique used in the interpretation of radiocarbon

determinations, including those presented in this work. Nevertheless, due to the
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flexibility of the statistical tools adopted here, the techniques presented could be
adapted to work with a different choice of a basic model. We do not, however,

intend to explore this possibility within this thesis.

Within the Bayesian framework the basic model for radiocarbon determina-
tions has been established following similar ideas to those presented above (see
Naylor and Smith 1988, Litton and Leese 1991). If we have a radiocarbon deter-

mination y + ¢ associated with the calendar year @, we assume that
y | 6, 0 ~ N(u(6), %),

where 1(6) is the piece-wise linear calibration curve. Therefore the model states
that a radiocarbon determination is normally distributed with mean equal to u(8),

vl

thelradiocarbon age corresponding to year 8, and variance o

, which represents
the experimental errors. Given the above model we assume o to be known and,

given a prior distribution for 8, we calculate f(8@ | y, o) using Bayes’ theorem.

As mentioned above, the standard deviation, o, reported for a radiocarbon

determination yto is evaluated by the radiocarbon laboratory theoretically as
well as empirically and, strictly speaking, depends on the observed radiocarbon
year y. It is not rigorously correct to assume it to be known. However, it is not
at all clear what other approach could be followed. Furthermore, statistical arti-
cles on radiocarbon dating generally use this approach: see Naylor and Smith
(1988), Clark (1979), Ward and Wilson (1978), Law (1975), Aitchison et al.
(1989). Thus, at present, assuming o to be known seems to be the only practical

and viable way to proceed.

To facilitate notation we are going to avoid explicitly conditioning on ¢ and

simply write

y | 6 ~ N((6), 0%). (1.4)
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This convention will be followed throughout the thesis.

Now, using a vague prior distribution for 8, the resulting posterior distribu-

tion 1S

20°

- 2
f(8 | y) e eXPI-M}- (1.5)
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Figure 1.3

Histogram showing the posterior distribution on the calendar scale
for radiocarbon determination 2900 + 80.
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0.02
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Figure 1.4
Histogram showing the posterior distribution on the calendar scale
for radiocarbon determination 4700 % 60.

Given the definition of the piece-wise linear calibration curve, p(@), it is
necessary to calculate f(8 | y) using numerical methods. Histograms showing
examples of such distributions can be found in Figures 1.3 and 1.4. We have

chosen two determinations from different parts of the calibration curve, 2900+ 80
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and 4700 60. The magnitude of the standard deviations are typical of the errors

one would expect from a routine radiocarbon analysis.

The distributions f(6 | y) tend to have uncommon (to statisticians) shapes.
Usually they have peaks or flat areas with not much regularity or symmetry. This
results 1n multimodal distributions that differ greatly from the usual distributions
used in other areas of statistics. These ‘unpleasant’ features of the distributions

f(8 | y) are caused by the non-monotonic nature of the calibration curve u(8). A

powerful tool for understanding why, is to examine the derivative of f(@ | y), that

1S

_ _ 2
F(9] y) o L= ﬂ,(e)exp[_(y Z0) ]

20

Note that the sign of this derivative is given by the term (L'—‘”i(-@-)-y'(e). If

o
1(6) > y the sign of the derivative is the sign of —u’(8) and thus f(8 | y) is

increasing when u(6) is decreasing and vice versa. When u(8) <y, f(8 | y)
increases and decreases with y(8). Indeed, the global maximums of f(6 | y) are
at 1(0) = y (the ‘crossings’). f’(8 | y) does not exists at the knots of the calibra-

tion data since u(8) is not smooth there. This is reflected with unsmooth ‘spikes’

in f(8 | y).

The above analysis can be well illustrated with a plot of a particular f(8 | y)
and the relevant part of u(€). In Figure 1.5 we do this with the same determina-
tion (4700+60) as for Figure 1.3. We have calculated the actual density f(8 | y)
and not a histogram-like approximation, otherwise the fine details of f(8 | y), that
we are trying to observe, would be smoothed out in the histogram’s ten year bins.
(Note, however, that the radiocarbon community prefers to use histograms since

they are easier to understand and interpret by non-statisticians.)
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Figure 1.5
Posterior distribution in the calendar scale
for radiocarbon determination 4700+ 60 and
the relevant part of the piece-wise linear calibration curve.

From Figure 1.5 we see that before 5450 BP the distribution f(0 | y)
increases and decreases inversely with u(@), giving a ‘mirror’ image of u(é).
Note that 1f u(6) i1s approximately constant on a region, (y— u(6)) will be approxi-
mately constant as well and this will be reflected with a ‘flat’ region in f(8 | y),
as for 5420 to 5380 BP in Figure 1.5. For the rest of the calendar scale, where
1(6) <y, f(8 | y) simply ‘mimics’ the calibration curve and, of course, damps to

zero as (y— p(6)) increases.

It is difficult to interpret distributions like the ones shown in Figures 1.3 and
1.4 since @ represents a fixed year in the past. What does a probability distribu-
tion for 8 mean in such context? This problem has been one of the major sources

of confusion in radiocarbon dating. The basis of our (Bayesian) interpretation is
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the following. We do not believe € to be intrinsically random 1n any sense, rather
we take the probability distribution of 6 to represent our up-to-date knowledge
about the year 8. Thus it is not the year @, but our knowledge about such a year

that is uncertain. The uncertainty is then measured using the probability distribu-

tion f(6 | y).

Good ways of summarising such distributions f(6 | y) are difficult to
envisage. Point estimates like the ‘maximum a posteriori’ estimator (MAP esti-

mator, the maximum of f(@ | y)) are obviously inappropriate due to the multimo-

dality and asymmetry of the distributions. Highest posterior density sets (HPD
sets) can be of some use but, in general, our experience tell us that the histograms
themselves are the most adequate tools for interpreting the distributions f(6 | y).
Indeed, a good understanding of histograms and density functions (and probabil-

ity) 1s needed before histograms like the ones in Figures 1.3 and 1.4 can be inter-

preted.

1.3 The importance of dating

In this thesis we will be mostly interested in the interpretation of radiocarbon
determinations in archaeology. Ultimately our aim will be to develop sound sta-
tistical techniques to date a wide variety of archacological ‘phenomena’, using
radiocarbon determinations. We may ask ourselves, however, why should we be
interested in dating in the first place? In this and subsequent Sections we will
address this question explaining the importance of dating to archaeology. We will
then mention the different dating techniques used in archaeology and within that
the important réle of radiocarbon dating. We do this not only to motivate our
work, but to give us a perspective on the relevant factors to be considered in the

interpretation of radiocarbon determinations.
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Measuring time is one of the most important components in the'oi'ganisation
of any society. Meetings, schedules, news, elections, history are almost unthink-
able for us without the presence of accurate and reliable measures of time. Much
the same is true in archaeology. The organisation of knowledge about events 1n
the past 1s fundamentally based on the measuring of time, the time-elapsed or pre-

cise dates. This has been accurately explained by Renfrew (1973, p. 21),

"Dating is crucial to archaeology. Without a reliable chronology the past is
chaotic: there is no way of relating or ordering people, events and cultures into
the coherent narrative which the prehistorian seeks to construct.”

Indeed, dating is one of the most crucial parts of archacology, and of all the
dating techniques available, radiocarbon dating is the most widely used. Below

we briefly review the most common dating techniques and how they are used in

archaeology.

1.3.1 Dating techniques

Archaeologists use a series of tools and techniques for measuring time and
obtaining dates. Throughout the development of archaeology several dating tech-
niques have been used. Before the 19'" century, the understanding of the past (as
with many other parts of human activity) was based on theology. A prime exam-

ple is the work of Archbishop Ussher who used the genealogical records in the

Bible to date the ‘Creation’ to October 23" 4004 BC.

With the development of rationalism, new approaches to dating appeared.
These new approaches were more concerned with the logical organisation of the
archaeological evidence available and less with theological dogma. Archaeolo-

gists used historical records and a progression of logical reasoning to date events

in the past. By a detailed cross-matching of recorded events with calendars of
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ancient civilisations, European archaeologists of the 19'" and first half of the 20™

centuries constructed a chronology for the past (Renfrew 1973, p. 27),

"Until the discovery of radiocarbon dating (...) there was really only one reliable
way of dating events in European prehistory (...) This was by the early records of
the great civilizations, which extended in some cases as far back as 3000 BC.
Before that, there were no written records anywhere.”

Indeed, only the tiny proportion of prehistoric events described in inscriptions or
records of ancient civilisations can be accurately dated. For the rest of prehistory,

dating was still a matter of broad estimates or, more likely, pure speculation.

As more systematic techniques for excavation were developed, stratigraphic
relationships between contexts on archaeological sites were identified and chrono-

logical relationships began to be identified. The stratigraphic relationships on a
site can provide us with very reliable chronological orderings for events and con-
texts 1n the past. Such chronologies are, however, only relative. That is, with
stratigraphic relationships we may observe that ‘A is before B’ and ‘B is before
C’, but very rarely can we obtain any estimates for the absolute position of A, B

or C 1n time. Another problem of stratigraphy is that it is normally restricted to a
single archaeological site and, therefore, using stratigraphy alone to build more
complex chronologies 1s virtually impossible (see Orton 1980, p. 60 for further

discussion).

Apart from stratigraphy, archaeologists can make use of other sources of
information to obtain chronologies. These include the cross-matching of stylistic

characteristics in pottery and the comparison of typological features in tools or
weapons etc. (see Orton 1980 p. 81-88, Renfrew 1973 p. 40-52 or Fedick and

Taube 1991 for examples of this). Again, such chronologies tend to be only rela-

tive and restricted to particular ancient cultures or archaeological sites.
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The above dating techniques were the only ones available to archaeologists
until the development of nuclear physics in the 1940’s. With these advances 1n

science came the invention of radiocarbon dating and other science-based dating
techniques. Apart from radiocarbon dating, there are other dating techniques that
use scientific principles to date objects. These include, potassium-argon dating,
uranium-series dating, fission-track dating, thermoluminescence dating etc. (see
Altken 1990 for a review of these subjects). Also, there are other dating tech-
niques based on the scientific study of environmental changes, these include den-
drochronology, pollen records, ice-core variations etc., and others based on bio-

logical principles like amino acid racemization. However, radiocarbon dating is,

by far, the most commonly used science-based dating technique in archaeology.

1.3.2 The role of radiocarbon dating in archaeology

Radiocarbon dating has been of principal importance for European archaeol-
ogy and has resulted in what is known as the ‘radiocarbon revolution’ (Renfrew
1973). Before the appearance of radiocarbon dating it was considered that the
European civilizations originally came from Egypt and Greece, and that all monu-
ments 1n Europe were ‘inspired’ by those sophisticated civilizations. Fifty years
ago it was believed that Stonehenge or the megalithic tombs of western Europe
were the result of the diffusion of ideas from the Near East civilizations. Within
this framework, the Egyptian and the Mesopotamian cultures were seen as the ear-

liest and original civilizations in the old world. Renfrew comments that (Renfrew

1973)

"It comes, then, as a shock to learn that all this i1s wrong. The megalithic cham-
bered tombs of western Europe are now [radiocarbon] dated earlier than the

Pyramids (...). In fact Stonehenge, the remarkable and enigmatic structure, can now
be claimed as the world’s oldest astronomical observatory. The traditional view of
prehistory is now contradicted at every point.”
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Many changes have arisen since European archaeologists experienced such
‘shock’. Apart from rebuilding the whole of the old world’s chronology,
archaeologists needed to change several basic assumptions of their way of

thought, all prompted by the evidence of radiocarbon dating.

In the rest of the world, radiocarbon dating might not have created such a
‘revolution’ but even there it has proved to be one of the most essential tech-
niques for archaeological research. It has been used to help understand the spread
of humans into Polynesia (Kirch et al. 1989, Kirch ef al. 1991), and early human
settlement in the American continent (Gowlett 1986, Bada et al. 1984), to fix two
Mayan calendar systems to our modern calendar (Fedik and Taube 1991) and for

hundreds of other applications it has brought both small and large changes 1n

world archaeology.

Although radiocarbon dating is employed in a wide variety of problems, in

broad terms, it is used in archaeology for one or more of three major purposes.

(i) Dating objects - an example is the dating of the ‘Shroud of Turin’ (see

Damon et al. 1989b) and learning about its authenticity (see Section 4.4).

(ii) Dating events or contexts with some type of relative chronological ordering -
it 15 becoming more common in archaeology to have information about rela-
tive orderings in time of given archaeological events or contexts (eg. A
predates B) arising from other types of dating techniques apart from
radiocarbon (stratigraphy, for example). Radiocarbon dating is then used to

find an absolute chronology for such events or contexts (see, for example,

Section 5.3).
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(iii) Dating all other sorts of archaeological events or contexts - it might be the
case that archaeologists do not have information from other types of (relative
or absolute) dating techniques and radiocarbon is the only practical way to

obtain reasonable dates (see Section 35.2).

Before attempting to analyse a set of radiocarbon determinations for its
interpretation within a specific archaeological problem, one basic distinction needs
to be understood. This is the distinction between dating objects, (1) above, and

dating (archaeological) contexts, (ii) and (iii) above. We discuss this problem in

the next Section.

1.4 Interpreting radiocarbon determinations

As we have said before, radiocarbon dating is a technique used to estimate
the age of some types of objects containing organic matter. In practice, archaeol-
ogists find a wide range of objects or materials suitable for radiocarbon dating,

from which they select some to be radiocarbon dated. The radiocarbon laboratory
then performs the necessary analysis on these and returns to the archaeologists the
corresponding radiocarbon determinations. Archaeologists (and statisticians
working with them) then have to analyse and interpret the estimates for the age of
these objects found on the site under study. But, what was the purpose of dating

such objects in the first place? Why estimate the age of a heap of charcoal, a

piece of wood or a collection of beans?

Apart from very specific exceptions, radiocarbon determinations are of no
interest if viewed as estimates of the age of isolated objects. It is only when
archaeologists relate such objects, and the corresponding determinations, to the

context or contexts they are working with that radiocarbon dating proves its full

worth and importance. Bowman has explained this point clearly stating that
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(Bowman 1990, p. 50)

"The archaeologist is thercfore faced with an incomplete and unrepresentative set
of data from which a complete whole most be inferred. A process of logic is used
to link past events with contexts and features, such as stratigraphic levels and post
holes, and to link these with artefacts found within them. If the artefact is organic
it can be radiocarbon dated, but it 1s rare that a date for the artefact per se is
required; instead it is assumed that the radiocarbon result will also date the event.”

How should we use radiocarbon determinations to date ‘contexts and features’
found on archaeological sites? We believe that the first step to be taken towards
solving this question 1s to recognise the fact that the interpretation of radiocarbon
determinations should be viewed In relation to what ‘contexts and features’ are

needed to be dated.

As we have pointed out above, radiocarbon determinations are only of use
for archaeology when related to the archaeological contexts under study. There-
fore it 1s crucial that the statistical techniques used for the interpretation of

radiocarbon determinations include considerations about the relationship between

the radiocarbon determination available and the ‘contexts and features’ of interest.
We believe that only then can a correct interpretation of radiocarbon determina-
tions be achieved and thus radiocarbon determinations can be used to date those
‘contexts and features’. Furthermore, other dating information might be present
in a specific problem. For example, some stratigraphical relationships between
contexts might be known. The interpretation of the corresponding radiocarbon
determinations ought to consider this and thus the statistical techniques used
should allow for all these factors to be included in the analysis. However, apart
from some isolated examples, this will involve far more complicated techniques
than the calibration of a single determination explained above. Throughout the
thesis we will see that the Bayesian framework provides a suitable methodology

for developing such statistical techniques.



1.5 Plan of thesis

The thesis will be developed as follows. In Chapter 2 we present a biblio-
graphical rcvicw of the most important papers on the statistical analysis of
radiocarbon determinations. In this review we try to identify the typical problems
of the interpretation of radiocarbon determinations considered in the literature and
the inadequacies and limitations of the existing statistical techniques used to

tackle them. Based on this we then try to identify the crucial factors that need to

be considered for the correct interpretation of radiocarbon determinations.

In Chapter 3 we analyse the radiocarbon calibration problem and develop a
novel calibration procedure. We present some simple examples using this new
calibration procedure and compare it with other existing techniques. In Chapter 4
we develop a (Bayesian) statistical framework for the interpretation of radiocar-
bon determinations. This framework tries to overcome the limitations of other
approaches reviewed in Chapter 2 by allowing archaeological considerations to be
explicitly included 1n the analysis and interpretation. The calibration procedure
developed in Chapter 3 1s used and a series of techniques for finding the posterior
distributions of 1interest are presented. In Chapter 5 we then give a variety of
examples, showing how our framework is applied in different situations. The typ-
ical problems of interpreting radiocarbon determinations reviewed in Chapter 2

are considered and solutions from within our framework are proposed.

In Chapter 6 we analyse the robustness of our framework to the presence of
outliers. The problem of outliers in radiocarbon dating is discussed and a novel

approach for their identification is proposed. Our framework (developed in

Chapter 4) is then extended to allow for the presence of outliers. Two examples

are presented where this extended framework is applied and an outlier
identification procedure is carried out in each case. In Chapter 7 we present a far

more detailed example where our extended statistical framework is used to
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interpret a series of radiocarbon determinations arising from an archaeoiogical' site
in Germany. The archaeological characteristics of the site are studied and, using
our extended framework, we develop a statistical model for the analysis of the
radiocarbon determinations available. An outlier identification procedure is car-
ried out and the radiocarbon determinations are then interpreted in a way that 1s
consistent with the archaeology of the site. In Chapter 8 we present some con-

cluding thoughts on our work.
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Chapter 2

Bibliographical review

2.1 Introduction

In this Chapter we review the relevant publications about the analysis and
interpretation of radiocarbon determinations. There are now hundreds of papers
relating to the topic of radiocarbon dating, including a journal (Radiocarbon)
exclusively dedicated to the subject. A large proportion of the publications are
devoted to the analysis of the chemical and physical processes involved. We will
not study this problem, since the radiocarbon dating process is a highly-
specialised scientific area. Instead, we focus attention from the point of view of
the users of radiocarbon (principally archaeologists) and on the analysis and

interpretation of a set of radiocarbon determinations reported by the laboratories.

We consider three main points, namely,

(a) the reliability of radiocarbon dating,

(b) the calibration of radiocarbon determinations
and

(c) the interpretation of radiocarbon determinations.

In the next Section we mention briefly some publications that shed light on

point (2). This is done so that we may understand the reliability of radiocarbon
dating in order that we can develop our work appropriately in the succeeding

Chapters. A more critical review is presented in Sections 2.3 (calibration) and 2.4
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(interpretation) where we discuss the publications relevant to points (b) and (c).
The review of points (b) and (c) represents an important part of our work, where

we identify the typical problems of calibration and interpretation of radiocarbon

determinations and analyse the limitations of the techniques other authors have

used to tackle them. At the end of the Chapter we give a final discussion identi-

fying the problems to be considered later in the thesis.

2.2 Reliability of radiocarbon dating
2.2.1 Introduction

Below we present a brief outline of some interlaboratory studies directed at
assessing the reliability of the radiocarbon dating process. We do not 1ntend to
give an in-depth analysis of these studies, nor do we present further research on
this subject (for a more comprehensive review see Scott et al. 1990 and Scott
et al. 1990b). Rather, we are exclusively interested in this topic from the point of
view of the radiocarbon user. From this perspective it is important to establish
how reliable the radiocarbon dating technique is and, given this information, to

make realistic interpretations of radiocarbon determinations.

Three major interlaboratory studies have been undertaken in the last 15
years, the last one being the most important and extensive. In the next Section we
describe all these studies and focus particular attention on the last one (the Inter-

national Collaborative Study, ICS) discussing its developments and conclusions.

2.2.2 Overview of some interlaboratory studies

The first formal interlaboratory study is reported in Otlet et al. (1980). Eight

laboratories, all from the UK, finished the study. Five sets of benzene samples
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were prepared having HC levels equivalent to radiocarbon ages of 20,060, 10,000,
5,000, 2,000 and 200% modern. The benzene samples needed little or no pretreat-
ment and thus the only source of vanability was related to the counting process.
The study concluded that results from the eight laboratories were in agreement
and that the standard errors quoted satisfactorily reflected the uncertainties in the

process. However, the study recognised its limitations and recommended further

interlaboratory comparisons including a wider range of samples and a world-wide

laboratory participation.

The first international interlaboratory study was carried out in the early
1980’s and the summary of its results are contained in ISG (1982). This project
is known as the International Study Group (ISG). 20 radiocarbon laboratories
from around the world completed the study. The laboratories were asked to rou-

tinely date eight wood samples referred to as time points 1-8. A piece of wood of
200 years growth was used to provide all the samples. Eight sets of samples were
cut, each set containing samples of the same 10 year tree-ring growth. For each
time point the laboratories were therefore measuring the same radiocarbon age

and thus the corresponding determinations could be compared.

The determinations obtained at each time point were compared against ‘con-
sensus values’ (eg. the weighted average of determinations). The variability of
- the determinations was then assessed and this compared with the standard errors

reported by the laboratories (or ¢ in a determination y*o). The variability was

analysed for individual laboratories and for the study group as a whole.

The ISG observed some ‘systematic laboratory bias (...) and a level of varia-
bility not entirely explained by the quoted error’. For some time points, differ-
ences were observed of up to 700 radiocarbon years. It was concluded that
quoted standard errors needed to be multiplied by a factor of between 1.65 to 3.0

to obtain a more realistic standard error. The study group recommended ‘further
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research of an intercalibrative nature involving different sample types and ages’.

The most extensive interlaboratory study is known as the International Colla-
borative Study (ICS), see Scott et at. (1989), Aitchison et al. (1990b) and Scott
et al. (1990c). 50 laboratories participated in the study over a period of 4 years.
Several samples were given to the laboratories to be radiocarbon dated at three
different stages. At each stage, the sample pretreatments increased in complexity.
In addition, replicated samples were submitted for dating both within and across
the laboratories. Therefore, the internal and external consistency of the labora-

tories could be assessed. To achieve this three mains points were considered.

(i) Internal laboratory variability. That is, how consistent each laboratory 1s
when dating samples of the same radiocarbon age, and to what extent their

quoted errors explain the observed variability.

(ii) Variability due to sample pretreatment and laboratory type. That is, to what
extent pretreatments and laboratory type (conventional and AMS dating)

influence the dating process.

(iii) External variability and systematic laboratory biases. That is, the con-

sistency between laboratories when dating samples of the same radiocarbon

age, and to what extent their quoted errors explain the observed variability.

With respect to internal variability, the radiocarbon determinations of repli-
cate samples performed by each laboratory were compared and from this the inter-

nal consistency of each laboratory was assessed. In relation to the external varia-
bility, for each group of samples a consensus value was calculated (‘the median’)

and using this the ‘laboratory offset’ was measured. Based on this offset sys-

tematic biases were measured and the external variability was assessed.
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By comparing results from the three stages, it was1evident that pre-treatments
increased variability in the dating process. In addition some differences in the
source of variability was observed for the different laboratory types. Of even
greater concern was the fact that at each stage, outlying determinations appear
with some frequency, with offsets of up to 500 radiocarbon years. In this sense
Scott et al. (1990c¢) conclude that, in general, the quoted standard errors do
account for internal laboratory vanability. However, they also conclude that sys-

tematic biases occur between laboratories and that they find (Scott et al. 1990c)

"widespread evidence that quoted errors do not adequately describe the variation
amongst laboratories (...)"

In the concluding report of the international workshop on intercomparison of

radiocarbon laboratories Baxter (1990) states that, of the laboratories participating

in the ICS

"Two labs grossly overestimate errors but most labs seriously underestimate their

errors by a factors of 2 1o 3 times. Only 7 labs from 38 passed all three very basic
desirable performance criteria (...)"

To this, Baxter adds that laboratory ‘bias, of 50-250 years, is common’. On the

whole these findings do not differ greatly from the previous conclusions of the

International Study Group (ISG).

Although these conclusions might seem alarming, the same ICS has helped
the radiocarbon community to detect some sources of error and improve the

overall quality of their analyses. Baxter (1990) comments that

"many labs have already used this study [ICS] to identify their problems, change
their procedures and reduce errors”
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- Furthermore, protocols for quality assurance have been developed to improve the
performance of the radiocarbon laboratories (see Switsur 1990, Long and Kalin

1990). In this respect, Scott et al. (1990c) state that

"Users of radiocarbon dates may be assured of the continuation of a program for
improvement in what is a complex scientific field.”

2.2.3 Discussion

In the light of the above discussion and from the point of view of the
radiocarbon user, we believe that two major issues should be considered in rela-
tion to the reliability of radiocarbon dating. Firstly, due to improved quality con-
trol protocols and to the permanent commitment of the radiocarbon laboratories to
providing better results, it is reasonable to expect a ‘good’ reliability from
radiocarbon dating (specially for radiocérbon analyses performed after the late

1980’s). Secondly, given the complexity of the whole radiocarbon dating process

and supported by the evidence obtained from the interlaboratory studies, errors
can be expected. Therefore we believe that in interpreting radiocarbon determina-
tions a compromise between credibility and caution should be undertaken with

respect to the reliability of the radiocarbon dating technique. This compromise

can be summarised by two major points.

(i) The radiocarbon user should expect the best quality control and performance

from the radiocarbon laboratories. Thus a radiocarbon determination y*o
returned by a laboratory may be assumed to be a reliable estimate of the
radiocarbon age for the sample analysed. Furthermore, o may be considered

to be a realistic measure of the error in the dating process.
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(i1) Point (1) should be treated with caution since mistakes in the dating process
cannot be ruled out. This implies that the presence of erroneous (outlying)
determinations, with offsets (‘shifts’ in the radiocarbon age) of any magni-

tude, cannot be dismissed when interpreting radiocarbon determinations.

In this thesis, point (i) is assumed when developing our calibration method
and the statistical framework for the interpretation of radiocarbon determinations
(in Chapters 3 and 4, and 5 respectively). This is, of course, in relation to our
basic model which assumes that, given a radiocarbon determination y=*o,
y ~ N(, 0%), where u is the ‘true’ radiocarbon age for the sample dated and o is
known. Thus no further error or correction is introduced and o is assumed to
represent a realistic measure for the error in the determination. However, 1n
Chapter 6 point (11) is considered and the robustness of our framework to the pres-
ence of outliers is analysed. A novel approach for the problem of outliers 1n

radiocarbon dating is proposed and our statistical framework 1s extended to allow

for the presence of outliers. This extended framework then takes into account in a
more realistic way the reliability of the radiocarbon dating technique discussed

here.

2.3 Calibration

2.3.1 Introduction

By radiocarbon dating dendrochronologically dated samples, the accuracy of

radiocarbon determinations was assessed. At the early stages of radiocarbon dat-
ing some imprecisions became apparent but it was difficult to distinguish sys-

tematic errors from the standard errors reported for the determinations. Two basic

assumptions Libby made when developing radiocarbon dating were that,
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(1) the atmospheric '%C level is uniform around the globe

and

(ii) the atmospheric “C level has remained constant through time.

While assumption (i) above has been found to be reasonable on the basis of
experimental data (although very recently some doubts about this have surfaced,
see Pearson and Stuiver 1993), assumption (i1) was challenged. De Vries (1958)
demonstrated that there have been some significant changes in the atmospheric
14C, at least over the last 400 years. A more detailed study by Willis et al.
(1960) covering the last 1300 years came to the same conclusion. Soon theoreti-
cal arguments appeared explaining the genesis of such variations (related to
geomagnctism and solar activity) and by the mid 1960’s it was generally accepted

that assumption (11) was incorrect.

Thus radiocarbon determinations reported in radiocarbon years had to be
calibrated onto the calendar scale and therefore measured in calendar years in

order to be of use in archaeology. The elements of a radiocarbon calibration data

set are divided in three parts, namely

(i) a calendar year ¢ (obtained by the dendrochronological date of the tree-ring

sample),

(i1) a radiocarbon year x

and

(111) the associated standard error o for x.
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Therefore a calibration data set consists of

{[ty, xy X041, [t5, X5X051,...,[t,, X, 0O, ]}
How can we use the [, x, X0, ]’s to calibrate a radiocarbon determination?

Firstly, we assume the existence of a function r(-) such that, for any given
calendar year 6, r(0) is the corresponding true radiocarbon year. That is, r(0) is

the calibration curve. Thus x, = r(f;)+ e, and, assuming normality,

X ~ N(r(t), o).

Secondly, from the calibration data we need to approximate r(€) and then develop
a methodology to transform a given radiocarbon determination yto onto the
calendar scale. Broadly speaking this represents the problem of radiocarbon cali-

bration. Below we discuss the calibration data set to be used in the thesis and

review the relevant publications on radiocarbon calibration.

7 3.2 The radiocarbon calibration data

Since the late 1960°s much effort has been invested by the radiocarbon com-
munity to radiocarbon date dendrochronologically dated samples and thus obtain
estimates of the radiocarbon age of wood of known calendar age (calibration
data). At the ‘Twelfth Nobel symposium’ held at Uppsala University in 1969
three calibration data sets were presented, and are described in Damon (1970),
Ralph and Michael (1970) and Suess (1970). Of these three data sets the Suess

data 1s the most extensive, ranging from 5200 BC to the present.

In the early 1970°s several questions about the radiocarbon calibration data

were still unresolved. The most basic concern was related to the global
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applicability of the results. That 1s, would the '4C level found in a seriés of rings
taken from a specific tree be a reliable estimate of the worldwide atmospheric 4c
level at the time indicated by those rings? By comparing the *C level of modem
tree-ring samples from around the globe, Ralph et al. (1973) conclude that the l4c
levels are in good agreement and, ‘on the average’, independent of the origin of
the tree-ring samples. Therefore, global applicability of the calibration data can
be assumed. By combining the calibration data sets mentioned above Ralph et al.
(1973) construct a calibration data set spanning the period 1849 AD to 4769 BC.
This calibration data set, together with that of Suess, were frequently used in the

1970’s for the calibration of radiocarbon determinations.

In order to accurately calibrate radiocarbon determinations we need calibra-
tion data to be as precise and reliable as possible. Using larger tree-ring samples
and following an international agreement on the standards to be observed for
radiocarbon dating, a huge effort has been made to create a high-precision calibra-

tion data set, with standard deviations as low as 10 to 20 years.

The systematic high-precision radiocarbon dating of tree-ring samples began
at Seattle in 1973 (M. Stuiver) and at Belfast in 1975 (G. W. Pearson). The
results of these two research groups is contained in Stuiver and Pearson (1986),
Pearson and Stuiver (1986) and Pearson et al. (1986), and constitutes what the
radiocarbon community refers to as the ‘Internationally agreed high-precision cali-
bration curve’. We will refer to this data as the ‘high-precision calibration data’.
At present the international radiocarbon community has agreed that this is the data
which should be used for radiocarbon calibration, and therefore we will use this
data in this thesis. (Very recently other calibration data sets have appeared
although the whole of the international radiocarbon community has not to agree

on their usage, see Pearson and Stuiver 1993.)
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2.3.3 Early approaches for calibration

One of the first published estimates of the radiocarbon calibration curve,
r(@), 1s given 1n Suess (1970) where ‘The curves are drawn by hand’. The cali-
bration procedure recommended basically involves calculating r-(y-o, y+0)
where yto 1s the determination to be calibrated. That is, the inverse image of

the one->19m« region (y—o, y+0) 1s computed over the calibration curve (we dis-

cuss this calibration procedure in greater detail below). In relation to this Suess

(1970) explains that

"Because of the peculiar windings of the calibration curve, one particular radiocar-
bon content may indicate several [calendar] dates (...). In general, these several

dates will lie within the limits of experimental error of the particular radiocarbon
measurements and then, in such cases, it will only be possible to establish the time

interval during which the sample had originated. For certain periods of time, this
time interval will be quite large.”

Indeed, due to a combination of long-term and short-term components in the

variations of the atmospheric '*C, ‘kinks’ or ‘wiggles’ are found in the calibration
curve. It took a long time for the radiocarbon community to accept that the varia-

tions observed in the calibration data are a result of the complicated nature of r(0)
and not a result of misleading or erroneous data. It is now generally accepted that

such wiggles are an inherent feature of 7(0) and should not be totally smoothed by

an estimation procedure. The result is that the estimated calibration curve will be

non-monotonic and ‘wiggly’.

Suess’s estimate was one of the first given for the calibration curve.

Although these estimation and calibration methods are quite informal, undoubtly

they provide a starting point for the understanding of the radiocarbon calibration

problem.
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A more systematic approach was developed by Ralph et al. (19:73). They
‘combine the different calibration data available at that time and create a single

calibration data set. After testing some smoothing procedures to approximate r(6)

they conclude that (Ralph er al. 1973)

"a 9-cell floating average centered on its mid-point seems to be the best choice
since it resulted in a relatively smooth curve, but it did also preserve the major
deviations and most of the minor ones expressed in the raw data (...)"

Thus it seems that the major preoccupation when estimating r(6) 1s,

(i) to have a smooth curve

and

(ii) to follow the ‘kinks’ in the data (ie. the estimated curve should not be too

smooth).

The procedure Ralph et al. (1973) used for calibration is clearly informal

based on common-sense and intuition. However, they do give an extensive table
of radiocarbon years in decades and their corresponding calendar years. Since

r(6) is non-monotonic, a radiocarbon year y can correspond to one or several

calendar years. Ralph et al. (1973) divide this into three cases.

"The majority of the corrections for radiocarbon dates (...) are found to be single
crossings. If the radiocarbon date follows the curve closely for a distance (usually
a relatively short one) we designate this distance as a span. In those cases where a
radiocarbon date crosses the curve two or more times, we most consider an overall
range (...) Of course, 1t is possible for a range to have a span and/or a crossing
within the range (...) An example of the use of tables for a single crossing is as
follows: The radiocarbon date of A.D. 1750 crosses the curve at the dendrochrono-
logically determined date of A.D. 1650. Thus the correction for this date is 100 *

10 years (...) The X 10 years expresses the statistical uncertainty of the [calibration
curve] and must be added to the standard statistical error (...) of the radiocarbon
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date.”

The basic problem with this procedure 1s that Ralph et al. continue with the
concept of a date with an associated standard error, even after calibration. Given
the normal model used, a (uncalibrated) radiocarbon determination can be satis-
factorily summarised in terms of a mean and a standard error (yxo). However
the corresponding distribution in the calendar scale of a radiocarbon determination
is complicated, often multimodal, and sometimes not very smooth. Therefore it is
not necessarily true that a calibrated date can be satisfactorily summarised using a
central date and an error term. At present this procedure 1s not commonly used,
and in general the radiocarbon community does not consider it valid. This pro-

cedure 18 not used in the thesis.

2.3.4 Two major contributors

A critical review of calibration can be found in Renfrew and Clark (1974)

where several implications of the radiocarbon calibration process are discussed.

They note that (Renfrew and Clark 1974)

"Radiocarbon determinations of dendrochronologically dated samples cannot sim-
ply be applied directly and without further thought to yield ‘calibrated dates’ "

They define the cahibration function r(8) and the ‘inverse calibration func-
tion’ (‘r~1(6)’) but correctly argue that such a ‘function’ does not exist due to the
non-monotonicity of r(8). From that it is clear that we need to approximate r(6)

and not its ‘inverse’. Although they attempt to approximate r(8) using some

smoothing procedures they explain that (Renfrew and Clark 1974)

"Calibration of radiocarbon dates requires only the existence of some smooth
curve, which 1s simply a good fit to the data (...)"
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They study the calibration procedure in the following way. Firstl); they con-
sider the case in which r(6) is exactly known. This might be the case when we
ignore the standard errors 1n the calibration data (the o,’s defined earlier). Then

to calibrate a radiocarbon determination y+ o they consider the set

C = r~(y-yo, y +7y0).

That 1s, the inverse image over r(6) of the confidence set (y—vyo, y+y05), where
the confidence a of the set is given by the value of y. The resulting C will then

be a 100 % °‘calibrated confidence set’. Usually C will consist of several uncon-

nected intervals. We call this the ‘confidence intervals calibration method’.

A problem we note with this procedure is that, since the radiocarbon age is
not considered to be uniformly distributed over (y—yo, y+y6) and r(8) is not
linear, the resulting distribution for the calendar age will not be uniform over C.
The set C 1s a union of open intervals (since (y—y0o, y+7y0) is open and r(0) con-
tinuous) but the probability of each interval is not necessarily proportional to its

length. This could easily lead to erroneous interpretations and, indeed, potentially
important information 1s being lost. As seen in Chapter 1, it is not difficult to
calculate the whole of the resulting distribution in the calendar scale when we
suppose r(8) to be known (in that case we use the piece-wise linear calibration

curve 4(6)) and we see no reason why a confidence interval like C should be pre-

ferred.

Secondly, Renfrew and Clark consider the case in which r(8) is known but

only approximately. They then suppose that r(6) € (g,(6), £,(8)), where the func-
tions &, £, represent the ‘confidence band’ for the calibration curve. They pro-

pose a procedure for calibration which consists in considering

C =g (y-7y0, y+yo) Uez {(y-7y0, y +y0).
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That 1s, the inverse 1mage of the confidence interval (y-yo, y+yoj over the
‘confidence band’ for r(8). The principal problem with this procedure is that C
does not represent a confidence set of the same confidence level as

(y—vy0o, y+y0). C is bigger than necessary. They sketch a procedure to find

‘exact’ confidence sets C, but it is not developed in detail.

A more formal approach can be found in Clark (1979). Here Clark studies
the calibration data sets available and states a general model for calibration. He
casts doubt about the general applicability of the calibration data and in his sta-
tistical model explicitly introduces distinctions between different calibration data
sets. This is done in the following way. Let [#;,(x; ;X 0y ;)] be the calibration

observation measured at laboratory j for the calendar year r;, then the model

states that

X,j = r(tk)+Hj+fk+ekJ-.

The terms H;’s represent ‘systematic errors between laboratories’, the f;’s

‘the intrinsic variability of contemporaneous samples due to local changes in the

'*C levels’ and e, ; ‘the net errors of measurements’ arising from the o, ;'S

Clark then explains that, due to evidence about the uniformity of the levels

of the atmospheric 14C around the globe, and due to the improved quality assu -

rance in the radiocarbon process, the following assumptions can be made.
(i) There are no systematic errors between laboratories (H, = 0).

(ii) The distribution of '*C in the earth’s atmosphere is uniform and varies uni-

formly around the world (f, = 0).
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According to the above assumptions Clark states his simplified model
X = r(t)+e;

where [t,,(x,x0;)] are the combined calibration observations for all laboratories
and e, ~ N(0, 0?). One of the main features of this model for calibration is that

it does include the standard errors reported in the calibration data (the ¢, ’s).

Clark then uses a ‘convolution-smoothing’ (CS-) estimator to approximate

r(8). He explains that

"(...) because of the computational difficulties in fitting cubic splines to over 700
data-points, we used (...) a simple but similar method in which the estimate of (...)
[r(0)]) was chosen by cross-validation from a class of convolution-smoothed first
order interpolating splines (...)"

The resulting calibration curve is ‘almost linear with very few wiggles’. Using
the °‘confidence intervals calibration method’ explained above Clark (1979)

develops a procedure to calculate ‘exact’ confidence regions. However, this pro-

cedure is difficult to implement and ‘unwieldy to be useful in practice’. Clark

then calculates a ‘somewhat conservative’ confidence region that for the case of

the CS-estimator used for r(6) 1s

{0: y—d < f(6) < y+d)

where f(8) is the CS-estimator of the calibration curve (r(8)) and d is a positive
number dependent upon the error related to the estimation of f(8), the error of the

determination (o) and upon the chosen confidence level. These confidence

regions are similar to those suggested before by Renfrew and Clark (1974) but

with a correct assessment of 4.

In addition to the inadequacies of this ‘confidence intervals calibration

method’ alluded to earlier, the extension of this approach to more complicated
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scenarios, where one has a set of radiocarbon determinations and pefhaps prior
information relating them, is not clear. A particular scenario of this kind is con-
sidered by Clark (1979) in which, for a set of radiocarbon determinations
{y1x0q, y2%0,,...,y,,x0,}, associated with the calendar years 6,,0,,...,6,,, we
have 6; = a+lj, where the lj"s are known constants and « is unknown. That 1s,
we know the differences of the associated calendar years for any two determina-
tions y;, y;» (6;—06;-), but we do not know their absolute position in the calendar
scale. The problem then is to estimate & (and consequently have estimates for all

the 6;’s) using the radiocarbon determinations.

The above problem is known in archaeology as dating a ‘floating chronol-
ogy’. Cases like this normally arise when we have samples from tree-rings and
the differences 6,—0;- are obtained by counting the rings separating each sample.
Clark sketches four methods for estimating ¢ of which, the first three basically

use the same technique as for simple calibration. For method four he explains that

"In the case of a floating chronology from an archaecological site, there may be
considerable prior information concerning ¢, expressible as a prior density. If our

prior information regarding (...) [7(8)] can also be expressed in terms of prior den-
sities, one can use standard Bayesian methods to give a posterior density for "

However, he only suggests the idea and does not develop a technique based on
Bayesian methods to estimate . (In Section 5.3 we return to this problem of

dating floating chronologies.)

2.3.5 Recent developments

Pearson and Stuiver (1986) use the high-precision calibration data to develop
a calibration technique based on a piece-wise linear calibration curve. They

recommend transforming the interval (y-o, y+0) onto the calendar scale
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(basically using the set r~'(y—o, y+0)) but no means are provided f01: assigning

probability to the resulting region on the calendar scale. However, they seem to

recognise that such procedure was only provisional since (Pearson and Stuiver

1986)

"The non-linear transform of a Gaussian standard deviation around a +*C age 1nto
calendar AD/BC (BP) ages leads to very complex probability distributions that can

only be calculated with the aid of computers. We are currently developing suitable
programs for these probability calculations (...)."

The ‘computer programs’ are now widely available and the software is known as
‘CALIB’ (Stuiver and Reimer 1986, 1993). At present, it appears that CALIB is

the most commonly used computer program for the calibration of radiocarbon

determinations.

Besides CALIB, other authors have developed computer programs for the

calibration of radiocarbon determinations using the high-precision calibration
data. Aitchison et al. (1989) present a comparative study of the eight most well
known of such programs. In the programs studied there is no agreed method for
calibration. Furthermore, the presentation (graphics, layouts etc.) and other
details vary greatly from program to program. However, for the calibration of a

single radiocarbon determination y* ¢ there are only two basic methods used.

(A) Calculating C = r~'(y~yo, y+yo), (the ‘calibrated confidence intervals

method’).

. - 1(6))° '
(B) Calculating f(0) =K exp{—(y—zgél-} (the ‘probability distribution

method’).
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All the programs use variations of the these two methods. Aitchison et al.
(1990) follow method (A). Leese (1988), Otlet (‘personal communication’), Paz-
dur and Michczynska (1989), van der Plicht et al. (1990), Robinson (1986) and
Weninger (1986) follow method (B). Stuiver and Reimer (1986) (CALIB) offers

the option of using either. The variations include the following.

(i) The choice of the calibration curve r(8).

(i) For method (A), the choice of ¥ and the graphical layout for the confidence

intervals in C.
(iii) For method (B), the choice of K and the presentation of f(8).

In all but one of the programs the choice for r(8) is the piece-wise linear
calibration curve u(@). Van der Plicht er al. (1990) uses a cubic spline fitting

approximation, but the resulting calibrated distributions are almost identical to

those obtained using u(6).

As mentioned earher, Clark (1979) studies method (A) and gives exact and
‘conservative’ values for y to obtain calibrated confidence intervals of correct

size. Thus if method (A) 1s preferred, Clark’s technique should be used. How-

ever, we have explained the inadequacies of this calibration method and we prefer

not to use it.

Method (B) is a particular case of the calibration method we use in this
thesis, with K defined so that f(6) is normalised to one. Some authors do not
Insist on normalising f(8) (Weninger 1986) and discuss alternative choices for X.

In fact, Stuiver and Reimer (1993) allow the option of choosing K so that the

maximum of f(8) is 1. We see no sensible reason for not normalising f(8) to one,
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particularly as it will be interpreted as a probability density. In the proﬁrams that
use method (B), a combination of histograms and highest posterior density (HPD)
regions for different probabilities and quantiles are given. However, we do not
intend to present a detailed comparison of the graphical methods used by each of

the programs for the presentation of histograms, HPD regions or the like.

With respect to the standard errors reported in the calibration data (the o} ’s),
various approaches are followed. Pazdur and Michczynska (1989), Robinson
(1986) and van der Plicht er al. (1990) decided to neglect them. Otlet, Leese
(1988) and Weninger (1986) calculate s° = 0%+ 02, where o, estimates the stan-
dard deviation in the curve based on the ¢,’s and is commonly fixed at 10 or 20
years. From that they calibrate yxs. A third method, used by Aitchison et al.
(1990) and Stuiver and Reimer (1986) is to give a ‘confidence band’ for r(8) cen-
tred at the  piece-wise  linear  calibration  curve. That  is,
r(0) € (u(0)+o(0), u(6)—o(6)) and o() is a linear intcrpolation of o, and o, _,,
where 1, > @ 2 t,_,. From this Renfrew and Clark (1974) calibrated confidence

intervals method is used (discussed above).

None of these methods for including the standard errors o, ’s in the calibra-
tion process are thoroughly justified by their authors. Under certain conditions
each of these methods can be justified. However, the estimates obtained for the
standard deviation in the calibration curve can only be seen as informal approxi-
mations. In this thesis we prefer to develop a stochastic model for r(6) using
observational data for the atmospheric '*C levels through time. From that, we
formally estimate its standard deviation based upon the o,’s. This represents the

basis for our novel approach te calibration, which includes the standard devia-

tions g 's (this will be developed in Chapter 3).
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2.3.6 Discussion

We believe that before deciding on the specific graphical presentation and
layout for any calibration results, a satisfactory method for calibration must
developed. Based upon the Bayesian framework one can see that the correct
method for calibration, using the piece-wise linear calibration curve and neglect-
ing the errors in the calibration data, is the one given in Chapter 1. For the
specific case of vague prior information about 8, method (B) above will give the
same results as the Bayesian method. From this a wide range of possibilities can
be used to present and summarise f(8), from a simple histogram to complicated
graphical layouts to plot HPD regions or quantiles of f(68). Under certain cir-
cumstances, however, the standard deviation of the calibration curve should be
considered. In Chapter 3 we discuss this issue and develop the calibration pro-

cedure to be used in the thesis.

In summary, 1t can be seen from the discussion in the previous Sections that

there is no single established method with which to calibrate radiocarbon determi-

nations. On the contrary, each researcher (or group of researchers) tends to have
their own preferred calibration method and to present their results differently. An
even bigger problem occurs when we need to introduce archaeological information
into the analysis. Only two of the eight studied programs claim to have the facil-
ity to do so. The first 1s a basic implementation of Aitchison et al. (1991), and
we discuss their approach in Section 2.4.3. The second is an implementation of

the ideas presented by Weninger (1986), which we discuss in Section 2.4 4.
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2.4 Interpretation of radiocarbon determinations

2.4.1 Introduc'tion

We now discuss some of the relevant publications concerning the interpreta-
tion of radiocarbon determinations. In doing so we consider a wide variety of
problems and study several different statistical techniques. We attempt to identify
typical problems in the analysis and interpretation of radiocarbon determinations,

and the techniques others have previously used to tackle them. Throughout the

review we focus attention on the crucial factors that must be considered in any
interpretation problem. We highlight both the strengths and weaknesses of the

existing techniques.

This Section of the bibliographical review represents a central part of the
thesis. It is here that we try to identify the underlying problems in the analysis
and interpretation of radiocarbon determinations. The majority of the papers con-
sidered below are concerned with specific interpretation problems. We will, how-
ever, fry to avoid discussing details relevant only to particular examples and con-

centrate on the global characteristics of the problems. This will then provide a

basis for our own general approach to be developed in later Chapters.

2.4.2 Early work

Libby (1954), in one of the first published list of radiocarbon determinations,
briefly discusses the interpretation of a set of determinations. The archaeological
dating problem studied by Libby is related to the ascension of ‘Hammurabi of
Babylon’. The Babylonian calendar gives dates for the ascension of some of

Hammurabt's predecessors over a period of at least 350 years. However, this
calendar provides only relative dates since its relationship to our calendar is not

completely known. A charred beam from the remains of a house thought to be of
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the reign of a predecessor of Hammurab1 was divided to produce three samples,

each of which was radiocarbon dated. By fixing the date of the beam using
radiocarbon, it was possible to relate the ancient Babylonian calendar to the

modern calendar and hence date the ascension of Hammurabi of Babylon.

To combine the three determinations obtained and give an estimate for the
age of the charcoal beam, Libby (1954) proposed using a weighted average ‘using
the inverse square of the counting errors as weighting factors’. Thus the weighted

2 -2 2

average 1S 02(y161'2+y20'2“2+ y30'3"2) where 0™ “ =0y “+0, 2+0'3" . However,

later he writes

"It is probably better, however, to take the arithmetical average since there are
undoubtedly other errors than the counting errors.”

To obtain a final date, Libby takes the arithmetic mean y = (y;+y,+y3)/3

2

although the variance he associates with it 1s 0“ as calculated above. Assuming

2

?

that the age for the sample is normally distributed with mean y and variance ¢
he estimates that with a 95% probability the organic materials in the charred beam

died between 2205 and 1887 BC.

One obvious problem with Libby’s (1954) procedure is that it does not
include calibration. This, of course, can be understood since at that time it was
not suspected that radiocarbon determinations needed to be calibrated to obtain
calendar dates. On the other hand, a very important issue is how and when to
average a set of determinations to give a single ‘date’. Given the standard Gaus-
sian model for radiocarbon determinations it can be seen that, if we are to average
the determinations, a weighted average (or pooled mean) should be preferred over

an arithmetic average, in contrast to what Libby did. Of even greater concern is

when this should be done. We now discuss this problem in some depth.
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One point to be appreciated before attempting a statistical analysis of a set of

radiocarbon determinations is the need to distinguish between two basic cases,

Case I, when we have a series of radiocarbon determinations taken from

the same object (as in Libby’s case above)

and

Case II, when we have a series of radiocarbon determinations taken

from different objects.

In this thesis, to distinguish between Case I and Case II, we will call Case I
the case representing a set of replications, with all other sets of radiocarbon deter-
minations belonging to Case II, unless stated otherwise. There is a crucial differ-
ence 1n the statistical techniques to be used for these two cases. The above dis-
tinction was first clearly identified by Ward and Wilson (1978). Previous to that,
Spaulding (1958), Polach and Golson (1966) and Leach (1972) considered the sta-
tistical analysis of various sets of radiocarbon determinations but do not make this

distinction.

Another early work 1s Law (1975) who performs an analysis of a set of
radiocarbon determinations from a site in New Zealand. Law does not distinguish
between Case I and Case II, and does not clearly establish any specific statistical
model. However, the section ‘Association of the sample with the event [trying to
be] dated’ is of some interest. He explains that contextual information from the
site must be taken into account to correctly associate the samples with the events

under study. Through this association, it is hoped that the context or events con-
sidered could be correctly dated. Unfortunately, Law (1975) was unable to

include contextual information in his statistical analysis.
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An interesting paper concerning the averaging of radiocarbon determinations

is Long and Rippeteau (1974). They propose the usage of the ‘pooled mean’

m m |
2 WD) SR 1
c —% with 0" ° = — 2.1
P Za-z i Z‘ o7 (1)
}=1 J j=1 J
and make use of a ‘Chauvet’s rejection criterion’ (Chauvet 1863). This criterion

consists of rejecting any observation for which |y;—y,| > yo where
P[1Z] > y] = 1/2m)

and Z ~ N(0,1). This appears to be an ad hoc criterion that has several contr-
oversial components, for example, the choice of the threshold 1/2m or the depen-
dence of y; and y,. The gross inadequacies of this criterion are discussed by Bar-

nett and Lewis (1984), Renfrew and Clark (1974) as well as by Ward and Wilson
(1978).

We believe that Long and Rippeteau’s discussion on ‘When averaging 1is

appropriate’ in which they urge us ‘to understand non-statistical discrimination 1in

selecting the dates to be averaged’ is extremely important. This, albeit implicitly,
raises the issue of the archaeological context on which we are working, and how it

relates to the statistical techniques we are attempting to use. That is, we believe,

one of the principal 1ssues to be taken into account in the interpretation of
radiocarbon determinations. In fact, to their credit, Long and Rippeteau (1974)
distinguish correctly between Case I ‘replicate runs on identical sample material’
and Case II. Discussing whether or not to average radiocarbon determinations in
Case II problems, they note that this ‘will involve judgements based upon
archaeological (...) knowledge’. We believe this to be a highly relevant comment
since only then can a set of determinations be averaged in a meaningful way. We

continue to study this problem in Section 4.4.
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2.4.3 Ward and Wilson (1978)

Probably the most influential and widely quoted work on the statistical
analysis of sets of radiocarbon determinations is that of Ward and Wilson (1973).
The techniques they propose are now routinely used by archaeologists and
radiocarbon laboratories. The paper i1s primarily concerned with how and when it

is reasonable to average a set of determinations and obtain a single date.

Ward and Wilson make a large critique of the previous publications up to

that time, clearly state the difference between Case I and Case II problems, and
propose a significance test for each case. Unfortunately, they did not have the
advantage of the availability of a high-precision calibration curve and, as a result,
any critique of their paper should be put in perspective. In a later paper, Wilson
and Ward (1981), they discuss the problem of outliers but a review of this paper

is deferred to Chapter 6, which is specifically concerned with this subject.

The approach Ward and Wilson (1978) follow is based on classical

hypothesis testing. Given a Case I set of radiocarbon determinations (replica-

tions) {y; 0y, Y2103,...,y, 0, } they consider the model
Ij = p+g
where u is the ‘true’ radiocarbon age for all determinations and
2
Ej ~ N(O, oF ).

‘To test the hypothesis that the series of determinations are consistent (ie. all have

effectively the same [radiocarbon] age)’ (they do not state an alternative

hypothesis) they propose using the test statistic

- (7,-9;)
T = Z; —E’GJ—Z—J (2.2)

‘,E



- 50 -

where y, is the pooled mean from Equation 2.1. Given the above modél, T has a

chi-square distribution with m—1 degrees of freedom. They then write

"If the determinations are judged not to be significantly different [using statistic T
then they can be combined, the pooled mean being [yP] (...)"

and the variance of this pooled mean being ¢ as given in Equation 2.1. They
never explain, though, why we should use such a pooled mean to combine the

determinations. (In Chapter 4 it will be proved that, under certain conditions, for
Case I problems, y, is a sufficient statistic and is the maximum likelthood estima-

tor for u.)

The above statistical test is currently widely used and is given in basic texts
on radiocarbon dating (see Bowman 1990 p. 58, Gillespie 1986 p. 30, Aitken 1990
p. 93).

Ward and Wilson propose a different model for Case Il sets of radiocarbon

determinations, which cannot be considered to be replicates. In Case I the model
supposes a unique radiocarbon year pu common to all ¥;’s, whereas in Case II
each Y; has its own radiocarbon mean y;, since the determinations do not arise

from the same object. The proposed model is

Y; = Lit+E; +fj+gj (2.3)

where

Ej ~ N(O, 0}2)

and
f; = N@©, af) and g; ~ N(0, 67).

Ward and Wilson do not make use of any calibration data set and thus no explicit
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calibration procedure is used by them. However, in this latter model the error
terms f; and g; are introduced to account for the ‘error factor in the calibration
curve’ and for the ‘sunspot effect’, respectively. Based on informal considera-
tions, they then estimate that o, = 50 and o, = 70 (taking &;, f; and g; to be

independent).

They go on to consider the following hypothesis test for Case II

Hy:pfy = Uy = ... = U,

Hl . Not Ho, (2.4)

to test the hypothesis that all determinations belong to the same radiocarbon year.
Then they propose the test statistic 7° similar to 7 (in Equation 2.2) but using
sz = Gj2+0'f2+0'32 instead of a}?'. If Hy 1s not rejected at some significance level
a (that 1s, T < Qg n-1, Where O, ,,—; 15 the upper 100 % quantile of a chi-

square distribution with m—1 degrees of freedom), then the determinations may

be combined using the pooled mean y,,.

Of course, Hy does not tell us what happens on the calendar scale since the
u;’s refer to the radiocarbon ages of the sample. Since the calibration curve is
non-monotonic, there 1s not a one-to-one relationship between radiocarbon and
calendar years. Therefore, even if we knew that g, = u, = ... = i, the dated
objects may have very different calendar ages (6;’s), with differences as large as
200 years, see Figure 2.1. Given the availability of the high-precision calibration
data, we believe that any statistical analysis should now use a model based on
calibration (similar to the one presented in Equation 1.4). Ward and Wilson’s
approach represents only an approximation relevant only before the calibration
data was available. In fact, in relation to the problem considered, it would be
necessary to test the hypothesis H(; :0,=0,= ... =0, against H; : not H(;..

That 1s, the determinations are associated with the same calendar year, rather than
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Figure 2.1

The calendar years
91 — 2708, 62 - 2605, 93 —_ 2589, 94 - 2539, 95 -— 2498
spanning more than 200 years all have the same radiocarbon age (2478 bp).

testing that they all have the same radiocarbon age, as it is the case above.

Furthermore, despite knowing that the objects have similar calendar ages, we
still have the question of whether, archaeologically speaking, it makes any sense

to combine the determinations. This problem was mentioned by Ward and Wilson

(1978)

"If the estimates of the real dates are judged not to be significantly different [using

their T test] and, if from archaeological considerations, it is deemed appropriate,
then the radiocarbon determinations can be combined.”

and has been addressed by other authors (for example Bowman 1990, p. 60). The

sad truth is that the T’-test has been misused (see, for example, Pazdur and Krza-
nowski 1991, Saville et al. 1987, Nydal 1989, Hassan an Robinson 1987, Aitken

1990 and Stuiver and Reimer 1993), despite the warnings of Ward and Wilson and
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other authors. Moreover, there is a tendency to use the uncorrected'T-test for
hypothesis Hy (in Equation 2.4) when the problem is obviously of Case II. Then,
if Hy 1s not rejected, the determinations are combined into a pooled mean which
is then calibrated. To investigate the inadcquacicsqof this procedure we consider a

set of m calendar years 6,,0,,...,68, evenly spaced within a period of time

(B, B+1). We then simulate y; with distribution

Yj | 6; ~ N(u(6;), 0'2)

for some fixed o%, and calculate the corresponding T. We repeat this process n
times and record the number of times Hy would be rejected at significance level «
(that 1s T > Q ,,_1, Where Q,,-1 15 the upper 100a¢% quantile of a chi-square
distribution with m—1 degrees of freedom). In Figures 2.2 and 2.3 we find plots

of the percentage of rejections for different values of B, !and o* with m =

'5 and n=5000 and 100 ¢ = 5%.

The peculiar behaviour of the 7T-test in these circumstances is due to the

shape of the calibration curve. Note that this behaviour depends not only on ¢
but also on the actual position of the period of time (8, f+1). From Figure 2.2 we
see that the procedure 18 likely to reject Hy for / = 150, o = 40 and § = 4050 BP
(more than 50% of rejections), whereas for B = 4550 BP it is considerably less

likely (less than 20% of rejections), as seen in Figure 2.3. This is an unacceptable

characteristic of the T-test when wrongly applied to Case II samples.

As part of our critique of Ward and Wilson (1978), we make one general
remark that 1s linked to our general disagreement with the foundations of classical

statistics. Long and Rippeteau (1974) in their discussion about the significance

(classical) test of hypotheses Hy, in Equation 2.4, say
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Figure 2.2

Percentage of rejections for the 7-test,
fora =095 m=15,n= 5000, 8=4050 and o = 40, 50 and 60.
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Figure 2.3
Percentage of rejections for the T-test,
for @ = 095, m = 5, n = 5000, B = 4550 and o = 40, 50 and 60.
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"A probability test is given (...) to help distinguish whether, for example, am occu-
pation floor was accumulated in an "instant” of time (several years, or sequential
seasons, or less), or if the spread of radiocarbon dates probably indicates a real
time spread such as many decades or centuries.”

Suppose now that somehow we can overcome the problems of calibration men-
tioned before and that we propose a significance test to ‘help distinguish whether
(...) an occupation floor was accumulated in an "instant” of time’. The problem
we foresee with such tests is that they are based, essentially, on a confidence
level. Therefore, what we call ‘instant’ of time would depend on the choice of
this confidence level. We are never given (in Ward and Wilson 1978 nor else-
where) the relationship between such confidence level and the ‘instant’ of time
(like its length, for example). This means that, what we call an ‘instant’ of time,

will depend on what confidence level we are using, and we have no means to

establish such dependency. This raises the following questions.

Should what we call a “instant’ of time be based on archaeological considera-

tions?
Should we, at least, know how long our ‘instant’ of time is?

We believe that the answer to both of the above questions is ‘yes’ and, there-
fore, we find significance tests unsatisfactory within this context, at least in the
way they have been presented up until now. Moreover, significance tests for a
point null hypothesis (litke Hy) have been criticised previously by several authors

(Lindley 1957, Hays and Winkler 1970 chapter 7, Barnett 1973 chapter 5). In
summary, to quote Berger (1985, p. 135)

“In the face of this overwhelming evidence that classical testing of a point null

[hypothesis] 1s misleading, we must seek a better approach. Of course, we basi-
cally recommend the subjective Bayesian approach (...)"
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2.4.4 Other major contributors

In a series of papers, Ottaway and her colleagues present a major contribu-
tion to the interpretation of radiocarbon determinations, by recognising the
archaeological desire to summarise sets of determinations. The problem of sum-
marising a set of radiocarbon determinations is quite common 1n archaeology. In
this case the determinations are supposed to give evidence about the time-span of

a given archaeological phenomenon. Statistical techniques are then needed to

estimate this ‘time-span’ given the determinations.

Ottaway (1973) proposes a technique to summarise a given set of radiocar-
bon determinations y,*oy, y,*05,..., ¥,t0,,. She avoids using averages (or
the pooled mean) of determinations because ‘one can see that this approach 1s
meaningless’. The technique she proposes is called ‘interquartile range’ or
‘dispersion diagrams’, and consists of ordering the radiocarbon ages, y;’s, in the
radiocarbon scale and highlighting the first 25%, the middle 50% and the last 25%
of the data, with predefined grey-shadowed boxes. This is called the ‘interquartile
range’ for the determinations. Only the radiocarbon ages y;’s are considered, and
the standard deviations g;’s are ignored. This constitutes a purely graphical tech-

nique with no probabilistic model stated that has the following characteristics.

(i) It does not consider the standard deviations reported for the radiocarbon

determinations.

(i1) It does not consider the archaeological context to which the radiocarbon
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