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Abstract
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Doctor of Philosophy

by Spas Spasov, MSci

This thesis describes an experimental study of the electronic properties of

the dilute nitride GaAs1−xNx alloy. This is a semiconductor belonging to a class

of highly mismatched III-N-V alloys. The incorporation of isoelectronic N on

the pnictide (e.g. As) site of GaAs gives rise to a highly localised electronic state,

whose energy level is resonant with the continuum of conduction band (CB) states

of the host GaAs lattice. The interaction between these two sets of states causes

the formation of a fully developed energy gap in the CB of the host crystal and

makes possible the observation of a novel type of negative differential conductance

(NDC) effect. The NDC in GaAs1−xNx is qualitatively different from the NDC

occurring in transferred electron devices (Gunn diodes) and semiconductor super-

lattices (SLs) and has potential for novel terahertz (THz) device applications.

The emphasis of the thesis is on the experimental study of the non-linear

electron dc dynamics in GaAs1−xNx that arises when electrons are accelerated in

the non-parabolic CB of GaAs1−xNx. It also includes an investigation of the cou-

pling of electrons to THz radiation by the measurement of harmonic generation

of ac current and of changes in the dc conductivity in the presence of an applied
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THz radiation. The rectification effects revealed in our experiments indicate that

the mechanism giving rise to NDC is a fast ( 10−12 s) process. The fast response

in time of the current is in agreement with previous calculations of the ac electron

dynamics in GaAs1−xNx predicting that the maximum response frequency associ-

ated with the NDC is governed by the time of ballistic acceleration of electrons to

the N-level and that this lies in the THz frequency range.

The experimental results are discussed in terms of different theoretical mod-

els and mechanisms, including the band anticrossing model, space-charge-limited

current instabilities, magnetophonon resonance and classical rectification theory.
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Chapter 1

Electronic properties of GaAs and

GaAs1−xNx

1.1 Introduction

Research into the intriguing and unique electronic properties of III-N-V semi-

conductor alloys, particularly of GaAs1−xNx and In1−yGayAs1−xNx, has been in-

creasing in recent years [2, 3]. The incorporation of the N-impurity into the host

crystal leads to a major perturbation of the electronic band structure. The high

electronegativity of N combined with its small size, stretches and compresses the

neighbouring bonds, which leads to a large bandgap bowing with increasing N-

content [4]. The large bowing enables the principal bandgaps of these alloys to

access the near-infrared wavelength range of the electromagnetic spectrum, which

is of great importance to modern fibre optic telecommunications [5], solar power

conversion applications [6] and high-frequency (terahertz) electronics [7]. The

mechanism by which the N-incorporation changes the bandgap of III-V compounds

1
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is fundamentally different from that responsible for the change of the band gap

in other III-V alloy systems such as AlxGa1−xAs. This has led to the develop-

ment of novel theoretical models in solid state physics. It has also created new

opportunities for bandgap engineering and device structures [8], of interest to the

microelectronic industry [9].

In this chapter we review the theoretical models used to describe the elec-

tronic properties in dilute nitrides and discuss the unique hot electron dynamics

occurring in GaAs1−xNx. The chapter is organised as follows. Section 1.2 covers

the band structure and electronic transport of semiconductor crystals. Section 1.3

presents a review of the crystal properties of GaAs relevant to the experiments

presented in this thesis. It also describes the mechanism for negative differential

conductance (NDC) in n-type GaAs (Gunn effect) that occurs under hot electron

conditions. The final part of this chapter describes the electronic properties of

dilute nitride GaAs1−xNx and a novel mechanism of NDC in this alloy.

1.2 Band structure of semiconductors

The energy-eigenvalue problem of a semiconductor crystal yields solutions that

form the band structure of the semiconductor. It is more commonly known as

the energy-wavevector, or the “dispersion” curve of the material. The concept of

formation and interpretation of the energy band structure is explained in great

detail in Refs.[10], [11] and [12]. For a free-electron, the allowed energies take

a continuous distribution from zero to infinity. The solution of the one-electron

Schrödinger equation

Ĥψ(r) = εψ(r), (1.1)
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gives the relationship between the energy, ε, and wavevector, k, where Ĥ =

−(~2/2me)∇2, me is the free-electron mass and ~ is the reduced Planck constant.

A starting point to explain the formation of energy bands in semiconductors

is the nearly free-electron model, in which the positive ion cores in a semiconductor

create a periodic potential, which acts to perturb the electron wavefunctions. Let

us consider a periodic lattice in space of volume Ω with period R. Bloch theorem

states that the solution of Schrödinger equation (1.1) for the periodic lattice is of

the type

ψ(k, r) = eik·ru(k, r), (1.2)

where u(k, r) is the Bloch lattice function, and ψ(k, r) is the Bloch wavefunction.

The Bloch lattice function has the same translational symmetry as the lattice.

If an electron is present in the above lattice with no potential (V (r) = 0)1,

the Bloch wavefunctions are of the form

ψ(k, r) =
1√
Ω
eiK·r, (1.3)

where the total electron wavevector K=k+G can be split into a wavevector k in

the first Brillouin zone (BZ) in the k-space representation of the crystal, and G is

a reciprocal lattice vector, defined by G ·R = 2πm, m being an integer. Thus, the

reciprocal lattice vector G brings the total wavevector back into the BZ. Then, we

can rewrite the Bloch wavefunction as

ψ(k, r) = eik·r 1√
Ω
eiG·r, (1.4)

1The nearly free-electron model or the empty-lattice model, as distinct from the free-electron
model, which has no potential and no lattice.
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where the Bloch lattice function u(k, r) is clearly periodic with the lattice periodic-

ity. Within the nearly free-electron model, knowingG, we actually know the Bloch

lattice function. When the lattice symmetry is known, the dispersion relation can

then be obtained. The dispersion is nothing but the free-electron dispersion with

the symmetries (translational, rotational, compound symmetries) built into it. We

can now look at the “reduced zone” representation of the dispersion, since we are

interested in looking at the energy as a function of the “reduced” wavevector k,

rather than the total wavevector K. The reduced wavevector k is known as the

Bloch-wavevector, distinct from the total wavevector K by a reciprocal lattice

vector. The respective energies are given by

ε(k) =
~2(k + G)2

2me

, (1.5)

which becomes

ε(k) =
~2

(
k + 2π

a
n
)2

2me

(1.6)

for the 1-Dimensional (1D) case with n=0, ±1, ±2,. . . and a is the lattice constant.

This leads to many parabolic energy-dispersions repeated periodically along the

k-axis (see Fig. 1.1(a)). The points in energy where the parabolae from different

Gs intersect are the points of degeneracy. In the case of 1D lattice of spacing a, the

energy degeneracies are at the zone centre (k=0) and at the BZ edges (Fig. 1.1(a)).

The reciprocal lattice vector G = 2π/a is used to translate all wavevectors to the

first BZ, thus leading to multiple energies for the same k. The different sets of

ε(k) represent the different bands.

In the presence of the crystal potential the degeneracies can be split2. If all

three degeneracies are split by the crystal potential, the bands are now separated
2The degeneracy will be split if the perturbation potential (here the crystal potential V (r))

has non-zero matrix elements with the states that are degenerate.
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ε(k)

degeneracy

degeneracy

BZ

ε(k)

BZ

k k

V(r)=0 V(r)=V(r+a)

-π/a +π/a

G=2π/a

"Turn on"
potential

Gap

Gap

G=2π/a

+π/a-π/a

(a) (b)

Figure 1.1: 1D band structure in free-electron (a) and in nearly free-electron (b) model.
The dashed lines represent different parabolic dispersions corresponding to different Gs.
The shadowed vertical stripes represent the first Brillouin zone. The points of energy
degeneracy in part (a), highlighted by yellow circles evolve into energy gaps in part (b).

by energy gaps (see Fig. 1.1(b)). The magnitudes of the gaps are determined

by the magnitude of the crystal potential3. Thus, the periodic crystal potential

splits the allowed energies into bands, separated by forbidden gaps. The number

of states (in −π/a ≤ k ≤ +π/a) in each band in the first BZ is equal to the

number of atoms in the whole crystal. Most physical phenomena (electronic,

optical, magnetic) in semiconductors can be understood by looking at a small

portion of the bandstructure. These points are the lowest points in the CB and

the highest points in the valence band (VB). In GaAs, these points occur at the

same k-vector, k=0, also called Γ-point.
3Gap magnitudes are determined by the Fourier components of the crystal potential at the

particular reciprocal lattice vector determining the particular band.
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1.2.1 Effective mass approximation

The energy-wavevector curves in a crystal periodic potential deviate from the free-

electron parabola close to the zone boundaries (see Fig. 1.1). This is an immediate

result of the interaction between the electrons and the atoms in the crystal and

can be understood in terms of the scattering of electron wavefunctions.

When the Bragg condition,

2k ·G = G2 (1.7)

(G being the reciprocal lattice vector), for the wavevector of electrons scattered

from atoms in the crystal, is satisfied, the electron waves are coherently reflected

at the zone boundaries. The interference of these Bragg reflected waves leads to

standing waves, with group velocity,

v(k) =
1

~
∂ε(k)

∂k
, (1.8)

equal to zero. This condition explains the flattening of the ε(k) dispersion at the

zone boundaries (at k = nπ/a, n being an integer), see Fig. 1.1(b).

The concept of electron effective mass states that when an electron with mass

me moves inside a crystal, it responds to an external force as if its mass were m∗.

The expression for m∗ can be derived from differentiating with respect to time

Eq.1.8,

v̇ = ~−1 ∂2ε

∂k2
k̇ (1.9)
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and using the fact that when the electron in the crystal is subject to an external

force f its motion satisfies

~k̇ = f. (1.10)

Combining Eqs.1.9 and 1.10 we obtain

f =
~2

∂2ε/∂k2
v̇. (1.11)

If we now identify ~2/(∂2ε/∂k2) as a mass, then Eq.1.11 takes the form of the

Newton’s second law. The effective mass m∗ is now defined as

1

m∗ =
1

~2

∂2ε

∂k2
. (1.12)

The mass defined by Eq.1.12 is known as the dynamical effective mass and

is usually quoted numerically as a ratio of the free-electron mass, me.

In many semiconductors for which the energy-wavevector relation is parabolic

at small k, the electron effective mass can be determined by cyclotron resonance

experiments. In this case the mass is derived from the cyclotron frequency, ωC ,

when electrons are accelerated in helical orbits about the axis of a static magnetic

field, B. The electron mass in this case, known as a first derivative mass, is defined

as
1

m∗
C

=
1

~2k

∂ε

∂k
=

ωC

eB
, (1.13)

where e is the electronic charge. For parabolic energy dispersions m∗ = m∗
C .
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1.2.2 Semiclassical model of electronic transport in semi-

conductors

The momentum of a free-electron is related to the wavevector by p = ~k. In the

presence of an electric field, F, and magnetic field, B, the force, f, acting on an

electron of charge −e is given by Newton’s second law of motion

f = ~k̇ = −e(F + v×B). (1.14)

In the absence of collisions and integrating Eq.1.14 with B=0, the equation of mo-

tion predicts that a dc electric field will cause a constant acceleration of the elec-

trons, resulting in a steadily increasing electric current. But in practice this does

not happen as the electrons suffer collisions with thermal vibrations (phonons),

lattice imperfections and impurity atoms. This effect can be taken into account

by modifying the equation of motion in the form

~(k̇ + k/τ) = −e(F+ v×B). (1.15)

Here we introduce the effect of collisions causing k to decay exponentially to

zero with time constant τ , when the applied field is switched off. The physical

interpretation of τ is that of a mean time between collisions, in which an electron

loses its momentum.

In the presence of a constant electric field only, the steady state solution of

Eq.1.15 is

k = −eτ

~
F. (1.16)
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If the number of electrons per unit volume is n, the current density is given by

j = −nev = σF =
1

ρ
F, (1.17)

which is Ohm’s law with electrical conductivity, σ, and electrical resistivity, ρ.

1.3 Band structure properties of GaAs

Like most III-V compounds, GaAs crystalises in a zinc-blende structure. The

primitive cell consists of two atoms, Ga and As, repeating in space in such a way

that each species forms a face-centred cubic (fcc) sub-lattice. The two sub-lattices

of Ga and As, each with lattice constant a, are mutually penetrating and shifted

relative to each other by a quarter of the body diagonal. The lattice constant

is a = 5.65325 Å at T = 300 K and its temperature dependence is given by

a = 5.65325 + 3.88 × 10−5(T − 300) Å, where T is the temperature in Kelvin

[13]. The reciprocal lattice is body-centred cubic (bcc) with a conventional unit

cell of size b = 4π/a. As the inset in Fig. 1.2 shows, the first BZ is a truncated

octahedron. The calculated band structure of GaAs is shown in Fig. 1.2. It can

be seen that the lowest point of the CB occurs at the point Γ for which k = 0.

Therefore, for n-type doped GaAs, the conduction electrons lie in the Γ-valley.

The dispersion relation, E(k), can be approximated by an isotropic parabola for

states within a few meV above the CB minimum, i.e.:

E(k) ≈ E(0) +
~2k2

2m∗ , (1.18)

where the effective mass m∗ = 0.067me is taken at the Γ-point and at low temper-

ature (T=4.2 K). At higher energies, the effective mass depends on the magnitude
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and direction of k. The band gap, EG, between the bottom of the CB and the

top of the VB varies from 1.42 eV at room temperature to 1.52 eV at T=4.2 K

and its temperature dependence is given by EG(T ) = EG(0)−αT 2/(T +β), where

EG(0)=1.519 eV, α = 5.405× 10−4 eV/K, and β=204 K [14].

Figure 1.2: Calculated bulk band structure of GaAs. Inset: BZ for bcc reciprocal
lattice. The labels indicate the high-symmetry points. The top of the VB is at E=0 and
k=0. Picture reproduced from Ref. [15].

An interesting feature of the band structure of GaAs is the presence and

position of the satellite X- and L-valleys. They lie about 480 and 290 meV above

the bottom of the Γ-valley, respectively. Under high applied electric fields the

electrons in Γ-valley can be elastically scattered into adjacent valleys, where they
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become less mobile, thus producing a negative differential velocity (NDV) effect,

commonly referred to as the Gunn effect [16, 17]. The following section gives an

overview of this hot electron effect.

1.4 Transferred electron (Gunn) diode

In the early 1960s B. K. Ridley and T. B. Watkins [18] and C. Hilsum [19] showed

theoretically that the highly mobile electrons in the Γ-CB minimum in GaAs could

transfer to higher energy CB minima (at the X- and/or L-points) where they

would be less mobile (Fig. 1.3). This would then lead to a negative differential

mobility and a negative differential bulk conductivity. Soon after their theoretical

predictions, this idea was experimentally proved.

In 1963 J. B. Gunn [16, 17] discovered a negative differential velocity (NDV)

effect. This occurs when a high voltage, such that the electric field exceeds a critical

field FC∼103 Vcm−1, is applied to a thin n-type GaAs sample (thickness of the

order of 10 µm). The NDV is accompanied by negative differential conduction

(NDC) and oscillations of the current at microwave frequencies. The frequency of

oscillation is inversely proportional to the length of the sample across which the

field is applied. From the experiment, the frequency of oscillation turns out to

be equal to the saturation velocity, vs, divided by the sample length. For sample

lengths of the order of 10 µm and vs=105 ms−1, the oscillation frequency is of

the order of 10 GHz. Hence the obvious application of the Gunn effect is the

fabrication of microwave generators known as Gunn diodes. The Gunn effect is

one example of how NDV can lead to high-frequency oscillations.



Chapter 1. Electronic properties of GaAs and GaAs1−xNx 12

lower valley

upper valley

ε
k

v
d

FF
l
F
C

F
u

Negative

Differential

Resistance

0

µ
1 µ

2
<µ

1

Figure 1.3: Mechanism for Gunn effect in GaAs. Top: intervalley electron transfer
from lower (Γ) valley to upper (X and/or L) valley. Grey areas represent occupied
electron states. Bottom: Sketch of the dependence of the drift velocity, vd, in GaAs on
electric field, F . At low field, Fl, highly mobile (µ1) Γ-CB electrons contribute to the
ohmic resistance. As the field is increased to a critical value, FC , electrons elastically
scattered into the upper CB valley become less mobile (µ2 < µ1) and produce a region
of negative differential resistance. As the field is increased even further, above Fu, more
electrons are in the upper band due to the larger density of states.

This effect can be qualitatively understood by assuming that the field depen-

dence of the drift velocity, vd, in n-GaAs has the simple form shown schematically

in Fig. 1.4(a). Let us suppose that a constant high voltage is applied across the

sample so that carriers drift from left to right (see Fig. 1.4(b)). We also assume

that the electric field is slightly below the threshold field, FC , for NDV. Due to

fluctuations in the electric field at finite temperatures, a small region labeled D in

Fig. 1.4(b) acquires a field slightly above FC at time t=0. Now the carriers on both

sides of D have higher drift velocities than those inside D. This results in carriers
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Figure 1.4: (a) A simplified field depen-
dence of the drift velocity, vd in GaAs. (b)
Spatial dependence of the electric field for
a sample biased near the critical field FC .
Build-up of a charge domain D is shown.
(c) Charge density distribution across the
GaAs sample.

piling-up on the left hand side in D while the carrier density on the right side will

drop (Fig. 1.4(c)). The charge pile-up in D at time t >0 leads to an increase in

electric field inside D and decreasing field outside. Because of the NDV, for fields

larger than FC , the increase in the field inside D leads to further slowing down

of electrons inside D and hence more charge pile-up. Once started, this process

will continue until most of the applied field is across D at tÀ0. The region D

where the electric field is high is known as a domain. The domains are usually

formed near the cathode, since the field fluctuations are largest there. Under the

influence of the applied voltage, this domain drifts across the sample with speed

equal to the saturation velocity until it reaches the anode, thus giving rise to a

periodic oscillation of the current. This oscillatory current results in emission of

high-frequency electromagnetic waves.
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The Gunn diode is one example of how the particular band structure of GaAs

can produce a bulk NDC effect. In the following section we describe the electronic

band structure of dilute nitride GaAs1−xNx and show that its unusual CB can also

lead to a bulk NDC effect, which is fundamentally different from the Gunn effect.

1.5 Dilute nitride GaAs1−xNx

In dilute nitride GaAs1−xNx alloy, the perturbation of the host GaAs lattice by N

is so large that results in a fundamentally new type of band structure. This arises

from the amalgamation of extended Bloch and highly localised N-related states.

To understand the properties of dilute nitrides, a detailed description of the band

structure is required. However, methods used to describe conventional alloys, such

as the virtual crystal approximation, are unable to describe this material system.

An alternative empirical two-level band anticrossing (BAC) model [20, 21] and

microscopic models [22, 23, 24, 25] have been developed in recent years and provide

a useful tool to understand the electronic properties of this new class of materials.

In this thesis it is shown that, despite its relative simplicity, the BAC model

is able to successfully describe the electron dynamics occurring in bulk GaAs1−xNx

at low x (.0.1%). In this dilute regime the two-level BAC model describes well the

band structure of GaAs1−xNx and predicts a splitting of the CB into two highly

non-parabolic hybridised subbands. Our studies show that this non-parabolicity

can be exploited to achieve a new type of negative differential velocity (NDV)

effect when electrons are accelerated by an electric field in the CB of GaAs1−xNx.

This effect is not observed at high N-content.
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As the N-content increases, N-aggregates, such as impurity N-N pairs and

higher order clusters form. These have strongly localised energy levels, which break

up the CB [22, 26]. At these high levels of N doping (> 0.1%), the disorder in

the system profoundly modifies the electronic properties of the alloy. To describe

the CB of GaAs1−xNx in this regime, the BAC model is extended in the form of

the linear combination of isolated nitrogen resonant states (LCINS) model [26].

This includes the interaction between the GaAs host Γ-states and the full range

of N-related levels present in the alloy.

This section reviews these two models and describes the unique electronic

band structure of GaAs1−xNx and the origin of NDC observed in this material

system.

1.5.1 Electronic properties

A remarkable effect of N-incorporation in GaAs is the significant decrease of the

direct energy gap, EG, between the VB and CB (see Fig. 1.5), accompanied by a

considerable variation in the electron effective mass m∗ [20, 27]. At low nitrogen

content (.0.1%) a band anticrossing (BAC) model [20] is typically used to describe

the unusual band structure of dilute nitride alloys. Figure 1.5 illustrates how

successful is this model in describing data for the energy gap of GaAs1−xNx from

different experimental groups. The admixing and hybridisation of the extended

GaAs CB states with the localised single N-impurity levels splits the CB into

two subbands E− and E+ [28]. According to a two-level BAC model [20] the

dispersion relations of the two subbands are calculated as roots of the characteristic
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Figure 1.5: Energy gap, EG, of GaAs1−xNx as a function of nitrogen content, x, from
various reports. The solid curve is the result of fitting using the BAC model. Picture
reproduced from Ref. [4].

polynomial of the matrix

Â =




EN VMN

VMN EM(k)


 . (1.19)

Here EM(k) is the energy dispersion of pure GaAs, EN is the energy of the single

N-impurity level (EN 1.65 eV above the GaAs VB edge at T=4.2 K) and VMN =

CMN

√
x (CMN=2.7 eV [29]) is the N-content dependent matrix element describing

the strength of the interaction between the two sets of states. By solving the

secular equation

det(Â− EÎ) = 0, (1.20)
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where E is the energy dispersion of GaAs1−xNx and Î is the identity matrix, we

derive the dispersion relation for subbands E− and E+, i.e.:

E±(k) =
1

2

{
[EM(k) + EN ]±

√
[EM(k)− EN ]2 + 4V 2

MN

}
. (1.21)

Figure 1.6 shows the CB of GaAs1−xNx calculated using the BAC model with a

nitrogen concentration of 0.1% and T = 4.2 K. In addition to the reduction of

the CB minimum of GaAs1−xNx with respect to that of GaAs, this model predicts

the splitting of the CB into two subbands E− and E+ separated by a well defined

energy gap.

-0.2 -0.1 0.0 0.1 0.2
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2.1

k (π/a)

ε 
(e
V
)

E
M
 (GaAs)

E
N
 (N)

E
+

E_

0

Figure 1.6: Energy-wavevector relation for subbands E− and E+ of GaAs1−xNx cal-
culated according to a two-level BAC model for N-content of 0.1% and T = 4.2 K. The
normalised horizontal axes shows k as a fraction of the size of the first Brillouin zone of
GaAs (a is the lattice constant of GaAs).

To probe the energy dispersion of GaAs1−xNx and the validity of BAC model,

the magneto-tunelling spectroscopy (MTS) technique [30] was used with resonant

tunelling diodes (RTDs) containing a GaAs1−xNx layer in the intrinsic region [31].

In addition to the splitting of the CB and reduction of the CB minimum, these
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measurements also revealed the fragmentation of the band and a strong impurity-

like character of the states in the proximity of the N-level. Figure 1.7 shows

the energy dispersion of GaAs1−xNx with a nitrogen content of 0.1% as derived

using the MTS technique. The lighter areas correspond to the stronger band-like

character of the state. Thus, the states in the region of N-level are localised in

nature, whereas those with energies well above and below N-level possess Γ-like

character.
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1.9
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(e
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)

 

 

k (108 m-1)

N = 0.1%

Figure 1.7: Energy-wavevector relation in GaAs1−xNx extracted from MTS measure-
ments in RTDs with GaAs1−xNx, reproduced from Ref. [31]. The solid and dashed red
lines are guides to the eye showing the position of N-level and the E− and E+ subbands,
respectively.

Despite of its simplicity, the BAC model is able to describe successfully a

range of dilute nitride materials and fundamental properties such as the band

gap variation with N-content, pressure and temperature [32, 33, 34]. However,

at high N-concentrations, it fails in describing the N-content dependence of the

conduction band edge (CBE) electron effective mass [27]. The BAC model predicts

a monotonic enhancement of the CBE mass with increasing N. It provides a good
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estimate of the measured mass at very low N-compositions (x < 0.05%), but

significantly underestimates the mass in GaAs1−xNx for x > 0.1 %, and fails to

describe its non-monotonic dependence on N-content (see Fig. 1.8).
m
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0.06

Figure 1.8: Measured values of the electron effective mass as a function of the N-
concentration, x. Several untreated (full circles) and H-irradiated (full diamonds) sam-
ples are considered. Error bars indicate the uncertainty on the mass values (in some
case the uncertainty is within the symbol size). Open squares are the calculated effective
mass values, the dotted line is a guide to the eye. An abscissa axis break at x = 0.7 %
is introduced for ease of comparison. Picture reproduced from Ref. [27].

The weak point in the BAC model is that it does not explicitly consider

the admixing of the L-, X- and Γ-valleys caused by N-incorporation; nor does it

account for the formation of other N-related defects such as N-N pairs and higher

order clusters, whose energy levels lie above and below the CB minimum. These

states can act not only as efficient radiative recombination centres for excitons [35]

but also as free-carrier traps, thus profoundly affecting fundamental electronic

properties of the material, such as electron mobility and carrier concentration.

There are different approaches developed to describe the formation and effect of
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N-related defects and also to explain the duality, Γ-like and impurity-like, of the

N-induced states.

In the empirical pseudopotential model by Kent and Zunger, it is shown

that nearest-neighbour N-clusters produce bound states inside the band gap [22].

These are also observed by photoluminescence measurements [36, 37, 38]. In

particular, a family of [1,1,0] N-chains produces bound states that become in-

creasingly deep as each additional N-atom is added to the chain. In contrast, the

non-nearest-neighbour N-pairs usually give resonant states above the CB mini-

mum (see Fig. 1.9). In addition to the calculated energy levels of the isolated

N-atom and 1st to 6th order N-N pairs, Kent and Zunger give the fraction of Γ, L

and X character for each state.

FIG. 12. The energy levels of isolated N and N-N pairs in GaAs.
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Figure 1.9: The energy levels of isolated N-atom and N-N pairs in GaAs. The legend
indicates the orientation (e.g. [1,1,0]) of the pairs. The allowed (solid bar) or forbidden
(hollow bar) nature of transitions to the valence band is indicated and the Γ, L and X
character of each state is shown. Picture reproduced from Ref. [22].
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Although the pseudopotential model developed by Kent and Zunger provides

a good understanding of the unique type of alloy disorder induced by N and of

the nature (localised or delocalised) of the N-related states, this model does not

explicitly describe the ε(k) relation. The sharp N-related resonances of bound

states within the band continua break up the Bloch symmetry in the crystal making

impossible defining an energy-wevevector relation [39]. However, the definition of

ε(k) is an essential element for describing the electrical and optical properties of

devices based on dilute nitrides.
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Figure 1.10: (a) Calculated N-cluster-state energies and the CBE energy (thin line)
in a Ga500As478N13 supercell (i) before and (ii) after inclusion of interaction with CBE.
(b) Supercell band dispersion obtained by tight-binding (dots) and LCINS (solid lines)
methods. Picture reproduced from Ref. [26].

In the linear combination of isolated nitrogen resonant states (LCINS) model

[26], Lindsay and O’Reilly propose an alternative approach to the description of

GaAs1−xNx. They extend the BAC model to include the interaction between

the GaAs Γ-states and the full range of N-related levels present in the alloy. This
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model describes the energy levels of isolated N-impurities, N-N pairs and N-clusters

and the strength of their interaction with the host Γ-states. It gives a detailed

picture of how the electronic properties of GaAs1−xNx are affected at different N-

concentrations and present a useful description of the CB minimum. Figure 1.10(a)

shows the calculated N-cluster energy states and the CBE energy before and after

inclusion of interaction of the N-related states with the Bloch states of GaAs. Also,

Fig. 1.10(b) shows that the energy dispersions obtained by the LCINS model are

in good agreement with those obtained by a tight-binding method.

The N-concentrations considered in this thesis are relatively low (< 0.4%).

This allows us to use a simple two-level BAC model in our analysis of the electron

dynamics. The BAC model gives a convenient definition of the energy-wavevector

dispersion, which is of particular importance when transport properties and hot

electron phenomena are investigated.

1.5.2 Hot electron dynamics and negative differential con-

ductance

The BAC model predicts highly non-parabolic ε(k) dispersions for the E− and

E+ subbands, see Fig. 1.11(a). Of particular interest is the presence of an energy

gap between E− and E+ and the unusual form of the lower energy subband E−.

This electronic band structure affects the electron dynamics. The k-dependence

of the group velocity vg=~−1(∂ε/∂k) is shown in Fig. 1.11(b). At a k-value, ki,

corresponding to the inflection point in the E− subband, εth, there is a peak in

the group velocity. The second derivative electron effective mass is positive and

increases with k for ε < εth. However, at the inflection point it changes its sign

resulting in negative effective mass (Fig. 1.11(c)).
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Figure 1.11: (a) Energy-wavevector rela-
tion for subbands E− and E+ of GaAs1−xNx

calculated according to a two-level BAC
model using N-content of 0.1% and T = 4.2
K. εth is the electron energy at the inflec-
tion point and ∆ is the width of the E−
subband. (b) k-dependence of the group ve-
locity (vg=~−1(∂ε/∂k)) for electrons in the
E− subband. (c) Energy dependence of the
electron effective mass, m∗=~2(∂2ε/∂k2)−1,
normalised to the free-electron mass, me.

Under an applied electric field, F , electrons can gain sufficient energy to

approach the energy of the N-level, thus causing a strong NDC effect [40]. The

motion of the conduction electrons in GaAs1−xNx can be described by a semiclas-

sical model [11, 40, 41]. The time evolution of the average electron energy, ε, and

electron drift velocity, vd, is derived from the dynamical balance equations:

dvd

dt
=

qF

m∗(ε)
− rvvd (1.22)
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dε

dt
= qFvd − riε, (1.23)

where q(=-e) is the electronic charge, rv = ri + re is the relaxation rate of the

velocity, which includes the energy relaxation rate, ri, and the elastic scattering

rate, re. The energy-dependent electron effective mass, m∗(ε), is derived from

the form of the E−(k) dispersion given by the BAC model [20]. The steady state

solution of Eqs.1.22 and 1.23 leads to

vd = riε/qF (1.24)

and

ε = (qF )2/m∗(ε)rvri, (1.25)

from which the vd(F ) dependence can be numerically obtained.

As shown in Fig. 1.11(c), the average electron energy ε is always smaller than

εth. For ε < εth the effective mass can be approximated by

m∗(ε) = m∗(0)/(1− ε/εth), (1.26)

which leads to the analytical form of vd(F ),

vd(F ) =
µF

1 + (F/FC)2
. (1.27)

Here µ = em∗(0)−1r−1
v is the low-field mobility, and
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FC = pN(rvri)
1/2(1 + D)1/4/2e, (1.28)

is the critical field for NDV corresponding to a peak in the drift velocity

vM
d = pN(ri/rv)

1/2(1 +
√

1 + D)/8m(1 + D)1/4. (1.29)

Here pN=
√

2m∆N , where ∆N is the energy position of the N-level relative to the

conduction band minimum of GaAs (∆N=0.13 eV), m is the electron effective

mass of GaAs at k=0, D=4V 2
MN/∆2

N and VMN = CMN

√
x (CMN=2.7 eV) is the

coupling matrix element between the N-level and the conduction band states of

GaAs within the BAC model.

In contrast to the NDC observed in Gunn diodes, which involves intervalley

transfer of electrons, the NDC in GaAs1−xNx has a different physical origin. It is

a result of the formation of a fully developed energy gap in the CB of the host

GaAs crystal and involves electrons being accelerated in the highly non-parabolic

E− subband of GaAs1−xNx.



Chapter 2

Samples and experimental setup

This chapter describes the samples, experimental techniques and test equipment

used to obtain the results presented in this thesis. It starts with a description

of the sample design and the device processing; it continues with a discussion

of electrical measurements at different temperatures and in the presence of an

applied dc and/or ac electromagnetic field. Finally, along with the magneto-

cryostat facilities and related equipment, a detailed description is given to facilities

for experiments with high-frequency (terahertz) electromagnetic radiation. During

my PhD course I have contributed to the installation and development of these

facilities.

2.1 Sample growth and processing

We used three different series of samples based on GaAs1−xNx, all grown by

molecular-beam epitaxy (MBE). For the magneto-transport dc studies and for

high-frequency ac measurements, we studied a series of “vertical” diodes based on

26
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GaAs/GaAs1−xNx/GaAs heterostructures. For electron mobility and carrier con-

centration measurements by the Hall effect, we used modulation-doped GaAs1−xNx

quantum well heterostructures and n-doped GaAs1−xNx epilayers. The following

sections give details of each type of structure.

2.1.1 Vertical GaAs/GaAs1−xNx/GaAs diodes

The first series of samples (Series A) consists of an n+-n-n+ silicon (Si)-doped

GaAs/GaAs1−xNx/GaAs heterostructure, grown on an n+ (100)-oriented GaAs

substrate (Fig. 2.1). The layer structure is as follows: 0.2-µm-thick n+ GaAs

layer, an n-type GaAs1−xNx layer (x=0.1%) of thickness L and a 0.5-µm-thick

n+ GaAs cap layer. The length L and the Si doping of the GaAs1−xNx layer are

summarised in Table 2.1.

n+ GaAs

nGaAs1-xNx
x=0.1%
n+ GaAs

n+ GaAs substrate

V

V

(a) (b)

50 µm

Figure 2.1: Schematic of the vertical devices. Two types of devices are shown - vertical
(a) and thin planar diodes (b). The insets show photographs of the devices.

All devices were fabricated from semiconductor wafers grown at the EPSRC

National Centre for III-V Technologies in Sheffield. Two types of processing were

used. For electrical measurements, the samples were processed into circular mesas
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Table 2.1: Details of samples A

Sample Number L (µm) Si doping (m−3)
VN456 0.6 1×1023

VN680 1 1×1024

VN681 1 1×1023

VN682 0.1 1×1024

VN683 0.1 1×1023

of diameter 5-100 µm with top and bottom electrical contacts (see Fig. 2.1(a)).

In this work, we define the positive bias as applied to the top contact. To make

ohmic contacts on both the substrate and surface sides, an InGe/Au alloy was

deposited in a thermal evaporator and annealed at 420 ◦C. For high-frequency

detection experiments, we fabricated thin planar diodes (Fig. 2.1(b)). While the

electrical mesa device fabrication is a rather conventional process, the fabrication

of thin planar diodes for high-frequency operation requires a different approach

[42, 43]. These devices were fabricated by Yuriy Blyashko at the Institute of

Electronic Measurements “Kvarz” in Nizhny Novgorod, Russia under the Royal

Society (UK) International Joint Project between The University of Nottingham

and The Institute of Applied Physics of the Russian Academy of Sciences in Nizhny

Novgorod.

2.1.2 n-doped GaAs1−xNx epilayers

The second series of samples (Series B) is based on n-doped GaAs1−xNx epilayers.

These samples consist of a thick (1 µm) Si-doped (Si: 1×1023 m−3) GaAs1−xNx

epilayer grown on a semi-insulating (SI) GaAs substrate with a thin (50 nm) buffer

GaAs layer between them (see Fig. 2.2(a)). The N-content in GaAs1−xNx epilayer

varies from 0 to 1%. Table 2.2 summarises the properties of these layers. The
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samples were processed into Hall bars (Fig. 2.2(b)) and into small planar diodes

(Fig. 2.2(c)) using a standard wet etch technique. As shown in Fig. 2.2(c), in the

planar diodes the GaAs1−xNx channel between the two electrodes has length, L,

and width, W , both less than 100 µm.

L

W

20µm

(b) (c)

V

n GaAs1-xNx

SI GaAs substrate

GaAs buffer

500µm

(a)

Figure 2.2: (a) Sketch of the growth sequence of GaAs1−xNx epilayers. The GaAs1−xNx

epilayer has a Si-concentration of 1×1023 m−3 and N-content x=0, 0.1, 0.2, 0.4 and 1 %.
Photograph of the chip surface showing processing into Hall bars (b) and into rectangular
mesas (c) with length, L, and width, W .

Table 2.2: Details of samples B

Sample Number x (%) Si doping (m−3)
VN459 0.1 1×1023

VN460 0.2 1×1023

VN461 0.4 1×1023

VN462 1 1×1023

VN463 0 1×1023

To investigate how the electron mobility is affected by the N-content in

other III-N-V compounds, a set of InP1−xNx and InAs1−xNx epilayers was also

grown. The InP1−xNx samples consist of a thick (1 µm) Si-doped (Si=1×1023

m−3) InP1−xNx epilayer grown on a SI Fe-doped InP substrate and a 50-nm-thick
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undoped InP buffer layer in between, see Table 2.3. The samples were processed

into Hall bars to carry out Hall mobility measurements. All the GaAs1−xNx and

InP1−xNx epilayers were fabricated from semiconductor wafers grown at the EP-

SRC National Centre for III-V Technologies in Sheffield.

Table 2.3: Details of the InP1−xNx epilayers

Sample Number x (%) Si doping (m−3)
VN1222 0.1 1×1023

VN1223 0 1×1023

The InAs1−xNx samples consist of an InAs1−xNx epilayer grown on a SI GaAs

substrate. Table 2.4 summarises the growth details of these samples. The samples

were processed into Hall bars. All devices were fabricated at the Mid-Infrared

Optoelectronics Research Group at Lancaster University.

Table 2.4: Details of the InAs1−xNx epilayers

Sample Number InAs1−xNx layer thickness (µm) x (%)
A0276 1.5 0
A0285 0.9 0.4
A0282 0.8 0.6

2.1.3 Modulation-doped GaAs1−xNx heterostructures

The third series of samples (Series C) consists of a set of modulation-doped samples

based on GaAs1−xNx quantum wells. These samples were grown on a SI (100)-

oriented GaAs substrate with N-content of 0, 0.1 and 0.4 %. Table 2.5 describes

the layer structure of these samples.
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Table 2.5: Details of samples C

Layer Thickness Si doping N-content, x (%)
material (Å) (m−3) VN475 VN476 VN477
GaAs 100 undoped

Al0.33Ga0.67As 300 2×1024

Al0.33Ga0.67As 50 undoped
GaAs 10 undoped

GaAs1−xNx 100 undoped 0.1 0.4 0
GaAs 10 undoped

Al0.33Ga0.67As 500 undoped
GaAs 20000 undoped

In the modulation-doped heterostructures, the Si dopant is physically sep-

arated from the active GaAs1−xNx layer, thus allowing high values of electron

mobility to be achieved. To carry out transport measurements, the modulation-

doped samples were processed into Hall bars using a standard wet etch technique.

All devices were fabricated from semiconductor wafers grown at the EPSRC Na-

tional Centre for III-V Technologies in Sheffield.

2.1.4 GaAs/AlAs superlattices

For the comparison studies of the THz response in different systems with NDC

(see Chapter 6), we used a series of devices based on GaAs/AlAs superlattice

(SL). They were grown by MBE on (100)-oriented Si-doped n-type (1024 m−3)

GaAs substrate. The samples contain 15 SL periods, which are separated from

two heavily n-doped GaAs contacts by Si-doped Al0.03Ga0.97As layers of width 30

nm and doping concentration of 2×1022 m−3. A SL unit cell is formed by 2.5 nm

of Al0.3Ga0.7As and 10 nm of GaAs doped with Si at 1.8×1022 m−3. The samples

were processed into circular mesa devices of diameter 10 µm, with Ohmic contacts

to the substrate and top capping layer.
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2.2 Electrical measurements

Figure 2.3 shows 4-terminal circuit diagram for the current-voltage I(V ) measure-

ments. The device was mounted on a sample probe and connected to a voltage

source by coaxial cables. The voltage drop on the sample was measured by a

voltmeter. The whole measuring process was controlled by a PC with a software

program written in LabVIEW.
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Figure 2.3: Standard 4-terminal circuit for measuring I(V ) characteristics.

2.3 High-frequency facilities and experiments

When a sample with non-linear I(V ) characteristic is subject to an high-frequency

electromagnetic field, a variety of ac phenomena can be observed. These include

photo-induced change in dc conductivity and harmonic generation of ac current.

To analyse these effects, different types of high-frequency experiments were carried

out. The setup consists of Backward Wave Oscillators (BWOs) as sources of

THz radiation, a detector of high-frequency signals (Ge bolometer) and additional
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electronics specially designed to work at THz frequencies. To analyse sub-THz

current signals, a frequency down conversion (heterodyning) technique [44] was

used.

2.3.1 Heterodyning and harmonic generation of an ac signal

In telecommunications, physics, and radio astronomy, heterodyning is a process

of generation of new frequencies by mixing two or more signals in a non-linear

device such as a vacuum tube, transistor, diode mixer, Josephson junction or

bolometer. The mixing of two frequencies, f1 and f2, results in the generation of

new frequencies, f±=nf1±mf2 (n, m-number of harmonic). The lower frequency,

f−, is sometimes referred to as a beat note or intermediate frequency [45, 46]. The

beat note signal can be much lower than the frequencies mixed and could be easily

analysed by means of conventional radioelectronics.

Two generators of high-frequency signals (Hewlett Packard model number,

HP83711B) covering the frequency range 1 to 20 GHz with resolution of 1 kHz and

a Maximum Leveled Output Power of +11 dBm with ±1.0 dB accuracy, were used

as highly stable narrow spectrum signal sources in the heterodyne measurement

setup. Additional electronic devices such as a Spectrum analyser, High-frequency

amplifiers, I(V ) curve tracer, lock-in amplifiers, diplexers and filters were also used

in the experiments.

Figure 2.4 sketches the experimental setup for measuring harmonic genera-

tion of ac current when using a GaAs1−xNx diode as a mixer of high-frequency

signals.
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Figure 2.4: Schematic of the heterodyne method in which a GaAs1−xNx diode is used
as a mixer of high-frequency signals.

2.3.2 High-frequency detection experiments

For the high-frequency detection experiments, we used three BWOs operating at

different frequencies in the range of 0.1 to 0.7 THz and powers in the range 1 to

50 mW.

A BWO is a tunable source of coherent sub-mm radiation. This microwave

device is based on the interaction of an electron beam and an electromagnetic

field and exploits the so-called Cherenkov effect [47, 48]. Cherenkov radiation

occurs when electrons move in a medium with a refractive index n>1, and the

electron velocity, v, is greater than the phase velocity of the electromagnetic waves,

vph=c/n, where c is the speed of light in vacuum. This radiation process can occur

only when the refractive index is large enough, i.e. n>c/v.

Slow waves, i.e., waves with vph<c, may also exist in periodic structures,

where, in accordance with the Floquet theorem, an electromagnetic wave can

be represented as the superposition of spatial harmonics E=e−iωt
∑

+∞
l=−∞Aleikzlz
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with axial wave numbers kzl=kz0+2πl/d. Here ω is the angular frequency of the

radiation, d is the spatial period, l is the harmonic number, kz0 is the wave number

of the zeroth-order spatial harmonic (-π/d<kz0<π/d), and the coefficients Al are

determined by the shape of the structure. Electromagnetic radiation from electrons

in a periodic slow-wave structure is known as Smith-Purcell radiation and it can

be considered as a type of Cherenkov radiation.

backward waveforward wave

uniform axial  magnetic field

d

electron beam

output guide

slow-wave periodic structure

cutoff guide

cathode

propagation constant (k
z
d/ )

0 1 2 3-1

        BWO 
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z
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(a)

(b)

Figure 2.5: (a) Schematic of a BWO. (b) Dispersion curve for slow-wave structure [49].

The principle of operation of the BWO is illustrated in Fig. 2.5. The

schematic of the device (Fig. 2.5(a)) shows the electron beam, guided by an exter-

nal magnetic field, passing through a periodic rippled-wall structure. Figure 2.5(b)
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represents the corresponding dispersion diagrams, i.e., the dependence of the wave

frequency on its axial wave number, in a slow-wave structure with period d. The

dashed line, ω=kzc, represents the boundary between regions of fast (vph=ω/kz>c)

and slow (vph<c) waves. The passband is the frequency band ranging from the

lower frequency (the cutoff frequency at points kz=0, 2π/d,...) and the upper

frequency (at the points kz=π/d, 3π/d,...).

The operating frequency of the BWO is determined by the intersection of

the dispersion curve with the beam line ω=kzvz (see Fig. 2.5(b)), corresponding

to the Cherenkov synchronism condition, vph=vz. The BWO operates in regions

where the group velocity, dω/dk, is negative (π/d<kz<2π/d, etc.) and amplifies

backward waves which propagate in the opposite direction as the electron beam,

thus providing an internal feedback mechanism.

An essential characteristic of the BWO as a microwave source is its electri-

cal tunability over a wide frequency range. By changing the operating voltage

(electron velocity) and/or the periodic length d, one can move the point of inter-

section of the electron dispersion with the dispersion of the electromagnetic field

(Fig. 2.5), thus providing a means of frequency tuning.

The schematic of the high-frequency detection experiment with BWOs is

shown in Fig. 2.6. The measurements were performed in an Oxford Instruments

continuous gas flow optical cryostat. To cool the system, helium (He) gas is drawn

from a Dewar vessel of liquid He through a transfer tube by a pump. A heater

and a rhodium-iron (RhFe) thermistor, mounted inside the cryostat on the path

of the He gas, are used to control the temperature with an Oxford Instruments

temperature controller. This enables the temperature to be varied between 4-300

K with a 50 mK accuracy. The optical access to the sample is provided by a quartz

window, sealed with indium (In) to maintain the vacuum shield insulation between
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Figure 2.6: Schematic of the measuring setup used to detect the “photocurrent” induced
by excitation of the sample with THz radiation from a BWO source.

the sample space and outer casing. The sample was mounted on a sample probe

with electrical plug to connect to auxiliary test equipment. When the sample, kept

at low temperature in the optical cryostat, is excited with sub-THz electromagnetic

waves from the BWO, a dc current is induced in the circuit. To extract and record

the “photo”-induced component of the current, ∆ITHz, a standard lock-in technique

with chopping frequency of the order of 100 Hz and dc decoupling capacitor were

used.

2.4 Low-temperature magneto-transport measure-

ments

The low-temperature transport measurements in high magnetic field were per-

formed in magneto-cryostats. A 4He Cryogenic Ltd cryostat with a supercon-

ducting magnet (Fig. 2.7), capable of providing a field up to 14 T and a stable

temperature from 2 to 300 K, was used. The system uses a superconducting
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high-field solenoid immersed in a bath of liquid He. A continuous He-flow variable

temperature insert allows stable temperatures to be achieved in the 2-300 K range.

Main He bath

Superconducting 
magnet

Needle valve

Heater

To external 
vacuum

Sample probe

Sample

Outer vacuum 
chamber 

Electrical/optical connections to sample

Inner vacuum 
chamber

Figure 2.7: Sketch of Cryogenic magneto-cryostat.

Similar to the optical cryostat described in the previous section, an external vac-

uum pump is used to draw liquid He from the main bath into the sample space via

a needle valve and a heat exchanger. The actual temperature is controlled using a

RhFe thermometer mounted in the sample space and a resistive heater, adjacent

to the sample space, providing electronic feedback. The sample was inserted into

the bore of the cryostat on a specially designed sample probe, allowing accurate

positioning of the sample within the volume of an homogenous magnetic field and

also providing rotational freedom for different sample orientations in relation to

the magnetic field axis.
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In order to obtain higher magnetic fields up to 23 T, we used a water cooled

resistive magnet at the Grenoble High Magnetic Field Laboratory (France). For

even higher magnetic fields up to 50 T, we carried out experiments using a non-

destructive pulsed (∼ 40 ms) magnet at the Leibniz Institute for Solid State and

Materials Research Dresden (Germany).
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Hall mobility in III-N-V compounds

In this chapter we examine the electron mobility in dilute nitride alloys. Trans-

port measurements on a series of devices based on GaAs1−xNx, InP1−xNx and

InAs1−xNx Hall bars, reveal a strong dependence of the Hall mobility and free-

electron density on N-content. The observed strong reduction of these param-

eters at high N-concentrations (x > 0.2%) suggests trapping of electrons onto

defect states, whilst in the ultra-dilute regime (x ∼ 0.1%) the electronic trans-

port is mainly via extended states. Sections 3.1 and 3.2 review the basic theory

of magneto-transport in semiconductors and describe the origin of classical Hall

effect. In the last section we present our experimental results of Hall mobility

measurements on GaAs1−xNx, InP1−xNx and InAs1−xNx based Hall bars.

3.1 Magnetoconductivity tensor

The simple representation of electrical conductivity (1.17) as a constant of propor-

tionality between the current density, j, and the electric field, F, is a special case

40
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of a more general description of the second-rank conductivity tensor σ̂ defined as

j = σ̂ · F. (3.1)

For the case of an isotropic CB, σ̂ is a diagonal tensor with all diagonal elements

given by

σ = enµ = ne2τ/m∗, (3.2)

where n is the electron density, µ = eτ/m∗ is the electron mobility, τ is the

scattering time and m∗ is the effective mass of the electron. However, if the

magnetic field is present, the conductivity tensor contains off-diagonal elements

that are linearly dependent on the magnetic field and can be used to study an

important phenomenon known as the Hall effect.

We consider an infinite, cubic and nonmagnetic crystal with a magnetic field,

B, applied along the z axis and an electric field, F, applied in the xy plane. Within

the quasi-classical approach, the equation of motion for the electrons is given by

Eq.1.15. Under steady-state conditions k̇ = 0 and Eq.1.15 can be written as

m∗

τ
vd = −e(F + vd ×B), (3.3)

where vd is the electron drift velocity. By using the Eqs.1.13 and 1.16 we can write

the components of the current density as

jx =
1

1 + (ωCτ)2
σ(Fx − ωCτFy), (3.4)

jy =
1

1 + (ωCτ)2
σ(Fy + ωCτFx), (3.5)

jz = σFx, (3.6)
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and the magnetoconductivity tensor σ̂(B) as

σ̂ =
σ

1 + (ωCτ)2




1 −ωCτ 0

ωCτ 1 0

0 0 1 + (ωCτ)2




=
enµ

1 + (µB)2




1 −µB 0

µB 1 0

0 0 1 + (µB)2




. (3.7)

Eq.3.7 reveals that the effect of the magnetic field on the charge transport

is twofold. First, the transverse conductivity, σxx, is decreased by a factor [1 +

(µB)2]. The corresponding increase in the resistance induced by a magnetic field,

known as magnetoresistance, is proportional to B2 for small values of B. Second,

the magnetic field induces a current perpendicular to the applied electric field,

resulting in non-zero off-diagonal elements in the conductivity tensor. These are

linearly proportional to the magnetic field and give rise to the Hall effect, which

is a useful phenomenon to investigate fundamental transport properties, including

electron mobility and carrier concentration [10, 50].

3.2 Hall effect

Figure 3.1 demonstrates the geometry of a typical Hall effect. A magnetic field

directed along the z-axis causes the electrons to drift in the y direction due to the

action of the Lorentz force. As a result, electrons tend to pile up on one side of

the sample and create a transverse electric field Fy, which cancels the effect of the
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Figure 3.1: Geometry for Hall effect measurement in 3-Dimensional electron sysytem.

Lorentz force. By introducing electrical resistivity as

ρ̂ = σ̂−1 (3.8)

and using Eq. 3.7, for the geometry shown in Fig. 3.1, we note that

ρxx =
σxx

σ2
xx + σ2

xy

=
1

σ
(3.9)

is independent of B. In a typical Hall effect experiment (Fig. 3.1), ρxx is determined

as

ρxx =
Vx

Ix

. (3.10)

Under steady-state condition jy = 0 and Eqs.3.4 and 3.5 take the form

jx = σFx (3.11)

and

Fy = −µBzFx. (3.12)
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The measured quantity in this experiment is Fy while jx and Bz are externally

controlled parameters. The Hall coefficient is defined as

RH =
Fy

jxBz

, (3.13)

and combining Eqs.3.11 and 3.12, it is possible to determine the electron density

and the electron mobility using

RH = − 1

ne
(3.14)

and

µ = |RH |σ. (3.15)

3.3 Hall mobility in dilute nitrides

To assess the feasibility of using III-N-V compounds in electronic devices, we in-

vestigated the electronic transport properties of a series of heterostructure devices

based on GaAs1−xNx, InP1−xNx and InAs1−xNx. Transport measurements on Hall

bars revealed a strong dependence of the electron mobility on N-concentration.

As the mobility is a parameter that depends on elastic and inelastic scattering

processes, these measurements provide a means of assessing the disorder induced

by N into the host crystal.

Figure 3.2(a) shows the dependence of the measured Hall mobility and carrier

concentration on x in n-doped GaAs1−xNx epilayers (samples B). In the ultra-

dilute regime (x ∼ 0.1 %) the free-carriers concentration is almost independent of

x and is close to the nominal value of 1×1023 m−3. However, for x > 0.2%, the

free-electron concentration rapidly drops to a value of n ∼ 4×1021 m−3 which is
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Figure 3.2: (a) x-dependence of the measured Hall mobility (left scale) and carrier
concentration (right scale) for n-doped GaAs1−xNx epilayers at T=293 K (samples B).
The solid lines are guides to the eye. (b) x-dependence of Hall mobility. Full dot symbols
refer to n-doped GaAs1−xNx epilayers from this work. Circles, squares and triangles are
taken from Refs.[51], [52] and [53], respectively.

considerably smaller than the nominal value. The carrier concentration becomes

even smaller as the temperature is decreased. For x=1 %, n=1.5×1018 m−3 at

T=77 K and n=4×1021 m−3 at T=293 K. This suggests trap densities as high

as 1×1023 m−3. The strong reduction of the free-electron density, observed in our

samples at x > 0.2% and at room temperature suggests that at high N-content the

electronic transport is largely governed by trapping of electrons onto deep localised

states. In the ultra-dilute regime these deep localised states play a minor role in

the electronic conduction.

The strong reduction of the free-electron density is a clear manifestation of

the degradation of the crystal quality and electrical properties of GaAs1−xNx due

to the emergence of crystal defects. However, this effect does not entirely correlate

with the measured decrease of the Hall mobility. The N-induced quenching of the

Hall mobility is observed even in the ultra-dilute regime and tends to saturate to
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a value of 0.03 m2V−1s−1 at x > 0.2%. The decrease of mobility with increasing

N-content was also reported by other groups (see Fig. 3.2(b)) [51, 52, 53] and is

caused by the strong alloy disorder induced by N. A similar effect was also observed

in other alloys.
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Figure 3.3: N-content dependence of measured (symbols) room temperature Hall mo-
bility for n-doped GaAs1−xNx, InAs1−xNx and InP1−xNx epilayers. The solid and dotted
lines are the calculated N-content mobility dependencies for InAs1−xNx and GaAs1−xNx,
respectively, according to the two-level BAC model [54].

Figure 3.3 shows the dependence of the Hall mobility on N-content at room

temperature for three different III-N-V systems, GaAs1−xNx (samples B), InP1−xNx

(n-doped InP1−xNx epilayers) and InAs1−xNx (n-doped InAs1−xNx epilayers). The

symbols in the graph are the measured Hall mobility values. The lines are the cal-

culated N-content dependencies of the electron mobility according to a two-level

BAC model. According to this model, the electron mobility is limited by electron
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scattering by a random distribution of N-atoms [54] and is given by:

µ−1 =

√
3m∗kBT

e
π

(
m∗

2π~2

)2 (
dEc

dx

)2

a3x, (3.16)

where x is the fractional N-content, kB is the Boltzmann constant, m∗ is the

electron effective mass in the alloy at k=0, a is the host material lattice constant

and Ec is the energy of the conduction band edge (CBE). By using the two-

level BAC model to calculate dEc/dx and m∗ and BAC model parameters for

GaAs1−xNx and InAs1−xNx from Ref.[32], we find that Eq.3.16 gives qualitatively

similar (for x ∼ 0.1 %) theoretical x-dependencies for µ to those obtained from our

experimental data. Additional scattering mechanisms, such as electron scattering

by long-range potential fluctuations of the GaAs1−xNx due to alloy disorder and/or

N-related defects, not considered in the model given by Eq.3.16, could account for

the discrepancy between the data and the theoretical curve at higher N-content.

Increasing the amount of N increases the probability of alloy fluctuations and

formation of N-clusters with strongly localised levels. These can trap carriers

and act as ionised impurity scattering centres [51]. An improved description of

the mobility is obtained by considering electron scattering by the resonant energy

levels of N-N pairs [55]. This resonant scattering model predicts µ=0.06 m2V−1s−1

for x= 1% in good agreement with the experimental value (µ=0.04 m2V−1s−1 at

T=293 K) [56].

Figure 3.3 also reveals a significant difference between the mobility values

for GaAs1−xNx, InP1−xNx and InAs1−xNx. The InAs1−xNx samples show a weaker

dependence of µ on x: the mobility remains relatively high, 0.62 m2V−1s−1, even

at x=0.6 % (T=293 K). In this small gap material, N-impurities and N-N pairs

are located at higher energies in the CB than in GaAs1−xNx and InP1−xNx. As
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a result, the perturbation of the InAs CB by N and the strength of resonant

scattering is weaker.

The rapid decrease of the Hall mobility in GaAs1−xNx at N-contents higher

than 0.2 % is a clear manifestation of the degradation of the crystal quality due

to the emergence of N-related defects. This results in a strong suppression of the

electronic conduction due to freezing of electrons onto deep crystal defects levels.

At low x (< 0.2 %) these defects does not affect the transport properties. This

can be seen from the good agreement between measured Hall mobilities and the

two-level BAC model calculated values (see Fig. 3.3). In the next chapter, we will

focus on the ultra-dilute (x ∼ 0.1 %) regime and on the high-field transport.



Chapter 4

Negative differential conductance in

bulk GaAs1−xNx

As discussed in Section 1.5, the unique energy dispersion of GaAs1−xNx gives rise to

a novel type of negative differential velocity (NDV) effect and a region of negative

differential conductance (NDC) in the current-voltage characteristics, I(V ). The

NDC in GaAs1−xNx is a bulk effect and is different from the NDC observed in

Gunn structures. In this chapter we investigate this phenomenon in detail. We

show how the NDC in GaAs1−xNx is affected by temperature, light illumination,

carrier concentration, N-content and length of the conducting channel.

49
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4.1 I(V ) characteristics and negative differential

conductance

4.1.1 Modelling current-voltage characteristics

Figure 4.1 shows the I(V ) characteristic at T=4.2 K for an n+-n-n+ GaAs1−xNx

diode (sample VN456). The current increases monotonically with increasing V up

to a critical value, VC , corresponding to the maximum in the current (see inset in

Fig. 4.1). Beyond VC , the current decreases as V is increased, resulting in NDC.

Also, in the bias region of NDC the current exhibits an oscillatory V -dependence.
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Figure 4.1: I(V ) characteristic of device VN456 at T=4.2 K and B=0 T. The contin-
uous red line is the calculated I(V ) curve, given by the sum of two contributions to the
current, i.e. the current due to free-carriers (dashed line) and space charge injected from
the electron emitter layer (dotted line). Inset: I(V ) curve around VC .
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The NDC is due to a NDV effect, i.e. the decrease of the electron drift

velocity, vd, with increasing electric field, F , above the threshold electric field

FC . Here FC is defined as FC=VC/L, where L=0.6 µm is the thickness of the

GaAs1−xNx layer.

At low F , the average scattering time, τ , is smaller than the time, τ̃=~ki/eF ,

required for a ballistic electron to reach the inflection point, ki≈4×108 m−1 of

the ε(k) curve at which the group velocity, vg=~−1(∂ε/∂k), has a maximum (see

Fig. 1.6(b)). Hence, the conduction electrons remain within a range of k-values

in which the velocity increases with increasing k. Therefore, an increase of F

leads to an increase of vd. In contrast, for electric fields larger than FC , τ̃ < τ and

electrons can reach the region of k>ki for which an increase of k decreases the drift

velocity. The NDV arises from the dynamical balance between the acceleration of

electrons towards the energy of the N-level and the relaxation of electron energy

and momentum by scattering processes.

In a previous work [40], it was shown that the vd(F ) curve in GaAs1−xNx

can be described by the simple relation,

vd(F ) =
µF

1 + (F/FC)2
, (4.1)

where µ is the low-field mobility and

FC ≈ ~kir/e. (4.2)

Here

r =
√

ri(re + ri) (4.3)

is an average scattering rate, which includes the inelastic scattering rate, ri, and
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the elastic scattering rate, re. For a detailed derivation of the vd(F ) dependence

in GaAs1−xNx, using a semiclassical model, see Section 1.5.2.

Here we use the form of the vd(F ) curve to describe the measured I(V ). As

shown in Fig. 4.1, the I(V ) data are well described by the sum (continuous line)

of two contributions to the current, I1(V ) and I2(V ): I1(V ) (dashed line), which

dominates at low bias, is due to the “background” free-electron density, n0, in the

GaAs1−xNx layer; I2(V ) (dotted line) is due to the space charge current arising

from the additional electrons, with density ns, injected into the GaAs1−xNx from

the negatively biased n+ GaAs-emitter layer.

The I1(V ) curve is derived from the relations

V = FL (4.4)

and

J = n0evd, (4.5)

where J is the current density. I2(V ) curve is calculated by solving the continuity

equation, J=nsevd, and Poisson’s equation using the functional form of vd(F ).

The explicit forms of the two current contributions are derived in Appendix A.

We obtain the best fit to the data by setting µ=0.17 m2V−1s−1 and n0=2×1021

m−3. This value of µ is fully consistent with that obtained from independent Hall

measurements on modulation-doped GaAs1−xNx quantum wells with the same N-

content as in our sample (µ=0.20 m2V−1s−1 at T=2 K) [51]. The value of µ is

small compared to that for pure GaAs due to the strong elastic scattering by the

randomly distributed and highly electronegative N-atoms [55, 57].
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4.1.2 Effect of channel length

As shown in Fig. 4.2(a), the I(V ) characteristics depend on the length of the

GaAs1−xNx channel. The NDC is observed in samples VN456 and VN681 with

L=0.6 and 1 µm, respectively, but is quenched in VN683 with L=0.1 µm. This

result can be explained by noticing that space charge effects become stronger with

decreasing L.

We estimate the density of injected carriers, ns, by describing the GaAs1−xNx

diode as a parallel-plate capacitor. The value of ns at the threshold voltage, VC ,

for NDC is given by

ns =
εVC

eL2
, (4.6)

where ε is the permittivity of GaAs. We find that ns=7×1015, 0.2×1015 and

0.1×1021 m−3 for L=0.1, 0.6 and 1 µm, respectively. Since the background free-

electron density is n0=2×1021 m−3 (determined from the analysis of the I(V )

characteristic of sample VN456, see Section 4.1.1), for the device with L=0.1

µm, ns>n0 and therefore the current is governed mainly by the space charge.

Increasing the length of the GaAs1−xNx channel results in a smaller contribution

of space charge to the current thus making the NDC more pronounced.

Figure 4.2(b) shows the I(V ) characteristics for a series of samples with dif-

ferent channel lengths, L, from 0.1 µm to 1 µm, calculated using the semiclassical

model described in Section 4.1.1. A good agreement between the experimental

data and the theoretical curves is found.
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Figure 4.2: (a) Measured low-temperature (T=4.2 K) I(V ) characteristics of samples
VN683, VN456 and VN681 with L=0.1 µm (red line), L=0.6 µm (green line) and L=1
µm (blue line), respectively. All samples consist of circular electrical mesa with diameter
d= 20 µm. (b) Calculated I(V ) curves for GaAs1−xNx with L=0.1-1 µm in steps of 0.1
µm. The curves for L=0.1 µm (red line), L=0.6 µm (green line) and L=1 µm (blue line)
are highlighted.

4.1.3 NDC and Si doping

As part of the device characterisation, I(V ) characteristics of samples with differ-

ent Si doping in the GaAs1−xNx layer (Si=1×1023 m−3 and Si=1×1024 m−3) were

studied, i.e., VN456 (L=0.6 µm, Si=1×1023 m−3), VN680 (L=1 µm, Si=1×1024

m−3) and VN682 (L=0.1 µm, Si=1×1024 m−3). We observed NDC effects only

in samples with Si-concentration of 1×1023 m−3. The absence of NDC for high

Si doping is likely to be due to the degradation of the crystal quality and elec-

tron mobility by strong electron scattering by Si donors and formation of Si-N

complexes that are known to form in Si-doped GaAs1−xNx [50].
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4.1.4 Temperature dependence of the NDC

Figure 4.3(a) shows the I(V ) curves of device VN456 at different temperatures.

The I(V ) curves are Ohmic at low bias, followed by a sublinear V dependence of

the current or a region of NDC. At low T (4 - 30 K) and high bias, the current

is almost independent of V over a wide range of applied biases1 (see inset in

Fig. 4.3(a)). It is also observed that the low-bias conductance for all the I(V )

curves is independent of temperature, indicating that the mobility and carrier

concentration are independent of T at low electric fields.

Figures 4.3(b) and 4.3(c) show the existence of a thermally activated increase

of the high-bias current and of the critical bias VC for NDC. The value of VC

increases by more than a factor of 5 for T in the range 30 - 80 K. From the Arrhenius

plot of the current versus (kBT )−1 at constant bias V =1.5 V (Fig. 4.3(b)), we find

that the current follows an exponential dependence on T , i.e.

I(T )/I(0) ∼ e−εI/kBT , (4.7)

where εI is an activation energy equal to (8±2) meV. This strong T -dependence

differs from that observed in other systems with NDC such as Gunn diodes [58] and

superlattices [59] in which the temperature effects are much weaker. The thermal

smearing of the NDC (see Fig. 4.3) at high temperatures can be explained by the

broadening of the energy distribution of the conduction electrons. At these high

temperatures an increasing number of electrons are thermally excited out of the

N-induced localised states, thus leading to an increase of the dc current and a shift

of the critical voltage for NDC.
1For the I(V ) measurements at T ≤30 K, the diode was excited with 633 nm laser light and

power density P <50 Wm−2. For the effect of light on the electrical characteristics of GaAs1−xNx

see Section 4.1.5
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Figure 4.3: (a) I(V ) curves at different T for a 20 µm diameter mesa diode (VN456).
The inset shows the same I(V ) curves but normalised to the maximum current value
and displaced along the vertical axis. The dotted line is a guide to the eye, showing
the temperature shift of the threshold voltage for NDC. (b) Arrhenius plot of current
at two constant voltages, showing the existence of a characteristic activation energy at
high applied biases (see dotted line). (c) Temperature dependence of the critical field for
NDC. The solid line is a guide to the eye, showing thermally activated increase of VC at
T=40 K.

4.1.5 Effect of light and low-frequency oscillations (LFOs)

Figure 4.4(a) shows the low-temperature (T= 4.2 K) I(V ) characteristics of device

VN456 under different intensities of light illumination. For all measurements, the

sample was illuminated with an He-Ne laser (λexc = 633 nm) and power density,

P , less than 100 Wm−2. For clarity the curves in Fig. 4.4(a) are normalised to the

maximum current value and displaced along the vertical axis. Each I(V ) curve,

apart from that with no illumination, exhibits ohmic behaviour up to a threshold

voltage, VC , beyond which it enters a regime of current instabilities.

Excitation of the diode by light (λexc < 1400 nm) induces low-frequency
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Figure 4.4: (a) Low-temperature (T=4.2 K) I(V ) under light illumination showing the
NDC region and low-frequency current oscillations (LFOs). For photoexcitation, an He-
Ne laser was used with λexc = 633 nm and P ≤ 60 Wm−2. (b) Time (t) dependence of I
at T =4.2 K and V =0.3 V for a 20 µm diameter mesa diode. For these measurements,
the diode was excited with 633 nm laser light. From the bottom to the top, different
curves correspond to increasing excitation power densities (P=2, 6, 20, and 60 Wm−2).
The inset shows the P dependence of the frequency f of the current oscillations at V =0.3
V and V =0.9 V (T =4.2 K).

oscillations (LFOs) in the low-T current at high dc bias (V > 0.1 V). The frequency

f (< 1 Hz) of these LFOs increases with increasing excitation power P , but is only

weakly affected by the applied bias, see inset in Fig. 4.4(b).

The NDC is also observed in the absence of light. When the applied bias

is increased from zero without light illumination, the conductivity suddenly drops

at a critical voltage V ∼ 0.1 V and remains very low as the bias is increased

further. When the bias is then returned to a low value (V < 0.1 V), the low-bias

conductivity recovers only very slowly, i.e., the current increases slowly with time

until it saturates to a steady value I0 according to the relation

I(t) = I0(1− e−t/τ ), (4.8)
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where τ is a characteristic T -dependent recovery time, see Fig. 4.5. Alternatively,

the conductivity can be restored quickly by light of wavelength λexc < 1400 nm.
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Figure 4.5: Time (t) dependence of I at T =30 K and V =0.05 V for a 20 µm diameter
mesa diode. For these measurements, we first applied a bias voltage (V > 0.2 V) to the
diode, then we removed it and measured the t-dependence of I at V =0.05 V and in the
dark. The inset shows Arrhenius plot of the recovery time τ . The dotted line is a linear
fit to the data.

The slow transients and LFOs observed at low T are similar to those reported

previously for SI GaAs. These phenomena have been attributed to electric field-

enhanced trapping of electrons at localised states associated with EL2-type native

defects [60]. Although the precise microscopic nature of this defect is still unclear,

there is consensus that an EL2 defect involves an As-antisite (AsGa). In SI GaAs,

hot electrons are captured by the EL2 defect through a multiphonon emission

process after which the electron remains “frozen” onto a metastable excited state

EL2∗. This capture process is accompanied by a pronounced local distortion of

the crystal lattice. Spatial variations in the density of trapped electrons also

lead to slow high-electric-field domains and LFOs of the current with frequency

that increases linearly with the intensity of laser power [61, 62], as observed in
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our experiment (Fig. 4.4(b)). We propose that a similar field-enhanced electron

trapping can also take place in n-type GaAs1−xNx at low T (< 40 K), although

the nature of the trapping center and/or trapping mechanism could be different

in this case and may also involve the N-atoms.

As shown in Fig. 4.5, in the temperature range 4−40 K, the recovery time

of the current, τ , has an exponential dependence on T , i.e.,

τ(t)/τ(0) = eετ /kBT , (4.9)

where ετ = 4±1 meV. This indicates that electrons frozen onto localised states are

slowly released by thermal excitation into the CB with a small activation energy

ετ .

These data indicate that the electron dynamics at low temperature (4 - 40

K) is slow due to a field-enhanced trapping of carriers at localised states, possibly

associated with EL2 defects. This leads to very slow (f <1 Hz) frequency current

oscillations above a critical electric field. In Chapter 6 we show that this slow

dynamics is replaced at higher temperatures (T >40 K) by a fast response of the

current in the sub-terahertz frequency range.



Chapter 5

Magneto-transport studies of

GaAs1−xNx

In this chapter we examine the effect of a magnetic field (B) on the electron

dynamics in GaAs1−xNx. We observe a modulation of the threshold electric field,

FC , for the NDC as a function of B: FC is enhanced by B when electrons can

relax energy by inter-Landau level transitions involving the emission of longitudinal

optical (LO) phonons. This magnetophonon resonance (MPR) effect provides a

means of measuring the N-induced enhancement of the electron effective mass

and of probing the electron dynamics. Also, we show that, in the geometry in

which B is perpendicular to the direction of current, the trajectory of conduction

electrons becomes fully localised in real space when the ratio of applied electric

and magnetic fields reaches a critical value. This provides a novel means of tuning

the NDC.

60
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5.1 Electron effective mass and Si-donor binding

energy in GaAs1−xNx

In this section we study the magnetoresistance of the dilute nitride alloy GaAs1−xNx

in magnetic fields up to 47 T. We observe a strong magnetophonon resonance ef-

fect and a large transverse magnetoresistance, which provide a means of measuring

the N-induced enhancement of the electron effective mass and of investigating the

magnetic freeze-out of conduction electrons onto Si donors in GaAs1−xNx.

5.1.1 Longitudinal and transverse magnetoresistance

The I(V ) characteristics and NDC observed in our GaAs1−xNx structures are

strongly affected by a magnetic field applied parallel or perpendicular to the di-

rection of current.
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Figure 5.1: (a) Low-temperature (T=4.2 K) I(V ) curves for sample VN456 at B=0 T
and in B⊥ and B‖ with B=14 T. The dashed line is a fit to the data at B=0 T using the
semiclassical model described in Section 4.1.1. (b) T -dependence of the I(V ) curve at
B⊥=14 T (T =2, 10, 20, 30, 40, 50, 60, 80, 100, 150 and 230 K). (c) Schematic diagram
of the diode and orientation of electric (F ) and magnetic (B) field.
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Figure 5.1(a) shows the low-temperature (T=4.2 K) I(V ) characteristics of an

n+-n-n+ GaAs1−xNx heterostructure (VN456) at B=0 T and in a magnetic field

B=14 T applied parallel (B‖) or perpendicular (B⊥) to the electric field, F . At

B=0 T, the I(V ) curve exhibits ohmic behaviour up to a threshold voltage beyond

which it enters a regime of NDC and of instability in the current. The I(V ) curve

is strongly modified in B⊥. In this configuration, the magnetic field suppresses

the current at low-bias voltages below a threshold value V ∼ 0.05 V. Note that

in the B‖ configuration the effect of B on the current and NDC is weaker. The

B-dependence of the magnetoresistance, R = V/I, in the B⊥ configuration is

shown in Fig. 5.2 for different temperatures and low applied bias (V =0.01 V). In

this geometry and at low temperature, the value of R can increase by more than a

factor of 102 in a field of 14 T. This effect becomes weaker at higher T (Figs. 5.1(b)

and 5.2).
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Figure 5.2: B-dependence of the transverse magnetoresistance at V =0.01 V and
different T . The inset shows the transverse magnetoresistance at high T .
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We also observe an oscillatory effect in the magnetoresistance at higher mag-

netic fields and V > 0.03 V, see Fig. 5.3(a). Data shown in this figure were obtained

using a nondestructive pulsed (∼40 ms) magnetic field system up to 47 T and the

measurements were taken during the down sweep of B. To reveal the oscillatory

component of R(B), in Fig. 5.3(a) we also plot the second derivative −d2R/dB2.

The maxima in this quantity correspond to the resonant peaks in the oscillatory

component of R(B).
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Figure 5.3: B-dependence of R and −d2R/dB2 at T=4.2 K and V = 0.09 V in (a) B⊥
and (b) B‖. The asterisk (∗) in part (b) marks a region of two phonons assisted inter-LL
transitions. The inset in part (a) shows positions in 1/B of the minima and maxima in
−d2R/dB2 as a function of N (N integer) at T=4.2 K. Circles and stars correspond to
B‖ and B⊥, respectively. The dot symbols are for all-GaAs diodes from Ref. [63]. The
lines are linear fit to the data.

By comparing the traces for B‖ and B⊥, it can be seen that maxima in

R(B‖) correspond closely to minima in R(B⊥) (Figs. 5.3(a) and 5.3(b)). Note

that in the B⊥ geometry the magneto-oscillations cannot be observed at high B⊥
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(> 25 T) and/or low bias (V < 0.03 V). Under these conditions, the transverse

magnetoresistance shows a large increase with B⊥, making impossible reliable

low-noise measurements of the relatively weak magneto-oscillations. The magneto-

oscillations in R(B) are observed in B‖ and B⊥ up to a temperature T ∼ 100 K,

above which both the oscillatory and monotonic magnetoresistance effects become

very weak (Figs. 5.4 and 5.5).

5.1.2 Magnetophonon resonance and electron cyclotron mass

The magneto-oscillations in R(B) shown in Fig. 5.3 arise from a magnetophonon

resonance (MPR) effect. In the B⊥ orientation, we observed that the minima

in −d2R/dB2 (maxima in the current) occur when a multiple of the Landau level

spacing, ~ωC , matches the energy of an LO phonon, ~ωLO, i.e., when the condition

ωLO = NωC , (5.1)

is satisfied. Here ωC=eB/m∗ is the cyclotron frequency, N is an integer and

represents the LL index, and m∗ is the electron cyclotron mass. Equation 5.1

is sometimes referred to as the MPR condition and corresponds to the condition

at which the rate of inelastic scattering by LO phonons is resonantly enhanced,

enabling current flow along the electric field direction [64]. The LLs are only

resolved for µB >1. Using our estimate of µ = 0.17 m2V−1s−1 (see Section 4.1.1),

we estimate a value of B > 6 T for magnetophonon oscillations to be resolved.

We note that the measured MPR at T < 60 K is a hot electron effect: At these

temperatures (T < 60 K) there are very few thermally activated LO phonons and

under the large applied electric fields (> 0.1 kVcm−1) used in our experiment,

electrons acquire sufficient energy to emit an LO phonon [64].
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Also we note that the behaviour of the magnetoconductivity in these n+-n-

n+ GaAs1−xNx samples is different from that of conventional Hall bar. Since the

diameter (20 µm) of the mesa is considerably larger than the thickness (0.6 µm)

of the GaAs1−xNx layer, the Hall electric field is effectively short circuited by the

highly conducting n+ GaAs cladding layers (the n+ GaAs/GaAs1−xNx interfaces

are equipotential surfaces to a good approximation) and in the B⊥ configuration,

no significant Hall voltage is generated in the thin GaAs1−xNx. Therefore, the

measured transverse magnetoresistance is proportional to the inverse of the lon-

gitudinal conductivity, i.e., R ∼ σ−1
xx , rather than R ∼ σxx/σ

2
xy as is the case for

Hall bars in the high-magnetic-field limit [65].

For the B‖ geometry, we observe maxima rather than minima in the plot of

−d2R/dB2 vs B‖ (Fig. 5.3(b)). In this configuration, the cooling of hot electrons

by LO phonon emission reduces the current flow along the direction of F thus en-

hancing R. The extended shoulder in R(B) at around 27 T (marked by an asterisk

in Fig. 5.3(b)) can be attributed to a subtle MPR process involving competition

between different types of inter-LL scattering transitions with two phonons [64].

As shown in the inset of Fig. 5.3(a), the positions in 1/B of the maxima or

minima of −d2R/dB2 plotted as a function of the integer N fall on a straight line

which extrapolates to N = 0 at 1/B = 0. From the linear fit to the data, we

obtain the fundamental field Bf=40±3 T at which the cyclotron energy is equal

to ~ωLO. Using the period B−1
f = P (1/B) = 0.025 ± 0.002 T−1 in the maxima

and/or minima of −d2R/dB2, we derive an electron cyclotron mass

m∗ = e/ωLOP = (0.13± 0.01)me, (5.2)

where me is the free-electron mass. Our measured value of m∗ in GaAs1−xNx is
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larger than those derived (m∗=0.08me) from a two-level BAC model1 for x=0.1 %.

Our value of m∗ agrees with that obtained from independent optical experiments

on other GaAs1−xNx samples (m∗=0.11-0.13me) [27] and with that predicted by

a modified BAC model that takes into account the effect of N-clusters on the

electron effective mass (m∗=0.12me) [26]. The values of m∗ are also significantly

larger than those measured (m∗=0.070me) in our control sample, an all-GaAs n+-

n-n+ diode, see dots in the inset in Fig. 5.3(a) [63, 65]. The estimated values of

m∗ provide direct evidence of the strong effect of low concentrations of resonant

N-atoms on the electronic properties of GaAs.
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Figure 5.4: B-dependence of −d2R/dB2 in B⊥ (T=4.2, 22, 52 and 100 K) and B‖
(T=4.2 K).

As shown in Fig. 5.4, the amplitude of the magnetophonon resonances de-

creases with increasing T . The width of the MPR resonances is weakly affected by

temperature up to T ∼ 20 K above which it tends to increase due to the increasing
1The cyclotron mass is m∗=~2k/(∂ε/∂k) and is derived from the ε(k) dispersion of

GaAs1−xNx, i.e., ε(k)= 1
2

{
[EM (k) + EN ]−

√
[EM (k)− EN ]2 + 4V 2

MN

}
(see Section 1.5.1). At

the MPR condition, the hot electrons have a cyclotron mass larger than that at k=0. In the
range of magnetic fields considered here, we estimate that the enhancement of m∗ is ≤15%.
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broadening of the LLs. We find that the oscillatory part of R is well described by

the empirical formula of Stradling and Wood [66],

∆R(B) = ±R(0)e
−2πΓ
~ωC cos

(
2πωLO

ωC

)
, (5.3)

where the positive (negative) sign refers to the perpendicular (parallel) orientation

and Γ = 12± 1 meV is the energy broadening of the LLs at T=4.2 K. This value

of Γ is larger than that measured for MPR in the Ohmic regime of high-mobility

n-GaAs (Γ < 4 meV) [67] and is consistent with the strong electron scattering by

the single N-atoms and N-clusters in the GaAs1−xNx alloy [51, 55, 68, 69].

In the B‖ orientation, the amplitude of the MPR oscillations are weakly

affected by the applied bias and the oscillations are clearly observed at high B‖

(Fig. 5.3(b)). In contrast, in the B⊥ geometry, the oscillations dampen out and

disappear completely at low voltages or high B⊥ (> 25 T). In the following section

we consider how, under these conditions, the magnetic field induces freeze-out of

electrons onto localised states and leads to a transition from extended state band-

like to hopping-like conduction. MPR oscillations can only be observed when free

electrons dominate the conductivity, a condition which is not satisfied at low-bias

voltages and/or high B⊥ and low T .

5.1.3 Magnetic field induced “freeze-out” of electrons and

Si-donor binding energy in GaAs1−xNx

The large magnetoresistance observed in the B⊥ geometry at low bias (V ∼ 0.01

V) and at T < 100 K (Fig.5.2) suggests that under these conditions, the magne-

toresistance is largely governed by the presence of localised electron states close to
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the conduction band edge. The localised energy levels associated with N and the

Si-donor dopant atoms in the GaAs1−xNx layer can bind electrons at low temper-

atures (T < 20 K), resulting in charge transport via thermally activated hopping

between localised states. Hopping conduction is highly sensitive to magnetic field,

which tends to compress the bound electronic wave function and increase the mag-

netoresistance due to a smaller overlap of the wave function tails between adjacent

localised states below the band edge. Since electrons hop preferentially along the

direction of B in which the magneto-compression of the electron wavefunction is

weaker, the hopping magnetoresistance in the B‖ orientation is smaller than that

in B⊥ [70]. For the B⊥ configuration, we find that

R(B)/R(0) ∼ eB/B0 , (5.4)

with B0 = 3± 1 T at low bias (V < 0.05 V) and T=4.2 K. According to a simple

model of hopping conduction,

B0 = 4n
2/3
h ~/e, (5.5)

where nh is the density of localised states corresponding to a characteristic hopping

length l = n
−1/3
h [70]. The value of B0 = 3±1 T gives l = 31±5 nm corresponding

to nh = (4 ± 2) × 1022 m−3, which is close to the nominal doping density of Si

donors (1023 m−3) in the GaAs1−xNx layer. This suggests that the localised states

between which the electrons are hopping at low temperatures are associated with

shallow hydrogenic Si donors rather than minima in the disorder potential due to

the high concentration of N-atoms (∼ 2× 1025 m−3 for x=0.1%).

At low temperatures (T=4.2 K), increasing the applied bias above a threshold
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value (∼20 mV) leads to a rapid increase of current and decrease of magnetoresis-

tance, which we attribute to ionization of electrons out of the localised states (see

Fig. 5.1(b)). Here we consider the low-bias magnetoresistance (V < 0.05 V) and

its T -dependence. Whereas at low T (2 - 30 K) and B⊥ > 8 T, the transverse mag-

netoresistance has an exponential-like dependence on B, characteristic of hopping

conduction, for high T (> 100 K), it has a quadratic B-dependence (Fig. 5.2),

which is consistent with a regime of conduction through extended band states.

We therefore focus on an intermediate temperature range, i.e., T=30 - 100 K, in

which the temperature dependence of the magnetoresistance is mainly determined

by the rapid increase in free-electron concentration due to thermal excitation into

the conduction band of electrons “frozen” onto the Si donors in the presence of a

high B⊥.

As shown in Figs. 5.5(a) and 5.5(b), in the temperature range T=30 - 100

K, the magnetoresistance at high B⊥ (> 8 T) approximates to an exponential

T -dependence, i.e.

R(T )/R(0) ∼ e∆ε/kBT , (5.6)

where ∆ε is a characteristic activation energy into the conduction band. In the low-

temperature range (T < 30 K), the T -dependence of R is weaker, consistent with

thermally activated hopping between localised states [70]. We find that the value

of ∆ε increases from 7 to 12 meV for B⊥ increasing from 9 to 14 T (Fig. 5.5(c)).

An increase in the activation energy with B⊥ has been observed previously in

other semiconductor materials and attributed to magnetic freeze-out of conduction

electrons onto donor impurity states due to the B-induced increase of the donor

binding energy [70, 71, 72, 73].

For our n-doped GaAs1−xNx, at low B⊥, ∆ε tends to approach a value

of about 5 meV, which is consistent with thermal activation of electrons out of
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Figure 5.5: (a) T -dependence of R in B⊥ up to 14 T (V =0.01 V). (b) Arrhenius plot
of R at B⊥=14 T. The line is an exponential fit to the data. (c) Measured B-dependence
of the activation energy ∆ε. The continuous line is the calculated B-dependence of
∆ε according to an hydrogenic model, using the electron effective mass and the binding
energy of a Si donor in GaAs1−xNx as input parameters. The dashed line is the calculated
value of ∆ε at B=0 T.

Si-donor states into the conduction band, as the following argument shows. To

estimate the value of ∆ε, we use a hydrogenic model for Si donors in GaAs1−xNx.

For our measured value of m∗ = (0.13± 0.01)me in GaAs1−xNx, this gives a donor

binding energy

εSi = R∞(m∗/me)ε
−2
r = (10.2± 0.8) meV (5.7)

and a Bohr radius

a = εr(me/m
∗)a0 = (54± 4) Å, (5.8)

where εr=13.2 is the relative permittivity, R∞ = 13.6 eV≡1 Ry is the Rydberg

constant and a0=0.53 Å is the Bohr radius of the hydrogen atom. Note that our
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estimated value of εSi = 10.2 meV is significantly larger than that obtained for

GaAs (m∗ = 0.07m0, εSi = 5.5 meV). Due to the high Si doping, we can assume

that our GaAs1−xNx layer is uncompensated and that the chemical potential is

midway between the donor level and the band edge. Thus ∆ε = εSi/2 = 5.1 meV,

which is close to the measured values of ∆ε at low B⊥ (Fig. 5.5(c)). Our mea-

surements of the N-induced enhancement of m∗ and of εSi and the corresponding

decrease of the electron Bohr radius a are clear manifestations of the strong effect

of N on the electronic properties of GaAs. Although a N-induced increase of εSi

was predicted in previous work [74], to our knowledge, it has not been observed

previously in experiments.

As shown in Fig. 5.5(c), the B-dependence of ∆ε (= εSi/2) deduced from our

analysis is different from that calculated using a simple hydrogenic-effective mass

model [75] that uses as input parameters the electron effective mass (m∗ = 0.13me)

and the zero field binding energy (εSi = 10.2 meV) of a Si donor in GaAs1−xNx.

Our measured value of ∆ε increases with B⊥ more strongly than the calculated

one. This discrepancy may be due to the strong effect of B⊥ on the nature, band-

like or impurity-like, of the Si-related states. In our highly Si-doped GaAs1−xNx

layer, at B=0 T, the donor wavefunctions tend to overlap. The value of a=54 Å

at B=0 T gives a critical value of the Si-concentration n ≈ 1.3 × 1023 m−3 for

the metal-insulator transition (MIT) (na3 ≈ 0.02), which is close to the nominal

Si doping of our sample (1 × 1023 m−3). An increasing magnetic field increases

the binding energy εSi of isolated Si donors and also compresses the electronic

wavefunction, thus increasing the magnetoresistance due to the decreasing overlap

of the wavefunction tails between adjacent localised states [71, 72, 73]. According

to the hydrogenic model [75], when B⊥ is increased from 0 to 14 T, the compression

of the donor wavefunction reduces the effective Bohr radius from 54 to 37 Å,
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which corresponds to na3 = 0.005, somewhat below the critical value na3 = 0.02

for the MIT. It therefore seems likely that at high B⊥, the T -dependence of the

magnetoresistance is also influenced by the B-dependence of the overlap donor

wavefunctions.

The effect of high magnetic fields on the activation energy into the conduction

band and the spatial overlap between the localised states are clearly quite complex,

especially for the case when the doping concentration is close to the MIT and

when the effect of the N-induced disorder also needs to be considered. Further

experiments involving a range of doping concentrations above and below the MIT

coupled with a quantitative theoretical model are probably needed to provide a

complete picture of the interplay of temperature, magnetic field, and applied bias

in the freeze-out regime of this material system.

5.2 Modulation of the NDC by magnetophonon

resonance

The previous section focussed on the electronic conduction in GaAs1−xNx at dif-

ferent temperatures and applied magnetic and electric fields. It was established

that the magnetic field, applied both parallel and perpendicular to the direction of

the current, affects strongly the electronic conduction. In this section we consider

in detail the electron dynamics in the NDC region and in the B‖ configuration.

Figure 5.6(a) shows the I(V ) characteristics at T=4.2 K for VN456 and magnetic

fields from 0 to 23 T. In the B‖ configuration, along with a suppression of the cur-

rent at all biases, we also observe a non-monotonic shift of the threshold voltage,
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VC , for NDC. For B‖ up to about 9 T, VC shifts steadily to higher values, followed

by an oscillatory dependence at higher magnetic fields (see inset of Fig. 5.6(a)).
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Figure 5.6: (a) I(V ) characteristic at T=4.2 K for magnetic fields from 0 to 23 T
in steps of 1 T. The red line is a guide to the eye, highlighting the modulation of the
threshold voltage VC induced by B‖. Inset: magnified I(V ) curves for B‖ from 9 to 23
T. (b) Schematic of the device with arrows indicating the direction of the current (I),
electric (F ) and magnetic (B) fields.

The B-dependence of the threshold electric field for NDC, FC , is shown in

Fig. 5.7(c). The plot reveals shoulders/maxima in FC at B‖=10, 13 and 20 T.

Magneto-oscillations in the longitudinal magnetoresistance, R, are also observed,

see Fig. 5.7(a). At B=0, the resistance of our GaAs1−xNx diode is R=50 Ω. This

value of R and the amplitude of magneto-oscillations in R(B) are much larger

than those associated with the n+ GaAs buffer and cap layers (<0.1 Ω), implying

that in the experiment we probe the properties of the GaAs1−xNx layer, rather

than those of GaAs cap layers.

To reveal the oscillatory component of R(B) more clearly, in Fig. 5.7(b) we

plot the second derivative −d2R/dB2. Maxima in this quantity correspond to
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the resonant peaks in the oscillatory component of R(B) and coincide with the B-

positions of the shoulders/maxima in FC . In both cases the oscillations are damped

at low magnetic field (µB≤1). Maxima in the longitudinal magnetoresistance are

typically observed under hot electron conditions in which the electron gas is out of

equilibrium with the lattice and arise from the cooling of the electron distribution

by emission of LO phonons [64]. Our data clearly indicate that this process is also

accompanied by magneto-oscillations in the critical field for NDC.

As discussed in Section 4.1.1, the form of the vd(F ) curve provides a simple

relation between FC and the average scattering rate, r. The critical field for NDV

is FC ≈ ~kir/e, which we can rewrite as τ̃ r ≈ 1, where τ̃ is the time taken by

an electron to accelerate ballistically from rest to the inflection point ki in ε(k) at

F = FC . Therefore, by studying the B-dependence of FC , the scattering rate and

its effect on the electron dynamics and NDC can be probed.

As seen in Fig. 5.7(c) FC increases monotonically with magnetic field up

to 10 T. This behaviour is attributed to the enhanced electron elastic scattering

associated with the high density of states of the LLs at k=0 [76]. Higher magnetic

fields induce a resonant modulation of FC : maxima in FC as a function of B‖ occur

when a MPR condition (Eq. 5.1) is satisfied. The value of B‖ = 9 T at which the

oscillations in FC are well resolved in the experiment is close to the estimated

value of B‖ > 6 T for magnetophonon oscillations in R (see Section 5.1.2).

Using our measured value of µ=0.17 m2V−1s−1 at B=0 T (see Section 4.1.1)

and of m∗=0.13me, we derive a relaxation rate for the electron velocity

rv = ri + re = e/m∗µ = 0.8× 1013 s−1. (5.9)
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Since the amplitude, ∆R, of the MPR oscillations in the magnetoresistance R(B)

can be as large as 10% of R(B) at high B‖, we deduce that the resonant magne-

tophonon scattering process can modulate the total scattering rate by an amount

∆ri∼0.1rv≈0.1×1013 s−1, which is 25% of the typical LO phonon scattering rate

ri=0.4×1013 s−1 measured in pure GaAs at B=0 T [77]. Using Eq. 4.3, the average

scattering rate at B = 0 T is calculated, i.e. r =0.6×1013 s−1. Figure 5.7(c) shows

the B-dependence of r derived from the B-dependence of FC and the estimate

of r at B=0 T. The data and analysis indicate that at B=0 T the characteristic

time of ballistic acceleration of the electrons to the inflection point ki in ε(k) is

τ̃≈r−1=0.2×10−12 s, thus indicating that the mechanism giving rise to NDC in

GaAs1−xNx is a fast process corresponding to the THz frequency range. Chapter 6

provides experimental evidence for this estimate of τ .

5.3 Magnetic field tuning of hot electron capture

In this section we focus on the B⊥ configuration. It is shown that when the ratio

of electric and magnetic fields reaches a critical value, the trajectory of conduction

electrons becomes fully localised in real space. This results in a NDC and current

instabilities tuneable by magnetic field.

For this study, sample VN456 (see Table 2.1) was used and for all measure-

ments the device was illuminated with near-infrared radiation from a light-emitting

diode (LED) source and power density smaller than 100 Wm−2. The illumination

helps to photoionise deep levels [50], which otherwise can cause a resistive and

unstable electrical behaviour (see Section 4.1.5).
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Figure 5.8 shows the low-temperature (T=4.2 K) I(V ) characteristics of

the device at different B⊥. The magnetic field tends to suppress the current at

low-bias voltages below a critical threshold value. At higher bias, the quenching

of the current by the magnetic field is weaker. We also observe that the NDC

region broadens and shifts to higher bias with increasing B⊥. The data points in

Fig. 5.11(a) show the B-dependence of the critical field FC(B) for NDC. These

observations differ from those made in the B‖ geometry in which the effect of B

on the current and NDC is much weaker (see Section 5.2 and Fig. 5.6).

The B-dependence of the NDC in GaAs1−xNx also differs from that found

in other material systems with NDC such as semiconductor superlattices [78, 79].

In a superlattice, a magnetic field applied in the crossed field geometry leads to
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a crossing of the I(V ) curves, i.e., it induces a decrease of I (negative magne-

toresistance) at low F and an increase of I (positive magnetoresistance) at high

F . This crossing is absent in the I(V ) curves of GaAs1−xNx in which a positive

magnetoresistance is observed at all values of F and B⊥.

The I(V ) curves are modeled using a semiclassical description of the electron

dynamics and an energy-momentum ε(p) dispersion relation for the conduction

electrons given by the two-level BAC model (see the inset of Fig. 5.9(a)). The

form of the ε(p) curve shows an inflection point occurring at p0 corresponding to

a peak in the electron group velocity v = ∇pε(p) = (vx, vy, vz). In the crossed field

geometry, the electron momentum p obeys the relation ṗ = −e[F+∇pε(p)×B],

where e is the electronic charge. Without loss of generality F and B are set parallel

to x and y axis, respectively (see inset in Fig. 5.8).

The mean drift velocity v̄x is derived from the solution of the Boltzmann ki-

netic equation using the relaxation time approximation for the collisional integral.

This is equivalent to express v̄x as the path integral v̄x = τ−1
∫∞
0

vx(t)e−t/τ dt,

where τ is the average relaxation time of the electron distribution function2. For

full derivation of time evolution of electron motion in real and phase space, see

Appendix B.

Figure 5.9(a) shows the calculated dependence of the normalised drift ve-

locity v̄x/v0 on the dimensionless parameter ωF τ = eτF/p0 for different values of

ωCτ . Here, v0 is the electron group velocity at |p| = p = p0, ωC = eB/m∗ is the

cyclotron frequency, and m∗ = p/(∂ε/∂p) is the electron cyclotron mass at p = 0.

For B = 0 T, the velocity increases monotonically with increasing electric field up

to a critical value FC = 0.75p0/(eτ), which corresponds to ωF τ ≈ 1. For ωF τ > 1,
2At low (T=4.2 K) temperature, at which our experiment is carried out, we neglect the

thermal energy of electrons which is always smaller than the energy width ∆ (=0.17 eV) of the
CB of GaAs1−xNx (x=0.1 %).
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τ is larger than the time required for a ballistic electron to reach the inflection

point p0 in ε(p). Hence, the momentum of the conduction electrons approaches

a range of values of |p| (|p| > p0), in which the group velocity v decreases with

increasing p, thus leading to a negative differential velocity region in the v̄x(ωF τ)

curve. An applied magnetic field reduces the drift velocity and shifts the peak in

v̄x(ωF τ) to higher electric fields.

The striking change of the v̄x(ωF τ) curves in magnetic field can be under-

stood by considering the electron trajectories in momentum space. As shown in

Fig. 5.10(a), for small applied electric field, i.e., ωF /ωC < 0.36, the components

of the electron momentum along x and z remain smaller than p0 and the electron

trajectories are closed orbits. For ballistic electrons, the time-averaged value of

vx is zero and electrons drift along z with velocity vz = F/B (Figs. 5.10(b) and

5.10(c)). A drift of electrons along x can only occur due to elastic and inelastic

scattering processes in which the cyclotron orbit centre in the x direction changes

as a result of scattering. In contrast, for large electric fields ωF /ωC ≥ 0.36, an
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the electron comes to rest. Inset: Crossed field configuration.

electron can be accelerated to |px| ≥ p0. The semiclassical electron trajectory in

momentum space is an open orbit (Fig. 5.10(a)), the time-averaged value of vx is

finite even in the absence of scattering (Fig. 5.10(b)) and the electron comes to

rest in real space (Fig. 5.10(c)). Therefore, electric and magnetic fields applied

in the crossed geometry lead to two distinct regimes of electron dynamics. For

low electric fields, the electron dynamics is driven by magnetic field and the drift

velocity is strongly quenched by B⊥. For high electric field, the electron local-

isation by the N-atoms dominates over cyclotron motion and leads to a weaker
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B-dependence of v̄x (Fig. 5.9(a)).

The calculated shift of the v̄x(ωF τ) curve to higher F with increasing B⊥

shown in Fig. 5.9(a) is in qualitative agreement with the shift of the measured

I(V ) characteristics. The measured B-dependence of the threshold electric field

FC(B) for NDC is compared in Fig. 5.11(a) with the calculated peak position

of the v̄x(ωF τ) curve at various B⊥. We obtain the best fit to the experimental

data by setting FC = 1.6 kVcm−1 at B=0 T and the low-field mobility µ =

eτ/m∗ = (0.20± 0.05) m2V−1s−1. This value of µ agrees with that obtained from

independent Hall measurements on our modulation-doped GaAs1−xNx quantum

wells with x=0.1% (µ = 0.20 m2V−1s−1 at T=4.2 K) [51] and with that reported

by other groups on similar structures [55, 68]. This estimate of mobility is also in

agreement with the estimate presented in Chapter 4 (Section 4.1.1).

The measured I(V ) curves indicate that the magnetic field modifies the volt-

age position and amplitude of the current oscillations in the NDC region (Fig. 5.8).

These effects and the overall form of the I(V ) curves can be explained by con-

sidering two contributions to the electronic conduction: the first is due to the

“background” free-electron density n0 in the GaAs1−xNx layer at V = 0 V; the sec-

ond contribution is the mobile space charge arising from the additional electrons,

density ns, injected into the GaAs1−xNx from the negatively biased n+ GaAs-

emitter layer. In a similar manner to the earlier fit of I(V ) curves at B = 0 T

(Section 4.1.1), we calculate the current density by solving the equation for the

drift current

J = (n0 + ns)ev̄x (5.10)

and Poisson’s equation

∂F/∂x = ens/ε, (5.11)
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where ε is the dielectric permittivity of the lattice (see Appendix A). Figure 5.9(b)

shows the calculated dependence of the normalised current density J/J0 on V/VC

for different values of ωCτ . Here, J0 = n0ev0 and VC = FCL is the threshold voltage

for NDV at B=0 T. The best fit to the measured I(V ) curve at B=0 T is obtained

by setting FC = 1.6 kVcm−1 at B=0 T, µ = eτ/m∗ = 0.20 m2V−1s−1, and n0 =

2×1021 m−3. Using these parameters and the criterion for domains formation3, we

find that a space charge instability occurs for electric fields larger than a threshold
3For a semiconductor with NDV, the criterion for domain formation can be expressed as

L/(v̄xτd) ≥ 2.09 [80]. Here, τd = ε/(en0|µd|) is the dielectric relaxation time, µd = dv̄x/dF is
the differential mobility, ε is the dielectric permittivity, and n0 is the “background” free-electron
density. Using the functional form of v̄x(ωF τ) at various B⊥, we estimate that a space charge
instability occurs for n0/ñ ≥ 2.09R(a)/R′(a), where ñ = εFC/eL is the characteristic space
charge density at the critical field FC and B=0 T, a = ωF τ , and R(a) = v̄x/v0.
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value FI which depends on ωCτ , and that it is suppressed for ωCτ > 4 (i.e.,

B⊥ > 20 T). As shown in Fig. 5.11(b), the calculated value of FI shifts to higher

values in agreement with the measured onset of current instability in the I(V )

curves. This effect can be explained qualitatively as follows. With increasing

B⊥, the critical field FC(B) for NDC shifts to higher values. This increases the

contribution of space charge to the current in the NDC region, thus increasing

the electric field required to establish the instability in the current. Therefore, an

applied magnetic field provides an effective way of suppressing current instabilities

associated to NDC in GaAs1−xNx.



Chapter 6

High-frequency electron dynamics in

GaAs1−xNx

In this chapter we describe the ac electron dynamics in GaAs1−xNx by measuring

harmonic generation of ac current and the change in the dc conductivity in the

presence of an external THz electromagnetic radiation. We demonstrate that in

the bias region of NDC, the electrical current can be modulated by an ac field of

frequency 0.4 THz. This opens up interesting prospects of exploiting the NDC in

GaAs1−xNx in THz electronics.

6.1 The “THz gap”

The region of the electromagnetic spectrum between 0.3 and 10 THz is often re-

ferred to as the “THz gap” (see Fig. 6.1) as the THz frequencies fall between

frequencies commonly covered by conventional electronic and optical sources of

electromagnetic radiation. Historically, little study of the interactions between

84
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radiation and matter at these frequencies has been undertaken because of the dif-

ficulty in generating and detecting THz radiation. The need to fill this technology

gap with appropriate devices has stimulated research on fast electron dynamics in a

wide variety of material systems. Recent studies include Bloch oscillations in arti-

ficial superlattices [81, 82], phonon-assisted inter-miniband transitions in quantum

cascade lasers [83], current instabilities in nanoscale transistors [84] and ballistic

devices [85], and fast carrier dynamics in graphite [86] and carbon-nanotubes [87].

In the next section we show that dilute nitride GaAs1−xNx is a potential candidate

for developing a new types of sources and detectors of THz radiation.
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Figure 6.1: The electromagnetic spectrum with the terahertz gap highlighted.

6.2 GaAs1−xNx as detector of high-frequency radi-

ation

In Chapter 5 (see Sec. 5.2) it was demonstrated that the magnetophonon mod-

ulation of the critical electric field for NDC in GaAs1−xNx provides a means of

probing the timescales of the processes responsible for NDC. The estimated times,
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less than a picosecond, imply a high-frequency response of the current in the THz

range. To experimentally probe this fast dynamics, we use a high-frequency de-

tection experiment in which we measure the change in the dc conductivity in the

presence of an external THz radiation.

In this experiment we use a n+-n-n+ GaAs1−xNx diode (sample VN456)

and the experimental setup is shown in Fig. 2.6. An external dc bias is applied

to the diode and the sample is irradiated with THz electromagnetic radiation

from a BWO (frequency, f , up to 0.7 THz). Whilst sweeping the dc bias, the

THz-induced dc current is measured using a phase sensitive lock-in technique.

A chopping modulation technique is also used to separate the THz-induced dc

current from the dc-bias component.

Figure 6.2 shows the dc I(V ) characteristic (left scale) and THz-induced dc

current, ∆ITHz, (right scale) for sample VN456 at T=50 K when excited with

THz electromagnetic radiation of frequency f=0.1 THz. We note two main ef-

fects. First, the THz-induced dc current is largest at biases corresponding to a

more pronounced region of non-linerity in the I(V ); Second, the sign of ∆ITHz is

negative.

The photo-induced current is strongly affected by temperature. Figure 6.3(a)

shows the bias dependence of the average dc current ∆ITHz in the T -range 20 -

70 K. For T <40 K and small applied dc bias voltages (V <0.4 V), ∆ITHz is

weak and positive while increasing T above 40 K leads to the change in the sign

and amplitude of ∆ITHz. In Fig. 6.3(a) we also plot the bias dependence of the

second derivative of the dc current d2I/dV 2. The ∆ITHz(V ) curve resembles the

bias dependence of d2I/dV 2 for T >40 K (Fig. 6.3(b)), thus suggesting that at

these temperatures the diode behaves like a classical rectifier, i.e., the current

in the diode follows instantaneously the time-dependent high-frequency radiation
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Figure 6.2: I(V ) characteristic (left scale) and THz-induced dc current, ∆ITHz, (right
scale) for sample VN456 at T=50 K.

according to the form of the dc I(V ) curve [88]. The correspondence between

d2I/dV 2 and ∆ITHz is observed for T up to 80 K and over a wide range of fre-

quencies up to a maximum value of 0.4 THz, above which the photoconductivity

decreases, making impossible reliable low-noise measurements of the photocur-

rent signal. The high-frequency operation of our diodes is limited by the RC

time, τRC = RC = 2 × 10−12 s, where R=40 Ω is the diode low-bias resistance,

C = εrε0A/L = 6 × 10−14 F is the capacitance, εr=13 is the relative static per-

mittivity, ε0 is the permittivity of free space, L is the thickness of the GaAs1−xNx

layer and A is the area of the diode.

The rectification effect indicates that for T >40 K the mechanism giving rise

to NDC is a fast (∼10−12 s) process. This fast response time is consistent with

recent calculations of the ac electron dynamics in GaAs1−xNx predicting that the
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maximum response frequency fmax associated with the NDC is governed by the

time of ballistic acceleration of electrons to the N-level and that this lies in the

terahertz frequency range [7].

The small and positive value of ∆ITHz at T <40 K agrees with our pre-

vious analysis in Section 4.1.5 revealing that at low temperature (4-40 K), the

high-electric-field dynamics in GaAs1−xNx is slow. Above a critical electric field

of 2 kVcm−1 very slow (< 1 Hz) frequency current oscillations are observed due

to a field-enhanced trapping of electrons at localised states (see Fig. 4.4(b)). The

positive sign of ∆ITHz at T <40 K suggests that the current is enhanced through
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Figure 6.4: Top: I(V ) characteristics for (a) a GaAs1−xNx diode (sample VN456,
T=50 K) and (b) a GaAs/AlAs superlattice (T=300 K). Bottom: Bias dependence of
the THz-induced dc current, ∆ITHz, for (a) a GaAs1−xNx diode and (b) a GaAs/AlAs
SL [89]. The right hand scale in parts (a) and (b) show the second derivatives of the dc
current, I.

ionisation of these electron traps by the terahertz radiation. At higher tempera-

tures (T > 40 K), however, electrons frozen onto these localised states are released

by thermal excitation into the CB thus leading to a fast dynamics.

In order to reduce the time constant of the diode, thus improving the high-

frequency operation, we studied low-capacitance planar diodes based on n-doped

GaAs1−xNx epilayers (samples B). However, the I(V ) characteristic of these de-

vices were not stable at low temperatures and did not allow us to test the THz

response as done for conventional diodes. Figure 6.5 shows two photographs of

the surface of low-capacitance planar diode, taken before and after cooling. The
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Figure 6.5: Photographs of the surface of low-capacitance planar diode before (a) and
after (b) cooling down the sample to T=4.2K. The smooth and flat semiconductor surface
of the device develops several cracks after cooling, see magnified picture of the wafer.

cracks developed on the sample surface after several cycles of cooling indicate a

possible processing problem and can be attributed to the thinness (∼8 µm) of

these devices. Further experiments on improved devices are required to clarify

what is the maximum frequency that can be detected by using GaAs1−xNx.

The high-frequency detection experiment was performed in number of diodes

with non-linear I(V ) characteristics. Figure 6.4 shows a comparison between

the results of high-frequency detection experiments in two different systems ex-

hibiting non-linear I(V ) curves, i.e. a GaAs1−xNx diode (sample VN456) and a

GaAs/AlAs superlattice (SL) [89]. Although, the THz-induced response in both

systems obeys the same classical rectification theory [88] (note the close resem-

blance between ∆ITHz and d2I/dV 2 in Fig. 6.4), the origin of the photo-induced
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current is different. The SL THz-frequency response was discussed in a number of

works [90, 91, 92] and associated with Bloch oscillations and dynamical localisa-

tion of electrons [93]. In the case of dilute nitride GaAs1−xNx, it arises from the

interaction of the conduction electrons with resonant N-levels in the CB.

6.3 GaAs1−xNx as frequency multiplier

To confirm the results from the high-frequency detection studies, we carried out

complementary experiments in which we used the non-linear characteristics of our

diode for frequency multiplication and mixing using superheterodyne detection

methods (see Section 2.3.1).
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Figure 6.6: Schematic of the heterodyne method in which a GaAs1−xNx diode is used
as a frequency multiplier.

Figure 6.6 shows the block diagram of the experimental setup for frequency

multiplication. In the experiment, the diode (VN456), kept at T=77 K, was driven
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by two ac signals from two identical high-frequency generators (synthesisers) with

well-defined frequencies in the 1 - 20 GHz range. The frequencies of the two

signals were set to fLO and fLO − fIF /m, respectively (fLO=7 GHz, fIF=100

MHz, m being a positive integer and represents the harmonic number). The

beating between these two signals led to harmonic generation of ac current. If

the spectrum analyser, set at the central frequency fIF , detects a signal, it is

an indication of the sample’s ability to generate mth harmonic of ac signal with

frequency fLO.
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Figure 6.7: Frequency dependence of the amplitude, A, of the beat note signal for a
GaAs1−xNx diode (a) and for a GaAs/AlAs SL (b) at T=77 K.

The experimental results are plotted in Fig. 6.7. For comparison purposes,

we plot the results for the GaAs1−xNx diode (part (a)) and for a GaAs/AlAs

SL (part (b)). Using this heterodyne method, we were able to observe harmonic
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generation of ac current with frequency up to 100 GHz (m = 15, fLO = 7GHz)

for the GaAs1−xNx diode and up to 150 (m = 15, fLO = 12GHz) GHz for the

GaAs/AlAs SL. The ability of frequency multiplication suggests a fast electron

dynamics in both systems.

6.4 GaAs1−xNx and THz electronics

The fast non-linear dynamics revealed by our experiments in GaAs1−xNx arises

from carrier trapping into the N-localised states (hot electrons) followed by fast

energy relaxation by phonons thus leading to free electrons (cold electrons). There-

fore in order to observe this effect, two processes are necessary: carrier localisation

at high electric fields and efficient phonon scattering. These two requirements im-

pose a limitation on the temperature required to observe this unusual type of fast

non-linear dynamics. An increasing T tends to decrease the number of localised

states due to thermal ionisation, but it increases the probability of inelastic scat-

tering. Our experiments suggest an optimal temperature range of 50-60 K.

The ability of conduction electrons in GaAs1−xNx to respond almost instan-

taneously to the high-frequency electromagnetic field suggests possible device ap-

plications in THz electronics. Despite some technological limitations, such as the

relatively low temperatures of operation, the fast electron dynamics in GaAs1−xNx

could lead to exciting developments in the field of THz electronics. On the one

hand, GaAs1−xNx and other dilute nitride alloys could lead to a novel type of THz

detection (see Section 6.2). On the other hand, they could provide media for signal

amplification and novel solid-state emitters in the THz/sub-THz frequency range.

Further experiments utilising diodes optimised for THz operation will be needed

to assess the use of dilute nitrides in THz electronics.



Chapter 7

Conclusion and future directions

The aim of this thesis was to study the non-linear electron dynamics in the dilute

nitride GaAs1−xNx alloy system. The study of the effect of high magnetic fields

on the electrical conductivity of devices based on GaAs1−xNx has provided useful

information about the remarkable electron dynamics of these novel materials. Our

studies revealed a new type of negative differential velocity (NDV) effect, which

arises when electrons are accelerated by a large electric field (> 1kV/cm) in the

highly non-parabolic energy dispersion of GaAs1−xNx. We have modeled the mea-

sured NDV effect using a semiclassical description of the electron dynamics and

the energy-wavevector dispersion relation for the conduction electrons given by

the two-level band anticrossing (BAC) model. The good agreement between our

data and the theoretical calculations justified the use of a two-level BAC model

when describing the electronic properties of dilute nitrides at low x (∼0.1 %).

To assess the feasibility of using GaAs1−xNx in electronic devices, we in-

vestigated the magneto-transport properties of a series of n-doped GaAs1−xNx

epilayers with x up to 1 %. Transport measurements on Hall bars revealed a
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strong dependence of the electron mobility, µ, on the N-concentration. As the

mobility depends on elastic and inelastic scattering processes, these measurements

provided a means of assessing the disorder induced by N in the host GaAs crystal.

We have established that in the ultra-dilute alloy regime, x ∼0.1 %, the N-related

defects play a minor role in the electronic conduction. The measured value of µ in

this regime is µ ∼0.2 m2V−1s−1 and is relatively insensitive to temperature. In the

presence of large quantising magnetic fields we have achieved values of µB À1,

which were sufficient to observe clear Landau Level (LL) quantisation and a strong

magnetophonon resonance (MPR) effect. The MPR data revealed a significant N-

induced enhancement of the electron effective mass and of Si-binding energy in

GaAs1−xNx.

In the configuration in which the electric and magnetic field are parallel,

we have observed a remarkable modulation of the onset for negative differential

conductance (NDC) versus magnetic field. This provided us with a novel means

of probing the scattering rates and the time-scales of the processes governing

the NDC in GaAs1−xNx. The magneto-transport experiments revealed that the

acceleration of electrons towards the energy of the N-level is a fast process, less

than a picosecond, of relevance for THz applications. In order to probe directly

the time-scales involved in the electron dynamics, we have performed a series

of high-frequency experiments in which we used GaAs1−xNx either as detector

of THz radiation or as a frequency multiplier. The results clearly revealed the

ability of the conduction electrons in GaAs1−xNx to follow instantaneously the

externally applied THz electromagnetic field. This opens up prospects for the

development of novel detectors/emitters of THz radiation of relevance for a wide

range of applications.
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The results presented in this thesis represent the first steps towards imple-

mentation of the NDC effect in GaAs1−xNx in real devices. Some technological

limitations, such as the low operating temperature (T ∼40 K), weak coupling to

the external THz radiation and relatively low cut-off frequency (∼0.1 THz) could

be overcome by implementing GaAs1−xNx in low-barrier Schottky diodes design or

small planar diodes as done for conventional high-frequency devices [43, 94]. This

could increase the coupling efficiency of the device to the external high-frequency

electromagnetic field and improve the dissipation of heat at room temperature.

0.5

1.0

1.5

InAs
1-x

N
x

InP
1-x

N
x

 E
c

 E
N

T=4.2 K

(e
V
)

GaAs
1-x

N
x(a)

0 4 8 12

(b)

k ( 108 m-1)

k
i

0 4 8 12

(c)

k
i

k ( 108 m-1)

0 4 8 12

k
i

k ( 108 m-1)

0.0

0.4

0.8
(d)

(e
V
)

Figure 7.1: (a) N-level position (EN ) and energy of the CBE (Ec) for GaAs1−xNx,
InP1−xNx and InAs1−xNx, taken from Ref.[32] for x=0.1 %. Values are relative to the
top of the VB. (b-d) ε(k) curves of the Γ-CB for the three dilute nitride alloys according
to a two-level BAC model with x=0.1 %. The arrow indicates the inflection point, ki, of
ε(k).

Other III-N-V systems, such as InP1−xNx and InAs1−xNx, could also be ex-

ploited to observe the NDC effect. In these compounds, the nature of the resonant

localisation of electrons due to the N is still unexplored territory. However, it is
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clear that the different energy position of the N-level relative to the conduction

band edge (CBE) will offer new degrees of freedom in the design of the energy

dispersion and corresponding electron peak velocities. Figure 7.1(a) depicts the

N-level position relative to the CBE for three dilute nitride alloys - GaAs1−xNx,

InP1−xNx and InAs1−xNx. The values of Ec and EN are taken from Ref.[32] for

x=0.1 % and are measured relative to the top of the VB. Figure 7.1(b-d) shows

the corresponding energy dispersion ε(k) curves of the Γ-CB for the three dilute

nitride alloys according to a two-level BAC model with x=0.1 %. For emphasis

of particular interest is the very high electron peak velocity that showed occur in

InAs1−xNx.
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ity, vg, for dilute nitrides with x=0.1 %.

Because of the very high curvature (i.e. small effective mass) of the Γ-CB

in InAs, the anticrossing effect is expected to occur at high electron energies, but

relatively low values of k-vector. Therefore, it should be possible to achieve peak

velocities in InAs1−xNx of ∼3×106 ms−1 (Fig. 7.2), an order of magnitude higher

than those in GaAs1−xNx, but with similar easily achievable values of the applied
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electric field. In conclusion, these are exciting prospects for future studies of the

electronic properties of dilute nitrides and their exploitation in novel electronic

devices.



Appendix A

Space-Charge-Limited Currents

To model the I(V ) curve taking into account space charge effects, first we consider

the continuity equation1:

J = (n0 + ns)evd, (A.1)

where n0 is the background free-electron concentration and ns is the concentration

of injected carriers. At low fields, n0Àns and J can be written as

J ≈ n0evd = n0e
µF

1 + (F/FC)2
, (A.2)

where we have used the functional form of vd(F ) derived from a semiclassical

model (see Section 1.5.2). At higher fields, however, the charge is non-uniformly

distributed across the sample and nsÀn0. The current is now dominated by the

injected carriers from the cathode, i.e. J≈nsevd. To determine ns, we use the

Poisson’s equation
1The simplified Space-Charge-Limited Currents model neglects the diffusion contribution to

the current. For a discussion of this approximation see Ref.[95].
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∂F (z)

∂z
=

ens

ε
, (A.3)

where z is the direction of the current flow and ε is the permittivity of GaAs.

Using Eq.A.3, we express the current density as:

J ≈ nsevd = ε
∂F (z)

∂z

µF (z)

1 + [F (z)/FC ]2
. (A.4)

By integrating both sides of A.4 we obtain

J =
εµFC

2

2z
ln

{
1 +

[
F (z)

FC

]2
}

. (A.5)

Using Eq.A.5, we can express F as

F (z) = FC

√
eαz − 1, (A.6)

where

α = 2J/εµFC
2 (A.7)

is a constant. We integrate the field across the length L of the device. This allows

us to obtain the voltage drop, V , across the sample

V =

∫ L

0

F (z) dz = FC

∫ L

0

√
eαz − 1 dz. (A.8)
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By exchanging the variables, eαz−1 = y2, the right-hand side integral in A.8 takes

the form,

∫ L

0

√
eαz − 1 dz =

∫ √
eαL−1

0

2y2

α(y2 + 1)
dy, (A.9)

which can be solved analytically. Finally using Eqs.A.8 and A.9, we obtain

V =
2FC

α

[√
eαL − 1− arctan

(√
eαL − 1

)]
. (A.10)

The expression A.10 describes the V -dependence of J in the limit nsÀn0.



Appendix B

Electron transport in crossed

electric and magnetic dc fields

In the presence of electric (F ) and magnetic (B) fields, the equation of motion for

electrons is given by

~k̇ = f, (B.1)

where

f = q[F + (v×B)] (B.2)

is the Lorentz force and k is the wavevector.

Let us assume that the magnetic field is applied along the y-axis perpen-

dicular to the electric field, which is along the x-axis. For a semiconductor with

parabolic and isotropic energy dispersion, ε(k) = ~2k2/2m∗, and Eq.B.2 can be

written as

m∗v̇ = q[F + (v×B)], (B.3)

102



Appendix B. Electron transport in crossed electric and magnetic dc fields 103

where m∗ is the isotropic electron effective mass given by the relation m∗ =

~2(∂2ε/∂k2)−1. With initial conditions r(0) = 0 and v(0) = 0, the solution of

Eq.B.3 gives the time evolution of the electron trajectories along x and z, i.e.

x(t) =
F

ωCB
(1− cos ωCt), (B.4)

z(t) =
F

ωCB
(ωCt− sin ωCt), (B.5)

where ωC = eB/m∗ is the cyclotron frequency. The time-dependence of vx and vz

is then given by

vx(t) =
F

B
sin ωCt, (B.6)

vz(t) =
F

B
(1− cos ωCt). (B.7)

The trajectory in the x direction is simple harmonic motion. In the z direc-

tion, the electron motion contains both simple harmonic and translational com-

ponents with drift occurring along z. The electron trajectory in the (x, z) plane is

a cycloid. In the phase space, both velocities are harmonic functions of time.

For the case of non-parabolic energy dispersion, Eq.B.2 can only be solved

numerically. In the case of GaAs1−xNx, the calculated electron trajectories are

shown in Fig. 5.10.

To take into account the scattering in the system, we use a classical kinetic

formula [96, 97] and express vd(F) as follows:

vd(F ) =
1

τ

∫ ∞

0

vx(t)e−t/τdt, (B.8)

where τ is the velocity relaxation time.
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