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Abstract

This thesis describes an experimental investigation of the resonant injection of carriers into self-assembled indium arsenide (InAs) quantum dots incorporated in the intrinsic region of gallium arsenide (GaAs) p-i-n resonant tunneling diodes, and of the resulting electroluminescence spectrum associated with carrier recombination in the quantum dots, wetting layer and GaAs matrix. A series of devices of different designs have been measured and it is shown that bipolar resonant injection, i.e. resonant injection of both electrons and holes, into the zero-dimensional states provided by the InAs quantum dots is possible. It is shown that bias-tunable tunneling of carriers into the dots provides a means of controlling injection and light emission from a small number of individual dots within a large ensemble. Magnetotunneling spectroscopy is used to investigate the possibility that fluctuations in the potential profile of the GaAs emitter layer play a significant role in the carrier dynamics of such devices. We also show that the extent of carrier energy relaxation prior to recombination can be controlled by tailoring the morphology of the quantum dot layer.

Additionally, a study into the phenomenon of low-temperature up-conversion electroluminescence (UCEL) is presented. Injection of carriers into the quantum dot states at an applied bias well below the GaAs flat-band condition results in near-band-edge GaAs electroluminescence, i.e., emission of photons with energies much larger than that supplied by the applied bias and the thermal energy. The origin of this UCEL is discussed and is attributed to carrier excitation resulting from (non-radiative) Auger recombination of electron-hole pairs in the quantum dot ground states.
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Introduction

A quantum dot (QD) is a nanostructure that confines the motion of a carrier in all three spatial dimensions. QDs were first investigated over 20 years ago [1, 2] and have continued to be the subject of considerable research, see for example the review by Yoffe [3]. Much of the early interest in these structures stemmed from their status as “artificial atoms” [4, 5] with strong analogies to the discrete energy levels of atoms that exist in nature. The highly quantised nature of QDs gives rise to a $\delta$-like density of states, with the number of states at a given energy directly related to the number of QDs and the degeneracy of the state. The small size of a QD also leads to strong many-body effects, meaning that the properties of the dot can be changed significantly by adding one extra carrier. One advantage of quantum dots over actual atoms is that their properties can be changed and controlled by electrostatic gates, modified dot geometries and material composition [6].

The ability to isolate single electronic states has made QDs a favoured medium for investigating the transport of single carriers. Single electron transport and many-body effects have been investigated extensively both theoretically [7, 8] and experimentally [9, 10]. Excellent reviews of both the theory and experimental observation of electron transport in QDs exist in the literature [11, 12]. Investigations of the photoluminescence (PL) of QD ensembles [13] and individual QDs [14] have also been carried out.

This thesis investigates InAs self-assembled quantum dots (SAQDs), which can be induced to form during the epitaxial growth of a semiconductor crystal. SAQDs are typically smaller in size and thus have stronger confining potentials.
than lithographically defined quantum dots [15]. SAQDs are relatively easy to fabricate and process into useable devices, making them an important tool in investigating the properties of zero-dimensional systems. Commercial devices, such as lasers and photo-detectors, based on SAQDs are already available and investigations continue into their suitability as single particle sources for use in quantum information processing. With the amount of research being carried out on InAs SAQDs, it seems likely that they will have an important role to play as a basis for future novel devices and as a tool for investigating the fundamental physics of low-dimensional systems.

The structure of the thesis is as follows:

Chapter 1 gives an introduction to the composition of the samples grown for this thesis and a brief summary of low-dimensional systems is provided. The main focus of the chapter is a literature review of the development and relevance of InAs SAQDs for applications.

Chapter 2 discusses the concept of resonant tunneling of carriers in semiconductor structures. The discussion is extended to encompass specific theories and techniques based upon resonant tunneling that are relevant to this thesis.

Chapter 3 gives a summary of all the samples used in the experiments that have gone into this thesis. Details of the experimental apparatus and techniques are also provided.

Chapter 4 is an experimental chapter investigating a series of resonant tunneling diodes in order to prove the concept of bipolar resonant injection into an ensemble of QDs.
Chapter 5 is an experimental chapter building upon the work of Chapter 4 and looking at using bipolar resonant injection to induce photon emission from a single quantum dot within a large ensemble.

Chapter 6 presents a study of the phenomena of up-conversion electroluminescence in semiconductor diodes.

Chapter 7 presents an investigation into the effect of a magnetic field on the current-voltage characteristics of a QD ensemble. Magnetotunneling spectroscopy (MTS) is used to map the electron wave-function for the QD ground state.

Chapter 8 draws together the conclusions of this thesis and presents the prospects for future work in this area.
Chapter 1

Material properties and low-dimensional systems

1.1 Material properties

The samples studied in this thesis are made from a combination of three semiconductor alloys: GaAs, AlAs and InAs. All three are III-V compounds with a zinc-blende structure consisting of two interpenetrating face-centered cubic sub-lattices. GaAs and InAs are direct gap materials with the lowest point in the conduction band occurring at the Γ-point of the Brillouin zone. AlAs is an indirect gap material with the lowest point in the conduction band occurring at the X-point. Table 1.1 shows a list of the relevant properties of these materials.
1.2 Low-dimensional systems

Consider an electron inside a three-dimensional box of sides $L_x$, $L_y$ and $L_z$, where the potential inside the box is zero and outside is infinity. The wave function of the electron in the box is given by

$$\Psi = \sin\left(\frac{n_x \pi x}{L_x}\right) \sin\left(\frac{n_y \pi y}{L_y}\right) \sin\left(\frac{n_z \pi z}{L_z}\right),$$  \hspace{1cm} (1.1)$$

where $n_x$, $n_y$ and $n_z$ are positive integers [17].

The corresponding density of states per unit energy and per unit volume is

$$n_{3D}(E) = \frac{m^*}{\pi^2 \hbar^3} \sqrt{2m^*E},$$  \hspace{1cm} (1.2)$$

where $E$ is the carrier energy and $m^*$ is the carrier effective mass.

Reducing the number of dimensions in which carriers are free to move leads to a change in the density of states. Figure 1.1 shows the density of states versus...
carrier energy for a three dimensional (bulk), a two dimensional (quantum well), a one dimensional (quantum wire) and zero dimensional (quantum dot) system.

Reducing $L_x$, $L_y$ or $L_z$ in equation 1.1, such that the carriers become confined in a given direction, for example along the $z$-axis, leads to a quantisation of the kinetic energy of carriers along the $z$-axis. The energy of a carrier confined along $z$ is given by

$$E = E_z + \frac{\hbar^2 (k_x^2 + k_y^2)}{2m^*},$$

(1.3)

where $k_x$ and $k_y$ are the $k$-vectors in the $x$ and $y$ directions, respectively. This equation consists of two parts, the first is the contribution of the quantised energy in the $z$-axis and the second is due to the kinetic energy of the carriers in the $x$-$y$ plane. For a QW of infinite depth $E_z$ is given by
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\[ E_n = \frac{\hbar^2 \pi^2}{2m^* L_z^2} n^2, \]  
where the set of states for a given, integer value of \( n \) is referred to as a sub-band.

The density of states for each 2D sub-band is given by

\[ n_{2D}(E) = \frac{m^*}{\pi \hbar^2} \]  
and is independent of the energy.

In semiconductors this type of quantum-well (QW) system can be achieved, for example, by placing a thin layer of GaAs between two barriers of AlAs, and devices such as this have been studied extensively throughout the literature [18]. A quantum wire is a structure in which carriers are confined in all but one dimension, meaning that properties such as the conductance of the wire become quantised [19]. Quantum dots are nanoscale structures in which the carriers are confined in all three spatial dimensions. There are a number of ways to make quantum dots, for example: epitaxial Stranski-Krastanov growth, lithographic processing and synthesis from precursor compounds to create colloidal QDs.

1.2.1 InAs/GaAs self-assembled quantum dots

Much of the early fabrication of QDs was carried out starting from a two-dimensional system and using etching, nanolithography, or thin film processing to create zero-dimensional structures, see for example Randall et al. [20], Lee et al. [21] and Kitada et al. [22]. These techniques are capable of producing QDs
of \(\sim 100\)nm in size. However, a major advance in the field was made possible by the use of molecular beam epitaxy (MBE) and metal-organic vapour-phase epitaxy to produce QDs of the order of 10-50nm in lateral size [23].

MBE was initially developed in the mid-1960s [24] and is a process allowing the deposition of single crystals. Atoms of the desired growth material are subliminated from a solid source and are deposited onto a heated substrate in collimated beams. After deposition the atoms diffuse on the surface prior to their incorporation into the growing crystal. The kinematics of the growth has a substantial effect on the morphology of the final structure and is influenced by a number of factors such as surface temperature, deposition rates and the material properties [25].

The Stranski-Krastanov morphology occurs in systems where there is an appreciable lattice mismatch between the constituent materials, such as the 7% mismatch between InAs and GaAs. Initially the InAs forms a single, near uniform, wetting layer (WL) on top of the GaAs layer, but, as more material is deposited, the strain build-up causes a transition from a two-dimensional to a three-dimensional growth regime accompanied by the formation of islands, also called SAQDs. Figure 1.2(a) shows a schematic diagram of a strained semiconductor crystal forming an InAs WL and QDs in GaAs. Figure 1.2(b) shows a cross-sectional scanning tunneling microscope (X-STM) image of an InAs QD.

The formation of InAs QDs and the structural properties of the crystals containing them is still a topical area of research [27]. Of particular importance to the electronic structure and optical properties of the final system is the formation of the 2D WL [28] and the morphology of the QDs [29].
1.2. Low-dimensional systems

Figure 1.2: Formation of InAs QDs and WL in a GaAs matrix due to Stranski-Krastanov growth. (a) Schematic diagram showing a strained GaAs/InAs/GaAs heterostructure. The built-in strain leads to the formation of a WL and QDs. (b) The top half of the figure shows a X-STM image of an InAs/GaAs QD, the arrow indicates the growth direction. The bottom half of the figure shows a filtered section, indicated by the four markers, of the top image. Image taken from Gong et al (2004) [26].

Fluctuations in the size of the QDs arise naturally as a consequence of the growth process. The distribution of dot sizes is approximately Gaussian and leads to a similar distribution of energy levels for the dots [30]. QDs like the ones studied in this thesis have been shown to have an average lateral size of 18.7±4.2nm and a height of 4.5±1.7nm, as measured by scanning tunneling microscopy (STM) [31].

The electronic energy levels of SAQDs are generally difficult to model. This is due to several factors including the complex strain profile caused by the lattice mismatch between InAs and GaAs, indium segregation effects, the three-fold degeneracy of the valence band maximum and the strong confinement of carriers inside the dot [32]. The situation is further complicated by the strong Coulomb effects exhibited by the dots when they are occupied by more than one carrier [33, 34] and the presence of the 2D WL [35, 36]. Much work has gone into the theoretical and experimental characterisation of the electronic
structure of QDs [37, 38, 39, 40, 41] as this is the basis for understanding and exploiting their optical and transport properties.

Much of the experimental work on SAQD systems has focussed on isolating individual QDs in order to observe single photon emission. Emission from individual QDs in a lithographically patterned cross-gate device [42] has been observed, as has single photon emission from QDs situated in the active channel of an etched small-area (2µm) device [43]. There has also been work on single-photon devices that use the Coulomb blockade effect to control the injection of single electrons and holes [44]; however, this type of device requires that the electron and hole-charging energies are large compared to the thermal energy, thus limiting the experiment to low temperatures (T\( \leq 1\)K). Michler et al [45] have demonstrated single photon emission from a single quantum dot situated in a microcavity structure, while Yuan et al [46] have used electroluminescence (EL) from a single quantum dot as an electrically driven single-photon source.

InAs-based semiconductor lasers offer high performance devices in the 1.3\( \mu \)m range used for short-haul telecommunications [47, 48, 49], which is one of the reasons for the interest in the InAs/GaAs system. A collaboration between Fujitsu Ltd and a group at the University of Tokyo has led to the development of a 1.3\( \mu \)m QD laser with a 10 gigabit per second operating capacity and excellent temperature stability, which is to be made commercially available [50].

In\(_x\)Ga\(_{1-x}\)As QD infra-red photodetectors [51] and other novel devices are being developed utilising the optical and electronic properties of SAQDs. Borgström et al [52] are proposing that QDs situated in nanowires could be used to construct QD molecules, and work by Kroutvar [53] has demonstrated how a
QD based device could potentially be developed as a new type of computer memory. Photon emission due to carrier recombination in QDs could also lead to the development of single photon sources for quantum information processing and quantum cryptography [54, 55].

The wide range of applications in which InAs QDs are finding use makes them an important current and future technology. The aim of this thesis is to investigate the carrier dynamics in InAs SAQDs via resonant electrical injection of carriers into QDs incorporated in a light emitting p-i-n diode.
Chapter 2

Quantum tunneling in semiconductor heterostructures

2.1 Electron tunneling

In a classical system, when a particle with energy $\epsilon$ encounters a potential barrier of height $V > \epsilon$, the particle is reflected from the barrier. In a quantum mechanical system, however, the particle always has a finite probability of passing through the barrier due to the spreading of the particle wave-function. Likewise, a particle with $\epsilon > V$ will also have a finite chance of being reflected from the barrier, even though classically it would always pass over it. In this chapter electron tunneling through a single barrier (2.1.1) and double barrier system (2.1.3) is considered in detail.
2.1. Electron tunneling

2.1.1 Single barrier tunneling

A layer of (AlGa)As sandwiched between two GaAs layers creates the potential profile shown in Figure 2.1.

![Figure 2.1: Schematic diagram showing a particle with energy $\epsilon$ incident on a barrier of width $a$ and height $V$.](image)

The system shown in Figure 2.1 is described by the one-dimensional Schrödinger equation 2.1

$$\left[-\frac{\hbar^2}{2m^*} \frac{\partial^2}{\partial z^2} + V(z)\right] \Psi(z) = \epsilon \Psi(z), \quad (2.1)$$

where $\epsilon$ is the energy of the incident particle, $V(z)$ is the potential and $\Psi$ is given by equation 2.2

$$\Psi(z) = \begin{cases} 
 Ae^{ik_1z} + Be^{-ik_1z} & (z < -a/2) \\
 Ce^{ik_2z} + De^{-ik_2z} & (-a/2 < z < a/2) \\
 Fe^{ik_3z} & (z > a/2) 
\end{cases} \quad (2.2)$$
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where \( k_1 = k_3 \) and \( k_2 \) are the wave-vectors of the particle in the three areas of the potential shown in Figure 2.1.

Solving equation 2.1 and matching \( \Psi \) and \( \partial \Psi / \partial z \) at \( z = \pm \frac{a}{2} \) allows the coefficients \( A, B, C, D \) and \( F \), and hence the transmission probability, i.e. the probability the that the particle will quantum tunnel through the barrier, to be obtained, i.e.

\[
T(\epsilon) = \left[ 1 + \frac{V^2}{4\epsilon(\epsilon - V)} \sin^2 k_2 a \right]^{-1}. \tag{2.3}
\]

Equation 2.3 shows the solution for the regime where \( \epsilon > V \). The solution for \( \epsilon < V \) is given by

\[
T(\epsilon) = \left[ 1 + \frac{V^2}{4\epsilon(V - \epsilon)} \sinh^2 \kappa_2 a \right]^{-1}, \tag{2.4}
\]

where

\[
k_2 = \left[ \frac{2m^*(\epsilon - V)}{\hbar^2} \right]^\frac{1}{2}, \tag{2.5}
\]

and

\[
\kappa_2 = \left[ \frac{2m^*(V - \epsilon)}{\hbar^2} \right]^\frac{1}{2}. \tag{2.6}
\]

Figure 2.2 shows a plot of the transmission probability versus \( \epsilon \) for \( a = 10\text{nm} \) and \( V = 300\text{meV} \). For \( \epsilon < V \), \( T(\epsilon) \) decays rapidly to zero with decreasing energy. For \( \epsilon > V \), the \( T(\epsilon) \) curve exhibits resonances whenever \( k_2 a \) is a multiple of \( \pi \).
At these values of $k_2$, $T(\epsilon)=1$, as expected for the transmission in classical mechanics.

![Graph showing transmission probability $T$ as a function of incident particle energy $\epsilon$ for a single barrier of height $V=300\text{meV}$ and width $a=10\text{nm}$. The dashed line shows the classical transmission probability. Figure taken from Davies 1998 [16].](image)

The situation described above is for an ideal square barrier. However, in real semiconductor systems the potential is more likely to vary in space due, for example, to an applied voltage or a built-in potential. This case is discussed in section 2.1.2.

### 2.1.2 WKB Theory

The Wentzel–Kramers–Brillouin (WKB) theory is a useful method to solve the Schrödinger equation of systems with a potential that varies along a given direction, e.g. $z$. It considers the case in which the change in the wave-number $k$ per unit wavelength is smaller than $k$ itself. Using the WKB method, $T$ can be expressed as [16]
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\[
T \approx exp \left[ -2 \int \kappa(z) dz \right], \quad (2.7)
\]

where

\[
\kappa(z) = \sqrt{\frac{2m^*(V(z) - \varepsilon)}{\hbar}}. \quad (2.8)
\]

We now apply equation 2.7 to the problem of tunneling through a triangular barrier, such as that generated by the in-built potential of a p-i-n diode, where \(i\) refers to the undoped, or intrinsic, central region of the diode. Figure 2.3 illustrates the case in which electrons are injected from the n-contact layer into a given energy state of a QD.

![Schematic diagram showing the conduction band for an electron tunneling through a triangular barrier (shaded red) of width \(d\) and height \(V_b\) into a QD state. \(E_{fe}\) denotes the electron Fermi energy in the n-type contact layer of the p-i-n diode.](image)

The barrier potential for an electron at the Fermi energy \(E_{fe}\) in Figure 2.3 is given by

\[
V(z) = V_b \frac{z}{d}. \quad (2.9)
\]
Substituting 2.8 and 2.9 into 2.7 with $\epsilon=0$ gives the transmission probability of an electron tunneling through a triangular potential barrier of width $d$ and height $V_b$, i.e.

$$T \approx \exp \left[ - \left( \frac{2m^*V_b}{\hbar^2} \right)^{\frac{3}{2}} d \right]. \quad (2.10)$$

The situation is analogous for the case of holes tunneling from the p-layer.

This discussion of electron tunneling through a single barrier provides a reasonably good description but neglects some important points, which are listed below.

i. The tunneling interface is assumed to be abrupt and planar as indicated in Figure 2.3. It is obvious that this is not the case as any electrons not exactly at the Fermi edge will have a greater tunneling distance to the one assumed in the calculation of $T$ (equation 2.10).

ii. The barrier is assumed to have a triangular shape with sharp edges. However, in a p-i-n diode the potential profile varies more smoothly throughout the structure.

iii. The WKB method can be used only for slowly varying potentials. In a lattice with a high level of strain, such as that caused by the mismatch between InAs and GaAs, this may not be the case.

iv. The effective mass is taken as a constant value along $z$. However, an electron or hole tunneling from one material to another will have a mass-dependent energy relative to the band-edge, which will vary across the structure.
2.1. Electron tunneling

v In the structures studied in this thesis the barrier energy is large compared to the Fermi energy and thermal distribution of carriers in the emitter. This allows us to approximate all carriers as having the same transmission probability, i.e. all carriers tunnel from a single, well defined energy state.

vi Coulomb interaction effects have been neglected and only independent tunneling of electrons and holes in the p-i-n diode has been considered.

vii The barrier is assumed to be uniform in the $x$-$y$ plane. Thus, only the energy resulting from motion in the $z$ direction is important for the calculation of the transmission probability.

2.1.3 Double barrier resonant tunneling

In section 2.1.1 the case of tunneling through a single, thin barrier system was considered. Introducing a second, similar barrier a distance $w$ from the first to form a QW can lead to the formation of quasi-bound states between the barriers. The states are referred to as quasi-bound as the wave-functions of carriers in these states penetrate through the barriers, so the carriers will only be bound for a finite time, characteristic of the individual QW. The confinement of carriers in this way is analogous to that of photons in the Fabry-Pérot etalon in optics. Figure 2.4 shows a schematic diagram of a double barrier resonant tunneling system, such as that created by sandwiching a layer of GaAs between two AlAs barriers. This type of system is known as a resonant tunneling diode (RTD).

When the energy of the impinging carrier, $E$, is not close to the energy of either of the quasi-bound states then the total transmission probability, $T$, is
Figure 2.4: Schematic diagram showing an AlAs/GaAs RTD. The system is shown in 1D and at zero applied bias. The QW is of width \( w \) and has two quasi-bound energy states, \( E_1 \) and \( E_2 \). The arrow indicates the energy of an electron impinging on the left barrier.

given by the product of the two single barrier transmission probabilities, \( T_L \) and \( T_R \), and depends exponentially on the energy of the impinging carrier and the thickness of the barriers. However, when \( E \) becomes close to the energy of a quasi-bound state \( T \) increases dramatically, rising well above the product of \( T_L \) and \( T_R \). In the resonant regime \( T \) is given by

\[
T(E) \approx T(E_n) \left[ 1 + \left( \frac{E - E_n}{\frac{1}{2} \Gamma} \right)^2 \right]^{-1},
\]

where \( E_n \) denotes a particular quasi-bound state and \( \Gamma \) is the width of the resonance for an electron of velocity \( v \), and is given by

\[
\Gamma = \frac{\hbar v}{2w} (T_L + T_R).
\]

\( T(E_n) \) is the peak transmission probability, given by

\[
T(E_n) \sim \frac{4T_LT_R}{(T_L + T_R)^2}.
\]
2.1. Electron tunneling

It can be seen from equations 2.11 and 2.13 that when the barriers are identical, such that $T_L = T_R$, then the peak transmission probability will be equal to unity, i.e. identical barriers give perfect transmission at the centre of the resonant peak. Although on resonance the peak transmission probability depends only on the ratio of $T_L$ to $T_R$ and not their absolute values, equation 2.12 shows that the width of the resonant peak does depend on the individual barrier transmissions and as such the barriers have a significant effect on the resonant behaviour of the system. Figure 2.5 shows the transmission probability for an RTD of width, $w=10\text{nm}$, sandwiched between two 0.3eV high, 5nm wide barriers.

![Figure 2.5: Transmission probability for a 10nm wide QW sandwiched by two identical, 5nm wide, 0.3eV high barriers. The solid curve shows $T(E)$ for the whole structure, the dashed curve shows the square of $T(E)$ for a single barrier and the dash-dot curve shows a Lorentzian approximation to the lowest resonance. Figure taken from Davies 1998 [16]. The y-axis is scaled logarithmically.](image)

It can be seen in Figure 2.5 that there are two peaks in $T(E)$, corresponding to a resonance for each of the two quasi-bound states. The second resonance is broadened due to the higher transmission probabilities of the individual
2.1. Electron tunneling

barriers caused by the higher carrier energy. The transmission probability shown in Figure 2.5 is for a theoretical case. In a real system there are a number of effects that can cause the actual transmission probability to deviate from this ideal behaviour.

i The energy states in the QW and emitter are broadened due to temperature, impurities and structural fluctuations. In most cases thermal broadening is negligible compared to scattering effects from diffused dopants or barrier material [16].

ii The off-resonance transmission probability of a real device is usually larger than predicted due to carriers tunneling off-resonance. The main contribution to this is from inelastic tunneling via LO phonon emission.

iii The transmission probability does not actually reach unity as the electric field created by an applied bias modifies the second barrier and breaks the symmetry of the system.

iv The electrons remain in the QW for a finite time causing a build-up of charge. This affects the potential barriers, again reducing the symmetry of the system and lessening the resonant transmission probability [56].

v When a bias is applied to the system, the bias drop across the accumulation and depletion regions decreases the effective barrier height, which causes a rapid increase in the transmission probability at higher biases [57].
2.1.4 Coherent versus sequential tunneling

There are two prevalent models used to describe the phenomena of resonant tunneling. In the coherent approach the transmission through the RTD is considered as a single, global variable. The electron wave-function is coherent throughout the structure and phase is conserved. In the sequential approach the process is treated as two successive tunneling events: from the emitter to the QW states and then from the QW state into the collector. Phase is not conserved due to scattering from phonons and impurities in the QW and the process is incoherent.

It has been shown that when the energy distribution of electrons in the emitter exceeds that in the QW, then both approaches give the same value for the current flow through the structure [58]. Indeed it is most probable that in any real device a mixture of the two mechanisms is present. Clearly there must be a coherent component as for the quasi-bound state to exist in the QW an electron must travel at least the length of the QW and back before scattering [59]. Equally the importance of scattering process in RTDs leading to incoherent, sequential tunneling has been shown experimentally [60] and theoretically [61].
Chapter 3

Samples and experimental set-ups

3.1 Introduction

This chapter describes the experimental apparatus and techniques used to conduct the research presented in this thesis as well as providing information about the samples used. Section 3.2 describes all the samples studied in this thesis and is intended as a reference for subsequent chapters.

3.2 Samples

The samples are presented here, indexed with the assignments they will be referred to by in subsequent chapters. All samples are GaAs based p-i-n diodes patterned into circular mesas of between 50 and 400µm in size and contacted
such to allow optical access to the mesa. The wafers are mounted on T05 headers. Sample group A was grown at the Central Facility for III–V Semiconductors in Sheffield by Prof. Mark Hopkinson, all other samples were grown at the University of Nottingham by Prof. Mohamed Henini.

Sample group A

Sample group A consists of a series of symmetrical RTD structures that are identical except for the composition of the intrinsic region. This series of samples was designed to allow a systematic study of the effect of adding quantum dots to a p-i-n RTD structure. The basic growth scheme for these samples is shown in Table 3.1, while the composition of the intrinsic region for the three different samples is shown in Table 3.2. For sample A3 the expected QD density is $\sim 10^{10}\text{cm}^{-2}$, with a diameter of $\sim 40\text{nm}$ and a height of $\sim 2\text{nm}$.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Thickness(nm)</th>
<th>Material</th>
<th>Growth Temp.</th>
<th>Doping (cm$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (top)</td>
<td>500</td>
<td>GaAs</td>
<td>580°C</td>
<td>p, 1x10$^{18}$</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>GaAs</td>
<td>510°C</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>AlAs</td>
<td>510°C</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.6</td>
<td>GaAs</td>
<td>510°C</td>
<td></td>
</tr>
<tr>
<td>i</td>
<td>6</td>
<td>intrinsic region</td>
<td>510°C</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.6</td>
<td>GaAs</td>
<td>510°C</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>AlAs</td>
<td>510°C</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>GaAs</td>
<td>510°C</td>
<td></td>
</tr>
<tr>
<td>8 (buffer)</td>
<td>500</td>
<td>GaAs</td>
<td>580°C</td>
<td>n, 2x10$^{18}$</td>
</tr>
</tbody>
</table>

Table 3.1: Growth layer structure for samples in group A. All samples grown on n$^+$ GaAs substrate oriented along the (100) axis.

<table>
<thead>
<tr>
<th>Structure</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>GaAs</td>
</tr>
<tr>
<td>A2</td>
<td>In$<em>{0.38}$Ga$</em>{0.62}$As</td>
</tr>
<tr>
<td>A3</td>
<td>2.2ML InAs</td>
</tr>
</tbody>
</table>

Table 3.2: Content of the intrinsic region for the samples in group A
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Sample group B

The structures comprising sample group B are all variants on a basic design of QDs situated in a p-i-n diode, see Tables 3.3, 3.4, 3.5 and 3.6. They were designed with the aim of achieving bipolar resonant injection, i.e. injection of both electrons and holes, into the QD states.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Thickness(nm)</th>
<th>Material</th>
<th>Growth Temp.</th>
<th>Doping (cm$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (buffer)</td>
<td>700</td>
<td>GaAs</td>
<td>600°C</td>
<td>n$^+$, 4x10$^{18}$</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>GaAs</td>
<td>600°C</td>
<td>n, 4x10$^{16}$</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>GaAs</td>
<td>600°C</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2ML</td>
<td>InAs</td>
<td>450°C</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>60</td>
<td>GaAs</td>
<td>500°C</td>
<td></td>
</tr>
<tr>
<td>6 (top)</td>
<td>500</td>
<td>GaAs</td>
<td>500°C</td>
<td>p$^+$, 2x10$^{18}$</td>
</tr>
</tbody>
</table>

Table 3.3: Sample B1, grown on n$^+$ GaAs substrate oriented along the (311B) axis.

Sample B2

<table>
<thead>
<tr>
<th>Layer</th>
<th>Thickness(nm)</th>
<th>Material</th>
<th>Growth Temp.</th>
<th>Doping (cm$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (buffer)</td>
<td>120</td>
<td>GaAs</td>
<td>550°C</td>
<td>p$^+$, 2x10$^{18}$</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
<td>GaAs</td>
<td>550°C</td>
<td>p, 5x10$^{17}$</td>
</tr>
<tr>
<td>3</td>
<td>2.9</td>
<td>AlAs</td>
<td>550°C</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>GaAs</td>
<td>550°C</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.8ML</td>
<td>InAs</td>
<td>500°C</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>GaAs</td>
<td>500°C</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>2.9</td>
<td>AlAs</td>
<td>500°C</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>20</td>
<td>GaAs</td>
<td>500°C</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>50</td>
<td>GaAs</td>
<td>500°C</td>
<td>n, 2x10$^{16}$</td>
</tr>
<tr>
<td>10</td>
<td>80</td>
<td>GaAs</td>
<td>500°C</td>
<td>n, 2e10$^{17}$</td>
</tr>
<tr>
<td>11 (top)</td>
<td>100</td>
<td>GaAs</td>
<td>500°C</td>
<td>n$^+$, 4x10$^{18}$</td>
</tr>
</tbody>
</table>

Table 3.4: Sample B2, grown on semi-insulating GaAs substrate oriented along the (100) axis.
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Sample B3

<table>
<thead>
<tr>
<th>Layer</th>
<th>Thickness (nm)</th>
<th>Material</th>
<th>Growth Temp.</th>
<th>Doping (cm$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (buffer)</td>
<td>200</td>
<td>GaAs</td>
<td>550°C</td>
<td>p, 4x10$^{18}$</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>GaAs</td>
<td>550°C</td>
<td>p, 5x10$^{17}$</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>GaAs</td>
<td>550°C</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.8ML</td>
<td>InAs</td>
<td>500°C</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>16</td>
<td>GaAs</td>
<td>500°C</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>50</td>
<td>GaAs</td>
<td>550°C</td>
<td>n, 2x10$^{16}$</td>
</tr>
<tr>
<td>7 (top)</td>
<td>500</td>
<td>GaAs</td>
<td>550°C</td>
<td>n, 4x10$^{18}$</td>
</tr>
</tbody>
</table>

Table 3.5: Sample B3, grown on p$^+$ GaAs substrate oriented along the (100) axis. QDs annealed for 85s at 540°C before overgrowth.

Sample B4

<table>
<thead>
<tr>
<th>Layer</th>
<th>Thickness (nm)</th>
<th>Material</th>
<th>Growth Temp.</th>
<th>Doping (cm$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (buffer)</td>
<td>200</td>
<td>GaAs</td>
<td>550°C</td>
<td>p, 4x10$^{18}$</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>GaAs</td>
<td>550°C</td>
<td>p, 6x10$^{16}$</td>
</tr>
<tr>
<td>3</td>
<td>16</td>
<td>GaAs</td>
<td>550°C</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.8ML</td>
<td>InAs</td>
<td>500°C</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>GaAs</td>
<td>500°C</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>50</td>
<td>GaAs</td>
<td>550°C</td>
<td>n, 1x10$^{17}$</td>
</tr>
<tr>
<td>7 (top)</td>
<td>500</td>
<td>GaAs</td>
<td>550°C</td>
<td>n, 4x10$^{18}$</td>
</tr>
</tbody>
</table>

Table 3.6: Sample B4, grown on p$^+$ GaAs substrate oriented along the (100) axis. QDs annealed for 85s at 540°C before overgrowth.

Although all group B samples are based upon the same idea of achieving bipolar resonant injection of carriers into QDs, there are some significant differences between them. To enable a quick comparison, a summary of the different structures is shown below. For sample B1 the expected lateral QD size is $\sim 20$nm with a height of $\sim 2$nm. For samples B2-B4, which have a lower QD density, the lateral size and height of the dots is expected to be larger.
Table 3.7: Summary of samples in group B, showing the composition of the active region of the p-i-n diode and QD density.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Composition of Active region</th>
<th>QD Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>Undoped GaAs with InAs QDs</td>
<td>$10^{11}$ cm$^{-2}$</td>
</tr>
<tr>
<td>B2</td>
<td>Undoped GaAs, InAs QDs, AlAs tunnel barriers</td>
<td>$10^{10}$ cm$^{-2}$</td>
</tr>
<tr>
<td>B3</td>
<td>Undoped GaAs, InAs QDs, QDs closer to $p$-side</td>
<td>$10^{10}$ cm$^{-2}$</td>
</tr>
<tr>
<td>B4</td>
<td>Undoped GaAs, InAs QDs, QDs closer to $n$-side</td>
<td>$10^{10}$ cm$^{-2}$</td>
</tr>
</tbody>
</table>

3.3 Experimental apparatus

3.3.1 Cryogenics

Optical cryostats

For the optical experiments performed in this thesis, two cryogenic systems were used. The first is an Oxford Instruments continuous gas flow cryostat. This consists of an outer vacuum shield acting as a thermal insulator surrounding a sample space. To achieve good thermal isolation from the external environment, the vacuum shield is evacuated using a turbo pump to a pressure of $10^{-6}$ mbar or lower. The liquid helium coolant is supplied via an external vessel connected directly to the sample space via a transfer line plugged into the cryostat inlet valve. Cooling is achieved by a gas flow pump connected to the sample space. This creates a low level vacuum in the sample space allowing the flow of helium gas from the vessel due to the pressure gradient. Using this method a stable temperature of 3.6K can be maintained. For temperature-dependent experiments a proportional-integral-derivative (PID) temperature control system is used to operate a heater situated in the sample space. This allows a controllable temperature range from $3.6\pm0.05$K up to 320K.
The second system is an Advanced Research Systems open cycle cryostat. In this system the sample is placed into the main bath of the cryostat, which is then evacuated to $\sim 10^{-6}$mbar. The sample is inserted on a specially designed probe so that it is situated in the homogeneous region of the 1T electromagnet that surrounds the cryostat. The probe is designed to provide cooling by the “cold finger” approach. The mounting block of the probe is copper, providing a good thermal connection between the liquid helium inlet valve and the sample. Final stage heat exchange is achieved through the legs of the T05 sample header. To increase the efficiency of heat exchange a copper holding plate is placed on top of the sample (with a circular hole cut to allow optical access to the sample). To prevent radiative heating of the sample, a copper radiation shield is placed around the lower portion of the probe and then wrapped with aluminium foil, these also have holes inserted to allow optical access to the sample. Helium is supplied from an external vessel via a transfer line. Pressure applied to the vessel from a cylinder of helium gas drives the flow of liquid. The liquid enters the top of the cryostat and cools the sample via the cold finger probe. The flow of liquid is regulated by controlling the pressures at the inlet of the transfer line and exhaust valve of the cryostat. Using this approach a stable temperature of $10 \pm 0.2$K is achieved, measured via a thermometer attached to the mounting block.

**Magneto-cryostat**

Magnetic field experiments were undertaken using a Cryogenic gas flow system. The cryostat contains its own liquid helium bath isolated from the external environment by an outer vacuum shield. An inner vacuum shield separates the
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Sample space from the helium bath. The cryostat contains a superconducting magnet located in the helium bath, surrounding a portion of the sample space. The magnet is capable of generating fields up to 14T within a 1cm$^3$ volume enclosing the inserted sample. Situated inside the bore of the magnet is a continuous flow variable temperature insert (VTI). The VTI works by using a vacuum created by an external rotary pump to generate a pressure gradient between the sample space and the helium bath. The flow of liquid helium over this gradient is controlled using a needle value. Correct regulation of this flow across the sample space allows stable temperatures down 1.8±0.02K to be maintained and the temperature can be varied between 1.8K and 300K using a resistive heater located in the heat exchanger adjacent to the sample space. Samples are inserted into the cryostat using specially designed probes to ensure that the sample sits in the central region of the superconducting solenoid, where the magnetic field is homogeneous. Two probe variants were used; the first holds the sample perpendicular to the magnetic field and the second holds the sample parallel to the field and also allows optical access to the sample via an optical fibre link contained within the probe. This can be coupled via a second optical fibre to the optical set-ups.

The use of the optical fibre allows EL measurements inside the magneto-cryostat. Using this technique it has been possible to measure the Zeeman spin splitting of an EL QD peak for sample B1, as shown in Figure 3.1.
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3.3.2 Electroluminescence measurements

Optics

For the EL spectroscopy measurements two optical set-ups, equipped with different light detectors, were used. Collection of light from the sample is done in similar ways for both systems. As shown in Figure 3.2 a lens is placed close to the optical window of the cryostat. This lens collects light from the sample and turns it into a collimated beam. A second lens (typically with a f-number f/4) is then positioned in the beam path to focus it into the entrance slit of a spectrometer. Correct alignment of the sample, or optical fibre, and lenses with the spectrometer entrance slit is of paramount importance to ensure good signal pickup.
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Electroluminescence experiments using the first cryostat discussed in section 3.3.1 and the magnetocryostat are both processed using a Triax 550 series spectrometer (system 1). This is a double pass system with a focal length of 0.55 meters. The light entering the spectrometer shines onto a collimating mirror and is sent to a grating with 1200 grooves/mm. This separates the incoming signal into its constituent wavelengths and reflects the dispersed beam onto a focussing mirror. Finally, light is reflected towards a silicon CCD detector or by an optional swing mirror to an InGaAs photodiode. The limiting factor for spectral resolution is the beam dispersion by the grating. The dispersion is 1.55 nm/mm, giving a spectral resolution of 3.8meV with a slit width of 2mm and a wavelength of 1µm.

Control of, and signal output from, the spectrometer/detector system is fully automated and controlled via computer. It is possible to display the measured signal onto the computer display in real time to aid with the alignment of the optics. Optimum alignment is achieved when the incoming beam is focussed.

Figure 3.2: Schematic diagram of optical experimental set-up. The dashed red lines indicated light rays. When an optical fibre is used this is positioned in place of the sample.
on the optical axis defined by the center of the entrance slit and the center of the collimating mirror.

Electroluminescence experiments using the second cryostat discussed in section 3.3.1 are processed using a SPEX 1702 spectrometer (system 2), which has a focal length of 0.75m and a dispersion grating with 600 grooves/mm. This gives the system a typical dispersion of 18.6Å/mm so that with a standard 2mm slit width, the energy resolution is 3.4meV at a wavelength of 1µm.

During the measurements, the balance between the signal intensity and resolution was always considered. Closing the slit width to 0.5mm gives a resolution of ∼1meV, but at the cost of reducing the signal intensity by 75% compared to a 2mm slit width. Where the need for high resolution was paramount, the slit width was chosen appropriately, at all other times a width of 2mm was used as a balance between resolution and intensity.

**Detectors**

After passing through a spectrometer and being dispersed into its constituent wavelengths, the signal passes out of the exit slit and into an attached detector, where its strength at each wavelength is measured and the data processed by a computer. The detector associated with system 1 is a liquid nitrogen cooled, Si Charge Coupled Device (CCD). The CCD is a detector array with a two-dimensional matrix of pixels to detect an incoming signal. When a photon enters the CCD it will usually (typical quantum efficiency is 70%-80%) excite an electron across the intrinsic band gap of the semiconductor material the CCD is based on. The detector is capable of integration times of between 1µs and hours, though for integration times in excess of 30 seconds the in-built
3.3. Experimental apparatus

Cosmic ray removal function must be used to obtain clear data. In order to obtain a good signal to noise ratio, the integration time was chosen so that the signal strength was close to the detector saturation threshold. The Si CCD is effective at detecting photons with wavelengths between 400nm and 1100nm. The efficiency profile for this device varies continuously across its range, increasing in a stepped fashion from 0.3 at 400nm to 1 at 950nm. For $\lambda > 950$nm, the detector efficiency drops off so that it is 0.2 at 1100nm.

Although the Si-CCD is the most efficient detector for many measurements, it has the disadvantage that its efficiency profile has a sharp gradient for $\lambda > 950$nm. For some of the experiments presented in this thesis, this can have a noticeable effect on the measured spectra. In order to take into consideration this effect, an efficiency correction algorithm was developed. The accuracy of this algorithm is demonstrated in Figure 3.3, which shows two spectra taken using the different detectors connected to system 1. The red curves are from the Si CCD and the blue from an InGaAs diode. Figure 3.3(a) shows the spectra before the correction algorithm was applied, and it can clearly be seen that there are significant differences between the spectra. In Figure 3.3(b), after the correction algorithms have been applied, the agreement between the spectra is significantly improved with the remaining differences explainable by the fact that there are some inherent differences between the two detectors. The EL data presented on sample A2 in Chapter 4 uses this correction method. In all other cases it was not deemed necessary to alter the original data.

System 2 uses a liquid nitrogen cooled InGaAs array detector. The pixel array is a single line containing 512 pixels. The detector is capable of integration times from $1\mu$s to 10 minutes. The InGaAs detector has an essentially flat
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Figure 3.3: EL spectra of a p-i-n diode incorporating an InGaAs QW taken with two different detectors. (a) shows the spectra before the correction algorithm is applied and (b) shows the corrected spectra. The Si CCD data is shown in red and the InGaAs diode in blue. The data have been normalised to a maximum height of 1.

efficiency profile across the QD band between 950nm and 1600nm, but at either end there is a sharp tail-off in its efficiency.

3.3.3 Micro-electroluminescence measurements

Some of the measurements performed for this thesis were in collaboration with Erik Stock at the Institute of Solid State Physics of the Technical University Berlin. The equipment there enabled micro-EL measurements to be carried out. In these experiments the light from a specific point on the sample mesa can be measured.

The cryostat is a cold-finger system with cooling achieved by pumping liquid helium from an external vessel. The whole system, excluding the vessel, is installed on a vibration isolation table. The temperature reading at the sample suggests that a temperature of 15K is achieved, though measurement of the
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GaAs emission line indicates that the carriers are actually at a temperature of 30K. The sample is positioned very close to the optical window of the cryostat, so that radiative heating is probably responsible for the relatively high temperature of the liquid helium system. The closeness of the sample to the window allows for the efficient extraction of the signal needed for the experiments performed in this set-up. A beam line is set up between the cryostat and a series of 3 spectrometers. The beam line allows for mirrors and lenses to be readily interchangeable on mounts fixed at pre-installed positions. An additional feature of this set-up is that it allows for a Silicon CCD webcam to be fixed into the mount close to the optical window in order to take an optimal image of the mesa.

For the micro-EL measurements a moveable mirror is placed in the beam line. A specially developed Labview program is used to run the experiments. This enables the mirror position to be changed to extract light from specific positions on the mesa. Correlation of the sample and mirror position allows the program to accurately calculate where on the sample the measured signal is coming from. In standard micro-EL experiments, a bias is applied and a pre-determined frequency range is selected to be measured. At every interval in this range the mirror is scanned across the sample, or an area of the sample, in a grid pattern to build up an image of how the light emission at that specific frequency varies across the sample. The resolution of this technique is \(~0.15\text{meV}~\).
3.4 Current-voltage measurements

Measurement of the current-voltage \( (I(V)) \) characteristics of the samples forms an important part of the research presented in this thesis. The basic measurement circuit used to perform \( I(V) \) measurements consisted of a Keithley 2400 digital multi-meter performing as both a voltage source and current measurement device, with a 0.1Ω grounding cap used to complete the circuit. The typical low-temperature resistance of the sample was of the order of 10kΩ so the resistance of the cables used in the measurement circuit, typically 10Ω, has been neglected. The \( I(V) \) experiments performed in this thesis were automated using a Labview program written specifically for the task. This allowed automated control of the output voltage signal and the reading in, and storing of, the returned current data. The automation extends to control of the magnetic field so that \( I(V) \) measurements over a range of magnetic fields could be taken efficiently.

3.4.1 High sensitivity measurements

The current sensitivity of a Keithley 2400 is \( \sim 100 \text{pA} \). For some of the experiments performed in this thesis a higher degree of sensitivity was needed in order to be able to measure the lower currents produced by the samples. For this purpose a custom current-to-voltage converter was made which could be used in conjunction with an Agilent 34420A digital volt meter to enable measurements with sub-pA accuracy. A schematic circuit diagram of the current-to-voltage converter is shown in Figure 3.4.
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The current-to-voltage converter is based on the “ideal” design reported in ref [62] and uses an operational amplifier (op-amp) in series with a load resistor to convert the output signal from the sample from Amps to Volts. The sample output is fed into the negative input of the op-amp. The positive terminal is grounded, meaning that the negative terminal must also be at ground potential, making it a virtual ground. The output from the op-amp is in series with a load resistor, $R_L$, see Figure 3.4. The current coming from this resistor must balance the current passing into the negative input terminal of the op-amp so the output voltage of the op-amp must be $V_{out} = I_{in} R_L$. This allows $R_L$ to be chosen such that it will boost the output signal of the sample to the level required for the measurement. The 1kΩ resistor also connected in series with the output voltage is included to prevent a short-circuit damaging the op-amp.
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This has a negligible effect on the circuit operation as $R_L$ is 4-6 orders of magnitude larger in the current-to-voltage converter used for the experiments in this thesis.

3.4.2 Noise reduction

In order to perform the low current (∼pA) measurements, precautions have to be taken to ensure that noise generated by the measurement circuit does not generate anomalous data spikes or mask the real signal. In our experiments the main sources of noise were the digital electronics and power sources inside the voltage source, measurement device and current-to-voltage converter. The walls of the cryostat act to screen the sample from this noise, but it is still possible for it to be picked-up through the cables. To minimise this effect screened co-axial cables with bnc connectors were used and the equipment was laid out to ensure that there was as much clearance as possible between the cables and equipment. Movement of the cables due to vibrations, or where they are exposed to magnetic fields, can generate noise in a number of ways, with spikes due to capacitive and resistive changes, piezo-electric noise generated by changes in stress of the cable insulation [63], and movement at the electrical contacts changing the coupling efficiency being the biggest sources. Securing the cables to a rigid surface was found to reduce these effects to an acceptable level and had the additional advantage that the cables could be secured in such a way as to minimise their exposure to the magnetic field. The measurement circuit was designed to have only one earth connection in order to prevent a ground loop. For measurements performed at 4.2K, in free standing He storage vessels of liquid helium, the vessel was placed away from external sources of
vibration and wedged in place to stop any movement of the wheels on the vessel.

All magnetic measurements were performed in the magnetocryostat discussed in section 3.3.1. In this system care had to be taken to reduce vibrations from external sources, such as the pump used in the cooling of the cryostat, as much as possible. Additionally, when performing $I(V)$ measurements, the power to the thermometer in the sample space had to be disconnected as this proved to be a significant source of noise. When this was the case, the temperature was monitored via the pressure of the helium flow through the sample space and by using the thermometer to check the temperature between measurements.

For all measurements a time delay of 60 seconds from applying the initial voltage to beginning the current measurement was introduced by the controlling software. This was in order to give the capacitances present in the system time to fully charge. After this, a delay of no less than 300 ms, between applying a new voltage and beginning the measurement, was used to give the circuit time to settle after each change. At least 4 measurements of each current were taken and then averaged to generate the stored value. For more sensitive measurements, up to 10 values were taken and used to generate the average.
Chapter 4

P-I-N diodes incorporating quantum dots and quantum wells

4.1 Introduction

In order to investigate the injection of carriers into an ensemble of QDs, a series of samples were grown (see Sample group A in section 3.2). Samples A1, A2 and A3 are all based on the same RTD structure, but contain in their intrinsic region a GaAs QW, an In$_{0.38}$Ga$_{0.62}$As QW and a single layer of InAs QDs, respectively. The central regions of the conduction and valence band energy profiles at $T=300$K for samples A1, A2 and A3 are shown in Figures 4.1, 4.2 and 4.3, respectively. The band diagrams are calculated using the software package BandEng by M. Grundmann [64].
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Figure 4.1: Band diagram at 300K with no applied bias for sample A1. The Fermi level is indicated by the dashed, black line.

Figure 4.2: Band diagram at 300K with no applied bias for sample A2. The Fermi level is indicated by the dashed, black line.

As can be seen in Figures 4.2 and 4.3, the QW and QDs in samples A2 and A3, respectively, can create lower-dimensional energy states below (above) the GaAs conduction (valence) band edge.
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Figure 4.3: Band diagram at 300K with no applied bias for sample A3. The Fermi level is indicated by the dashed, black line.

In order to begin to understand sample A2 a program based on a simple, numerically solved model for a 1D square well of finite depth [16] has been developed to estimate the energies of the confined states in the InGaAs QW. The material parameters used in this model are given in Appendix B. Although the model is a textbook case, including the modification to take into account the different effective masses across the structure, there are still some points that merit discussion.

The model has only been constructed to look at the QW in the intrinsic region of the structure. The QW formed by the AlAs barriers has not been modeled. This does not affect the model too adversely as the energy states of interest lie well below those created by the AlAs barrier so should not be significantly modified by them.
ii An idealised case of a square well is used. This means that all carriers are assumed to have $k=0$. Whilst this does compromise the accuracy of the model, this approach is still valid for the approximate energy levels it is intended to produce.

iii The effects of strain on the InGaAs crystal lattice are included. The strain acts to increase the InGaAs band-gap and to break the degeneracy of the valence band at the $\Gamma$-point.

iv Light and heavy holes are accounted for, but the split-off band is ignored as it does not feature prominently in the carrier dynamics, due to the relatively large spin-orbit splitting of the valence band.

v The exciton binding energy has been ignored as this is typically much smaller than the single carrier confinement energy.

vi Although the InGaAs QW in sample A2 was grown with a nominal indium concentration of 38%, a concentration of 24% was used in the model in order to accurately describe the transport data. This is a reasonable alteration to make as it has been shown that indium segregates greatly in semiconductor QW structures [65], so the concentration in the centre of the QW will almost certainly be lower than 38%.

Table 4.1 shows the calculated energy levels generated by this model for the InGaAs QW. The energies are given relative to the bottom (top) of the InGaAs QW for the electrons (holes). The model indicates that there are a number of confined energy levels present in the QW, with each offering a state that is available to carriers for resonant tunneling. Calculations indicate that there
are two electron, two light hole and three heavy hole levels bound inside the well.

<table>
<thead>
<tr>
<th>Energy (eV)</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.1322</td>
<td>lh1</td>
</tr>
<tr>
<td>-0.1014</td>
<td>hh3</td>
</tr>
<tr>
<td>-0.0471</td>
<td>hh2</td>
</tr>
<tr>
<td>-0.0173</td>
<td>hh1</td>
</tr>
<tr>
<td>0.0745</td>
<td>e1</td>
</tr>
<tr>
<td>0.2584</td>
<td>e2</td>
</tr>
</tbody>
</table>

Table 4.1: Calculated energy levels at zero bias for the InGaAs QW. Energies are given relative to the bottom (top) of the conduction (valence) band QW. e, lh and hh denote electron, light hole and heavy holes states, respectively.

4.2 Current-voltage characteristics

Figure 4.4 shows $I(V)$ plots of samples A1, A2 and A3. The curves are taken using a measurement device which is not sensitive enough to accurately detect currents lower than 100pA. However, this does mean that in the presented data all three structures have a common background current level, which is useful for an initial comparison of the broad scale differences between them.

It can clearly be seen that there are significant differences in the $I(V)$ characteristics of the three structures. Sample A1 does not show any current below $V=1.41V$. A small shoulder appears in the $I(V)$ before the larger, exponential increase at $V=1.51V$, corresponding to the GaAs flat-band condition ($V_{fb}$).

Given that sample A1 is a GaAs p-i-n diode, the presence of a noticeable current at $V<V_{fb}$ is probably due to transitions through impurity states associated with donors and acceptors in GaAs. In structure A2 a measurable current begins to flow at a much lower voltage, $V\sim1.00V$, which fits well with
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Figure 4.4: $I(V)$ curves at 4.2K for sample A1 (blue), A2 (green) and A3 (red). The noise level in the experiment was ~100pA.

the presence of low energy QW states as discussed in section 4.1. After an initial increase a number of well resolved current peaks are observed at voltages below $V_{fb}$, which are associated with electrons and holes tunneling into the bound QW states. The point at which sample A3 passes a measurable current lies in between that of A1 and A2. The current initially begins to flow at $V \sim 1.18V$ and there is a noticeable shoulder in the $I(V)$ between $V \sim 1.30V$ and $V \sim 1.49V$. The resonant features of the $I(V)$ above $V_{fb}$ are different from those in samples A1 and A2 but, given the presence of InAs as opposed to GaAs or InGaAs in the structure, this is to be expected.

The data presented in Figure 4.4 are useful for comparing the three different structures and for revealing major differences between them. However, given the limited sensitivity of the measurement device used in the comparative
In order to understand the \( I(V) \) curve for sample A2, the energy levels presented in Table 4.1 need to be recalculated in terms of the applied bias required to bring the relevant Fermi energy in the GaAs emitter layers into resonance with a given bound state of the InGaAs QW. The recalculation also takes into account the leverage factor. The leverage factor is defined as the ratio of the voltage drop across the whole device to the voltage taken to raise the relevant carrier Fermi level into resonance with the QW level. In a symmetrical structure with a uniform electric field, such as that shown in Figure 4.5, the leverage factor is determined by \( f = \frac{L}{D} \).

In the sketch of Figure 4.5 \( L \) and \( D \) are the relevant distances for calculating the leverage factor, \( E_{Fe} \) and \( E_{Fh} \) are the electron and hole Fermi energies, respectively, \( e_n \) and \( h_n \) denote bound electron and hole QW states, respectively and \( eV \) is the energy supplied by the applied bias. Additionally \( E_{g_{GaAs}} \) and \( E_{g_{InGaAs}} \) denote the GaAs and InGaAs band-gaps, and \( E_{QW_e} \) and \( E_{QW_h} \) are the energies to the bottom of the conduction and valence band QWs, respectively. The values of \( e_n \) and \( h_n \) are given in Table 4.1.

Equations 4.1 and 4.2 give the relations used for the electron and hole calculations, respectively. The resonant energy is determined by the bias, \( V_n \), required to bring the electron or hole energy level, \( e_n \) or \( h_n \), respectively, into resonance with the relevant Fermi energy.

\[
eV_n = E_{Fe} + E_{Fh} + E_{g_{GaAs}} - \frac{L}{D} E_{QW_e} + \frac{L}{D} e_n \tag{4.1}
\]
Figure 4.5: Schematic diagram illustrating the model for the resonant energy estimates presented in table 4.2 and the leverage factor.

\[ eV_n = E_{GaAs} + E_{Fe} - \frac{D}{L - D} E_{Fh} - \frac{E_{QWh} - h_n}{1 - \frac{D}{L}} \]  

(4.2)

Table 4.2 shows the theoretically calculated resonant energies, as determined by equations 4.1 and 4.2, alongside the experimental values and carrier designation.

<table>
<thead>
<tr>
<th>Experiment (eV)</th>
<th>Theory (eV)</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.21</td>
<td>1.160</td>
<td>e1</td>
</tr>
<tr>
<td>1.28</td>
<td>1.290</td>
<td>hh1</td>
</tr>
<tr>
<td>1.38</td>
<td>1.350</td>
<td>hh2</td>
</tr>
<tr>
<td>1.45</td>
<td>1.467</td>
<td>hh3</td>
</tr>
<tr>
<td>1.53</td>
<td>1.528</td>
<td>e2</td>
</tr>
<tr>
<td>1.53</td>
<td>1.529</td>
<td>lh1</td>
</tr>
</tbody>
</table>

Table 4.2: Resonant energy levels of QW levels in sample A2. e, lh and hh denote electron, light hole and heavy holes states respectively.

In general, the calculated resonances in table 4.2 show good agreement with the experimental values, especially considering the limits of the model used. The experimental values for the energy levels in table 4.2 are taken at the
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Inflection points of the \( I(V) \) curve. The inflection points appear as peaks in the scaled derivative of the \( I(V) \) curve shown in the inset of Figure 4.6.

Figure 4.6: High sensitivity \( I(V) \) curve at \( T=4.2K \) for sample A2. The inset shows the logarithmic derivative, \( \frac{d\log(I)}{d\log(V)} \). The peak indicated by the black arrow is discussed in the text.

The initial, broad shoulder which produces a local, but indistinct, maxima at \( V=0.95V \) does not match well with any of the theoretical energy levels in Table 4.2. However, given that it does not show the usual characteristic features of a QW resonance, it seems reasonable to attribute this initial current increase to states below the QW, possibly caused by segregated indium. The energy levels shown in Table 4.2 all produce strong, clear peaks in both the \( I(V) \) and logarithmic derivative of the \( I(V) \) in Figure 4.6, and can all be matched well with the theoretically calculated energy values. However, there is an additional, smaller and less well defined peak at \( V=1.33V \), indicated by the black arrow in the inset of the figure. This does not correspond to any of the theoretical predictions and at present no explanation is offered for its presence.
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The level at $V=1.53V$ is attributed to both the $e2$ and $lh1$ states in table 4.2. This is because the theoretical energy values for both of these levels fall close to the experimentally measured peak in the $I(V)$ and, given the basic nature of the model, it could well be that these states fall close enough in energy that they overlap. This energy level also does not produce a resonance in the same way as the other levels, instead being marked by a sharp drop in the current. Considering the theoretical prediction of its energy, this is probably because, by the time the applied bias is sufficient to bring it into resonance, the contributions from the bulk GaAs and possibly even the AlAs/GaAs QW serve to mask and alter the resonance it would cause in the $I(V)$.

![Figure 4.7: 1.8K high sensitivity $I(V)$ curve for sample A3. The inset shows the same $I(V)$ data with an fitted exponential, $I_f=Ae^{\beta V}$, subtracted. The data is then scaled by the current of the fitted $I(V)$.

The sub pico-Amp measurements on sample A3, shown in Figure 4.7, reveal interesting features. It can clearly be seen that current starts to flow at $V \sim 1.00V$
and that there are two additional shoulders to the one revealed in Figure 4.4. The inset in Figure 4.7 shows the same $I(V)$ curve, but with an exponential approximation to the $I(V)$ subtracted. Three regions of increased current flow below $V_{fb}$, centered at $V \sim 1.05V$, $1.19V$ and $1.39V$, are clearly visible. The fact that these regions of increased current flow are present in sample A3 and not sample A1 indicate that there are additional available states for the carriers to tunnel into in sample A3. AFM images on samples similar to A3 have shown that the InAs forms QDs in the GaAs matrix and as such it is reasonable to conclude that it is the QDs that provide the additional available states for electronic conduction. However, whilst the $I(V)$ characteristic provides a clear indication of the presence of QDs in sample A3, it does not provide information on the nature of the three shoulders, nor does it indicate whether or not the carriers are injected resonantly into the dots.

4.3 Electroluminescence measurements

Figures 4.8 and 4.9 show the EL and colour-scale data for sample A1 at $T=3.6K$, respectively.

It can be seen in Figure 4.9 that at higher biases, $V>1.60V$, a strong emission band emerges at $h\nu=1.55eV$ due to the AlAs/GaAs QW present in the structure. Below this bias the main emission line is due to electron-hole recombination from the GaAs layers surrounding the AlAs/GaAs QW. This is due to recombination of electrons and holes at neutral electron-acceptors (eA$^0$). A weak contribution from the GaAs free-exciton (FE) can be seen at the highest applied biases ($V>1.6V$). The EL from sample A1 dies very quickly for
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Figure 4.8: EL spectra of sample A1 at $T=3.6$K. The curves have been normalized to the maximum peak height and offset for clarity. The normalization factors, e.g. $x5.4\times10^3$, are included on the left.

Figure 4.9: Colour-scale plot of the EL intensity vs $V$ and emitted photon energy ($h\nu$) for sample A1 at $T=3.6$K.
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$V<1.52\text{V}$. Note that the current flowing through the device also decreased rapidly for $V<1.52\text{V}$. However, before the emission dies out, a slight energy shift of the GaAs emission line can be seen. This is due to carrier recombination from deeper acceptor states becoming the dominant process as, for $V<1.5\text{V}$, carriers no long have enough energy to form GaAs excitons [66]. In Figure 4.8, at $V=1.48\text{V}$, two low energy peaks appear in the EL due to phonon replicas of the primary emission peak. These replicas are present at higher biases too; however, they can only been seen by using logarithmic scaling on the y-axis as their intensity is much lower than the main emission peak.

Figures 4.10 and 4.11 show the EL spectra and colour-scale image, respectively, for sample A2. At high bias the EL of sample A2 is dominated by the emission peak at $V\sim1.174\text{V}$ due to electron-hole recombination from the InGaAs/GaAs QW. An additional emission is observed at $h\nu=1.49\text{eV}$ and is attributed to the GaAs $eA^0$ recombination. Weaker emission peaks can be seen in Figure 4.10 at $h\nu\sim1.19\text{eV}$ and $1.20\text{eV}$.

Table 4.3 shows the theoretical energies for electron-hole recombination from the energy levels in the InGaAs/GaAs QW. Only those types of recombination that have energies in the range of the observed emission are shown.

<table>
<thead>
<tr>
<th>Energy (eV)</th>
<th>Recombination</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.175</td>
<td>e1-hh1</td>
</tr>
<tr>
<td>1.205</td>
<td>e1-hh2</td>
</tr>
<tr>
<td>1.290</td>
<td>e1-lh1</td>
</tr>
<tr>
<td>1.386</td>
<td>e2-hh2</td>
</tr>
</tbody>
</table>

Table 4.3: Recombination energies for sample A2. Energies given are a summation of the electron and hole confinement energies given in Table 4.1 plus the InGaAs band-gap. $e$, $lh$ and $hh$ denote electron, light hole and heavy holes states, respectively.
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Figure 4.10: EL spectra of sample A2 at $T=3.6K$. The curves have been normalized to the maximum peak height and offset for clarity.

Figure 4.11: Colour-scale plot of the EL intensity vs $V$ and emitted photon energy ($h\nu$) for sample A2 at $T=3.6K$.

Looking at the calculated energy levels for the QW in sample A2, given in Table 4.3, it seems likely that the strongest emission peak corresponds to recombi-
nation of carriers from the $e1$ and $hh1$ levels, which is the lowest calculated energy transition. The separation between the $hh1$ and $lh1$ is significant due to the strained nature of the lattice. This means that any transition between $e1$ and $lh1$ would be distinct and observable. As this is not present, even at higher biases, it indicates that the holes are able to relax into the lowest available energy state before recombining. The additional emission peak at $V=1.19eV$ does not correspond to any calculated transition, and while the peak at $V=1.20eV$ does fit well with the $e1-hh2$ transition, this is a forbidden transition so unlikely to be the cause. Considering this evidence, these emission peaks are attributed to recombination of carriers in localised areas of lower than average indium concentration. This means that these carriers would experience a larger band gap, which would be a much more significant effect than the change to their effective masses, and they would thus emit a higher energy photon upon recombination.

The much larger relative intensity of the QW emission, compared to that of the GaAs, is due to the relaxation time for carriers to go from the GaAs states into the QW being much smaller than the exciton recombination time in GaAs [67]. Reducing the applied bias causes a reduction in the relative intensity of the GaAs emission line and also leads to a narrowing of the QW emission. As the bias is reduced below $V \sim 1.60V$, the main QW emission line shifts from $h\nu\sim 1.174eV$ to $\sim 1.168eV$. A possible explanation for this is that if there are fluctuations in the potential profile of the QW, for example due to locally high and/or low concentrations of indium, this will create areas of higher confinement energy, but lower potential, for the carriers. At high biases these fluctuation will be filled and the majority of the carriers will recombine from the recognised QW level. However, at lower biases this will
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not be the case and an increasingly significant proportion of recombinations will involve carriers in these fluctuations, which will influence the observed EL. At the lowest applied bias the emission peak at $V \sim 1.20V$ becomes relatively more intense, suggesting the possibility of resonant injection. Unfortunately, the emission intensity was not sufficient to investigate this by going to lower applied bias.

Figures 4.12 and 4.13 show the EL spectra and colour-scale image, respectively, for sample A3. Note that the bias dependance of these spectra differ significantly from that of samples A1 and A2. Above $V = 1.58V$, the emission from sample A3 is dominated by the GaAs line (not shown), though there is also a weaker, broad emission characteristic of a QD ensemble [68].

![Figure 4.12: EL spectra of sample A3 at $T = 3.6K$. The curves have been normalized to the maximum peak height and offset for clarity.](image)

It has been shown that the time for carriers to relax from GaAs into InAs QDs is much shorter than the GaAs exciton lifetime [69, 67]. Hence the fact that the dominant emissive feature is due to the GaAs, suggests that the QD
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Figure 4.13: Colour-scale plot of the EL intensity vs $V$ and emitted photon energy ($h\nu$) for sample A3 ($T=3.6$K). The three white lines denote $h\nu=eV$, $eV-60$meV and $eV-140$meV.

states are saturated and the carriers in the GaAs are unable to relax due to a lack of available states. Below $V=1.58$V, the QD emission becomes the dominant feature, indicating a switching point where the QD states are no longer saturated by the available carriers. It can be seen in Figure 4.13 that further reduction of the bias causes the maximum of the QD emission band to shift to lower energy as a result of reduced state filling effects until, when $V\sim1.48$V, both the high energy emission edge and central maximum of the QD band begin to shift with the voltage at a value of $h\nu=eV-140$meV and $eV-170$meV, respectively. This behaviour continues down to $V=1.36$V and is accompanied by an increase in the relative intensity of the GaAs emission. The apparent reduction in the QD emission in this region is an artifact of the normalization algorithm used and reflects a reduction of the QD intensity relative to the GaAs, not a reduction of the absolute QD intensity. At this
point the GaAs emission is occurring at a higher energy than that at which the carriers are being injected and is thus up-conversion luminescence (UCL). This phenomenon is explored in more detail in Chapter 6. Below $V=1.36\text{V}$, the entire QD ensemble once again becomes the dominant feature, though instead of the single, broad emission band observed at higher biases there are now distinct, separate emission peaks, as can be seen in Figure 4.12. Reducing the bias still further brings the sample into an interesting regime of resonant behaviour. Two bands are observed with their high-energy edges at $h\nu=eV$ and $h\nu=eV-60\text{meV}$, as indicated in Figure 4.13. The $h\nu=eV$ band continues to the lowest measured bias, $V=1.20\text{V}$. Below this point the amount of light being emitted by the sample became too weak to measure. Figure 4.14 shows the EL spectra for sample A3 in the range $V=1.32\text{V} - 1.46\text{V}$.

![EL spectra of sample A3 at $T=3.6\text{K}$](image)

Figure 4.14: EL spectra of sample A3 at $T=3.6\text{K}$. The curves have been normalized to the maximum peak height and offset for clarity.

As the applied bias is lowered below $V=1.46\text{V}$, the structure of the EL changes gradually but markedly. The broad, bell-shaped emission that occurs at higher
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biases (see Figure 4.12) begins to fragment and develop additional structure. The amount of structure increases with decreasing bias until the regime described above occurs, where resonant features dominate the spectra.

Figures 4.15 and 4.16 show the EL spectra as a function of bias and temperature, respectively. It can clearly be seen in Figure 4.15 that the high energy edge of the QD band is resonant with the applied bias.

![Figure 4.15: EL spectra of sample A3 at T=3.6K. The red arrows indicate the energy given to the carriers by the applied bias. The curves have been normalized to the maximum peak height and offset for clarity.](image)

The temperature series shown in Figure 4.16 is taken at $V=1.26V$, which is well within this resonant regime. The intensity of the emission is not strongly affected by the temperature in the range over which data was taken, though at 30K a noticeable reduction in the intensity of the high-energy emission peak is observed. The increasing temperature does however lead to a 40% increase in the current between $T=3.6K$ and 30K and this causes an increase in the intensity of the emission peak at $h\nu\sim1.18V$ due to state filling effects. It can
also be seen that the high energy edge of the QD band moves to higher energy with increasing temperature. The increase occurs faster than the rise in $k_B T$ indicating that some processes, other than purely thermal excitation of the carriers also play a role in the dynamics.

Figure 4.16: EL spectra of sample A3 at $V=1.26V$, as indicated by the dashed red line. The temperature and current are indicated to the right of the plot. The curves have been normalized to the maximum peak height and offset for clarity.

4.4 Discussion

The presence of resonant features in the $I(V)$ of sample A2, see Figure 4.6, provide clear evidence that both electrons and holes are able to be resonantly injected into the InGaAs QW via tunneling through the intrinsic region of a p-i-n diode. Having confirmed that bipolar resonant injection of carriers, i.e. resonant injection of both electrons and holes, in these structures is possible, then comparing the markedly different $I(V)$ characteristics of samples A1 and
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A3 leads to the conclusion that the shoulders in the \( I(V) \) of sample A3 are caused by the injection of carriers into confined states within the structure. The behaviour of sample A3 can be better understood by considering the following theory. Figure 4.17 shows a schematic diagram of a p-i-n junction, containing a layer of QDs situated in the intrinsic region, with zero applied bias.

![Figure 4.17: p-i-n diode containing QDs with zero applied bias. Electron and hole QD states are indicated by the red and green lines respectively. The inset shows the energy distribution of the QDs](image)

As explained in section 1.2.1, the ensemble of QDs will give a range of energy states with a roughly Gaussian distribution, as indicated in Figure 4.17. By applying sufficient forward bias to take the junction above flat-band the situation becomes that shown in Figure 4.18.

Clearly it is now possible for the majority carriers, the electrons and holes, to flow freely across the junction. Most of these carriers will be captured by the QDs and, through a process of thermalization, are able to access the entire
dot distribution. When both the electron and hole states on a single quantum dot (SQD) are filled then recombination will occur. Due to the fact that the confined states in the QDs have a range of energies, carrier recombination from the ensemble will result in EL with a broad energy distribution and thus above flat-band the emission spectrum of this system will show a broad emission band. By reducing the applied bias so that the system is now below the flat-band condition, but still in forward bias, the situation becomes that shown in Figure 4.19.

In this configuration the electrons and holes are no longer able to flow through the junction as free carriers. However, correct alignment of the occupied states in the n and p-layers with the QD states makes it possible for electrons and/or holes to resonantly tunnel onto a QD. Once an electron or hole has been captured onto a QD the potential of the dot is altered in such a way as to make it easier for the oppositely charged carrier to also tunnel onto the dot. For example, when a hole tunnels onto a dot the negative charge on the dot
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Figure 4.19: p-i-n diode containing QDs with positive bias but below flat-band condition. The inset shows how the number of QDs available to the carriers is reduced in this configuration.

is temporarily reduced. The resulting change in electric field brings the dot closer into resonance with the electron states in the n-layer. This causes a rise in the tunnel current, making it more likely for an electron to be captured onto the dot, restoring the system to equilibrium [70]. Given that there is an ensemble of QDs present then this process is likely to be affected by the remote charge due to carriers tunneling onto neighbouring QDs. When the dot has both an electron and a hole on it they are able to recombine and in this way it is possible to obtain EL from the dots with the system biased below the flat band condition.

An important point is that at zero applied bias the QD electron (hole) states are all above (below) the Fermi energy. Correctly tuning the applied bias thus allows for access to the entire QD distribution, unlike the case for the n-i-n diode, where at zero applied bias the ground states of the QDs are occupied [71]. As the carriers are being injected into the system with an applied bias
below that required for flat-band, then they do not have enough energy to access the whole distribution of dots. By decreasing the applied bias further the number of tunneling carriers, as well as the number of states available to those carriers, will also decrease. At low enough biases only a small number of states in the tail of the distribution will be available for the carriers to tunnel into, as indicated in Figure 4.19. In this low bias regime it should be possible to tune the voltage so that only a SQD is luminescing.

Returning to consider the experimental data for sample A3, three main bands below $V_{fb}$ are identified in the inset of Figure 4.7. The band at $V \sim 1.05V$ ($B_1$) does not have the characteristic bell-shape associated with a QD ensemble and does not contribute to any observable EL emission. The lack of EL emission could be due to the current in this region being too low for a sufficient level of carrier recombination to create an observable emission. However, given the shape of $B_1$ in $I(V)$, it seems more likely that these states are provided by defects within the structure that do not allow pathways for radiative recombination. The band at $V \sim 1.19V$ ($B_2$) has a strong correlation with the observed EL emission for sample A3. The slight difference between the energy of $B_2$ in $I(V)$ and EL can be attributed to the fact that in $I(V)$ it only takes one of the carrier species to tunnel into a state to cause an increase in the current, whereas in order to observe EL emission from QD states, both electrons and holes must be present. If the second carrier species becomes resonant at a higher energy than the first then there will be an offset between the $I(V)$ and EL. The full-width at half maximum (FWHM) of $B_2$ in $I(V)$ is $\sim 88\text{meV}$, which is in good agreement with the FWHM of the PL peak for a QD ground state reported in the literature [72]. The EL emission has the expected bell-shape of a QD distribution, though here the FWHM is $\sim 125\text{meV}$ for $V > V_{fb}$. The
final band ($B_3$) at $V=1.39\text{V}$ has a FWHM of $\sim 125\text{meV}$ in $I(V)$, which is the same as the FWHM of the observed EL emission. However, this is too broad to be attributed to the QD ground state distribution and there is also no EL emission at the corresponding energy. This implies that any carriers entering $B_3$ relax quickly and recombine from the lower energy states. Considering this evidence, it is fair to attribute $B_3$ to the InAs WL and $B_2$ to the ground states of a QD band. The distinction is certainly blurred at the edges with excited QD levels present in the high energy edge of $B_2$ and the low energy edge in $B_3$, as reflected by the broad EL emission.

Carriers injected above the WL energy are able to enter the WL and thus have access to the whole QD ensemble, allowing them to relax into the lowest energy state available [35]. Looking at the data in Figure 4.13, it seems likely that the WL energy range is $\sim 1.42-1.46\text{eV}$, which is in good agreement with the $I(V)$ data presented, allowing for the previously discussed offset between $I(V)$ and EL bands. At the point where the applied bias begins to drop below the high-energy edge of the WL, a marked change can be seen in the emission from the QD band. As the bias is reduced, the high-energy emission from the QDs dies out in direct correlation with the reducing bias. This indicates that as the carriers begin to lose access to the whole WL due to the reduced bias, relaxation pathways to certain QDs are cut off. This can be understood as the WL will not be of uniform thickness in the same way the QDs will not be of uniform size. If, as seems likely, there is a correlation between QD size and WL thickness, then it is possible that as the bias is reduced, the relaxation channels into the smaller, higher energy, QDs become closed off first, resulting in the observed cut-off of the QD emission band. Below the WL energy the carriers are no longer able to freely redistribute themselves amongst the QDs.
and so will be significantly more likely to recombine in the QDs which they are injected into. Figure 4.20 shows the EL spectra for sample A3 with an applied bias of $V=1.34\text{V}$.

![Figure 4.20: EL spectra at $T=3.6\text{K}$ for sample A3 with an applied bias of $V=1.34\text{V}$. The red arrows and associated labels indicate the 1\text{st} excited (1\text{st} ex) and ground (gs) QD states and the first two phonon replicas (pr1, pr2). The energy separations between these features is also shown in the figure.](image)

Four peaks in the EL spectra are identified in Figure 4.20. The two highest peaks in energy are attributed to the first excited (1\text{st} ex) and ground (gs) state emissions of the QDs and have an energy separation of $\sim 55\text{meV}$, which is in good agreement with the literature [73]. The other two emission peaks are identified as phonon replicas of the gs emission, having an energy separation of $34\text{meV}$ and a subsequent $36\text{meV}$ from the gs emission peak, which is in very good agreement with the GaAs LO phonon energy of $36\text{meV}$ [16, 74].
The structure of this emission indicates that the carriers are “locked in” to a particular range of QDs and find ways to recombine within this range rather than redistributing themselves throughout the ensemble. This, combined with the fact that the high-energy edge of the QD emission occurs at the energy supplied by the applied bias, provides strong evidence that below the WL a regime of resonant injection occurs. At lower biases a reduction in the phonon replica intensity is observed due to the reduced number of carriers tunneling, but the gs and resonant 1st ex emission bands persist down to $V=1.26\text{V}$. At this point the lower energy emission band dies out so that only the resonant band remains (see Figure 4.13). This is attributed to crossing over from resonantly injecting into the 1st ex state to injecting directly into the QD gs. At the biases immediately below $V=1.26\text{V}$, this distinction will be blurred as there will be overlap between ground and excited state emission energies; however, as the applied bias is reduced still further, the resonant emission energy can be seen to coincide with the energy of the gs emission peak observed at higher biases. This regime of resonant injection into the QD ground states persists down to the lowest biases for which the EL emission was intense enough to measure.

As can be seen in Figure 4.12, even at the lowest measured bias the EL emission is broader than that associated with a SQD. However, the rest of the observed behaviour of sample A3 fits very well with the above theory discussed at the start of this section and serves as a proof of concept. A properly designed structure should allow this idea to be extended such that an individual QD can be selected from the ensemble via the correct tuning of the applied bias.
4.5 Conclusion

A series of structures were grown in order to test the principle of bipolar resonant injection into QD states situated within the intrinsic region of a p-i-n diode. Comparison of $I(V)$ and EL data has shown that the entire ensemble is electrically accessible and that direct resonant injection into the ground and excited states of the QDs is possible. These findings open up the potential that with a well designed structure, correct tuning of the applied bias could allow the selection of a single quantum dot from within the ensemble without using advanced processing techniques. In order to produce a sample in which this single quantum dot selection is realised the device will need to be constructed so that both the electron and hole Fermi energies can be aligned with the low energy tail of the QD ensemble at the same bias. There are a number of device parameters which can be varied in order to achieve this. The size and density of the QDs can be altered by depositing different amounts of InAs and by varying the MBE growth conditions. This means that the energy that the ground state of the QDs falls at can be controlled to an extent. The primary mechanism for controlling the bias that the Fermi energies align at is positioning the QDs nearer, or further away from, the doped GaAs layers. This also allows the lever arm effect to be used to negate the fact that electrons and holes normally tunnel at different energies. As the tunnel current of the carriers depends exponentially on the tunnel distance then it may also be necessary to add a tunnel barrier to the structure to ensure that there is not a large excess of one carrier species in the dots, which can lead to bi-excitonic and Auger effects.
Chapter 5

Single Quantum Dot Emission

5.1 Introduction

In Chapter 4 it was shown that, via bipolar resonant injection of carriers into the QDs situated in a p-i-n diode, it is possible to achieve resonant EL emission. In order to investigate whether this effect could be used to achieve EL emission from a SQD situated within a large ensemble, without using advanced lithographic techniques, a series of p-i-n diodes containing QDs was grown. The samples used in this chapter are summarised in Table 3.7. Computer simulations indicated that there were a range of possible structures that could allow the realisation of SQD emission and as such a series of samples were grown. All these samples are variants of a basic p-i-n QD diode, and were all designed to achieve the goal of SQD emission.
5.2 Current-voltage characteristics

The device investigated in detail in this chapter was based on sample B1. A typical $I(V)$ curve for this device is shown in Figure 5.1.

![Figure 5.1: The blue curve shows the $I(V)$ plot for sample B1 at $T=4.2K$. The red curve shows the fit $I_f= Ae^{\beta V}$, where $A$ and $\beta$ are constants.](image)

The current flowing through the system increases by around 10 orders of magnitude as the applied bias is increased from $V=0$ to 1.55V. A sharp increase in the current is observed at $V\sim1.5V$, which corresponds to the bias $V_{fb}$ for flat-band condition in GaAs p-i-n diodes. This large current above $V_{fb}$ means that in this regime the device has a very bright EL. Comparing the experimental $I(V)$ to the $I_f= Ae^{\beta V}$ plot, also shown in Figure 5.1, it can be seen that there is increased current flow through the device in the region $1 \leq V \leq 1.5$, which is indicative of extra carrier states due to the presence of QDs. Note that the
5.3 Electroluminescence spectra

A series of EL spectra for sample B1 is shown in Figure 5.2. The data were taken using the optical set-up (system 2), as described in Chapter 3. Data was taken for a large series of excitation biases, ranging from above $V_{fb}$ to the lowest voltage at which it was possible to observe an emission. The maximum detector integration time used was 8 minutes and was limited to this value by the dark count of the detector. For comparison purposes, the EL spectra in Figure 5.2 have been normalised to their maximum intensity.

![Figure 5.2: Series of EL spectra for sample B1 at $T=10K$. The excitation bias for each curve is given on the right hand side. The curves have been normalised to the maximum peak height and offset for clarity.](image-url)

features in the $I(V)$ curve around $V=0.2V$ are due to background noise in the measurement device and not to Coulomb charging effects [75].
5.3. Electroluminescence spectra

The spectra clearly show a marked change in the EL of the device as the excitation bias is lowered. At high bias there is an intense, bell-shaped emission band generated by the whole ensemble of QDs. It can be seen that there is a red-shift of the bell-shaped curve as the excitation bias is lowered. This red-shift continues with deceasing bias until $V \sim 1.45V$. After this point not only does the red-shift of the EL come to a halt, but the onset of structure on top of the bell-shaped background can also be seen. As the bias is decreased further, a series of distinct peaks starts to emerge above the background until, at $V \sim 1.35V$, the background ceases to be present and the spectrum evolves into a series of individual peaks. It is easier to track the evolution of the EL spectrum with varying $V$ by using the colour-scale plot of Figure 5.3.

![Figure 5.3: Colour-scale plot of the EL intensity vs $V$ and $h\nu$ for sample B1 at $T=10K$.](image)

Figure 5.3 shows clearly the red-shift of the broad QD emission band as the voltage is decreased below $V \sim 1.6V$, followed by the fragmentation of the spec-
trum into sharp lines for \( V \leq V^* = 1.45\text{V} \). As the bias is decreased, the number of visible peaks reduces until, at \( V = 1.30\text{V} \), which was the lowest voltage at which the EL was still visible, just a single, bright peak remains. The emission spectrum for \( V = 1.30\text{V} \) is shown in Figure 5.4. The peak at \( h\nu = 1.18\text{eV} \) is the only feature distinguishable above the background noise. Referring back to Figures 5.2 and 5.3, it can be seen that this peak can be distinguished in all spectra for \( V \leq 1.44\text{V} \). The energy at which this peak occurs is thus independent of \( V \), but its intensity decreases with decreasing \( V \).

![EL spectrum](image)

**Figure 5.4**: EL spectrum for sample B1 at \( V = 1.30\text{V} \) and \( T = 10\text{K} \).

## 5.4 EL spectra of high and low density QDs

The EL of several devices was studied. When analyzing this data some clear differences in the EL of devices based on different QD samples was observed.
Further analysis indicated that the factor responsible for these differences was the QD-density.

The results for the high and low QD-density devices are provided by samples B1 and B2, respectively. Figure 5.5 shows an example of EL spectra for the low QD-density sample (sample B2).

![Figure 5.5: Series of EL spectra for the low QD-density device (sample B2) at $T=10\text{K}$. The excitation bias for each curve is given on the right hand side. The curves have been normalised to the maximum peak height and offset for clarity.](image)

The spectra follow the same general trend as those of the high-density sample shown in Figure 5.2, with a broad emission spectrum at high bias followed by a fragmentation into a series of individual peaks as the excitation bias is lowered. However, closer examination reveals some differences in the two sets of spectra, which are better revealed in the colour-scale images of the samples shown in Figures 5.6 and 5.7.
Figure 5.6: Colour-scale plot of the EL data for the high QD-density device (sample B1). The blue line shows where the excitation bias equals the emission energy; the conjoined white circles mark the high-energy edge of the emission spectrum at the given voltage; the green arrow indicates the energy difference between injection and emission.

The main feature of interest is the energy difference, $\Delta E$, between the excitation energy, $eV$, provided by the applied bias and the high-energy edge, $h\nu_t$, of the EL emission (indicated by the white circles on the colour-scale plots). In the device with a high QD-density, $\Delta E$ is consistently large. We find that $\Delta E= eV - h\nu_t = 150\text{meV}$ at $V = 1.45\text{V}$ and $\Delta E \sim 100\text{meV}$ at $V = 1.3\text{V}$. This indicates that the electrically injected electron-hole pairs always relax a considerable amount of energy ($\sim 100\text{meV}$) prior to radiative recombination in the ground states of the QDs. By contrast, in the device with a low QD-density, the energy relaxation is much smaller: $\Delta E \sim 20\text{meV}$ at $V = 1.45\text{V}$ and $\Delta E < 1\text{meV}$ at $V = 1.3\text{V}$. This small value of $\Delta E$ at 1.3V indicates that the electron and hole recombination is taking place from the QD states onto which the carriers are injected.
5.4. EL spectra of high and low density QDs

Figure 5.7: Colour-scale plot of the EL data for the low QD-density device (sample B2). The blue line shows where the excitation bias equals the emission energy, the conjoined white circles mark the high-energy edge of the emission spectrum at the given voltage.

In the low QD-density device, the data also show a blue-shift of the broad EL emission band as the excitation bias is decreased from $V=1.6\text{V}$ down to $V\sim1.5\text{V}$. This energy shift is consistent with the dominant carrier recombination changing from taking place in the ground states to the excited states of the QDs.

5.4.1 Micro-electroluminescence

In order to better understand the origin of the emission from the large area mesas studied in the previous sections, $\mu$EL measurements were performed on sample B3. The results from an EL experiment in which a webcam was used to image the sample at various biases are shown in Figure 5.8.
5.4. EL spectra of high and low density QDs

Figure 5.8: Webcam images of EL emission from sample B3 at $T \sim 15$K. The applied bias for each image is given in the top left corner. The bright, light blue areas indicate high-intensity emission.

The images shown in Figure 5.8 are for a 200$\mu$m diameter mesa, though only a portion of this area is shown. The biases shown are chosen so that the sample is imaged at a bias just below $V_{fb}$. It can clearly be seen that at $V=1.43$V the whole mesa is emitting brightly, but that there is already a region of enhanced emission, just below and to the right of centre of the image. As the bias is reduced to $V=1.425$V, the inhomogeneity of the emission becomes apparent, with a mottled effect indicating that some areas of the mesa are more optically active than others. There is no clear pattern to this mottling, with the areas of higher intensity distributed seemingly at random across the mesa. The larger, bright “hot-spot” that was evident at $V=1.43$V is still present. At $V=1.42$V the same mottled pattern can still be observed, though there is an obvious reduction in the emission intensity from the entire area of the diode.
Figure 5.9 (see overleaf) shows a series of images constructed from the $\mu$EL data taken on sample B3. Each pixel in the left hand image represents a single $\mu$EL data point, which is 10$\mu$m in length and contains $\sim$8000 QDs. The overall image is constructed by bringing together individual data points from across the sample area. The right hand images show the individual $\mu$EL spectra from the pixel indicated by the arrow in the left hand image. In the image of Figure 5.9 with $V=1.42V$, the sample is already in the regime where the emission across the mesa shows the inhomogeneous, mottled effect. This is reflected in the individual $\mu$EL spectra, which show a broad background emission that has some structure on top of it, such as the peak highlighted by the blue arrow at $h\nu=1.276eV$, see Figure 5.9(b). In the second image, taken at $V=1.37V$, the amount of emission from the sample is greatly reduced, with just a single, bright “hot-spot” and a few scattered, low-level emission points. This is consistent with the webcam data shown in Figure 5.8. In the individual spectra it can be seen that the background emission in the energy range shown is virtually non-existent and that there are only two emission peaks. For $V=1.32V$ the emission intensity is a factor of 10 lower than at $V=1.42V$. This low intensity means that background light levels have a greater effect on the experiments and this is reflected in the apparent increase in the level of mottling in the left hand image. At this bias the size and intensity of the “hot-spot” emission is reduced from that at $V=1.37V$. In the individual spectra only the emission peak at $h\nu=1.276eV$ remains distinct above the background noise. This peak has a FWHM of $\sim$0.2meV, which is consistent with that reported in the literature for a single QD at $T=10K$ [76, 77].
Figure 5.9: a) μEL images for sample B3 at $T \sim 15\text{K}$. Each pixel has length $l=10\mu\text{m}$ and the dashed circular line illustrates the mesa boundary. b) EL spectra from the pixel indicated by the arrow. The applied bias is shown for each figure.
5.5 Analysis

5.5.1 Fragmentation of EL spectra

The data presented in section 5.3 shows the fragmentation of a bell-shaped EL spectrum into a series of individual peaks as the excitation bias is lowered. A similar, but less pronounced, effect is seen in sample A3 discussed in Chapter 4. In sample A3, structure emerges as the applied bias is reduced below \( V_{fb} \), but there is a more persistent level of emission at the energies between the emerging peaks. The way that the EL of the samples changes during this progression from broad-band to single peak emission can be used to understand some aspects of carrier dynamics in the system.

Whilst achieving single peak emission requires careful selection of the device, the splitting of the bell-shaped emission curve into a series of discrete peaks has been seen in a number of devices based on all samples in group B. The voltage, \( V^* \), at which this splitting occurs is \( \sim 1.45 \text{V} \) in all devices. This characteristic voltage corresponds to the bias required for injection of carriers into the energy states of the InAs WL, whose low-temperature absorption is typically observed at \( h\nu \sim 1.4\text{eV} \) [78].

As discussed in Chapter 4, the WL makes a spatial connection between the QDs in the ensemble. This means that the electrons and holes can move from QD to QD if they have sufficient energy to be excited into the quasi-2D sub-band of the WL. However, below \( V^* \), the WL is no longer accessible to the carriers, meaning that carriers tunneling into the sample have fewer relaxation channels open to them and are much more localized. This leads to emission
taking place from the QDs onto which the carriers are injected, instead of from across the whole distribution.

There has already been work looking into the role that the WL plays in SAQD systems. The effect of the WL has been modeled using computer simulations and it was found that the WL and QDs must be treated as a single, unique system, as opposed to two separate ones, in order to correctly model the density of states. The combined system approach is especially important when the density of QDs is high, where it is shown that strong QD/WL coupling leads to enhanced splitting and mini-band effects on QD states [35].

The limited access of carriers to the WL can be used to explain the reduced ability of carriers to redistribute themselves throughout the QD ensemble, but it does not explain why certain peaks remain in the spectra, nor does it explain the different behaviour of samples of type A and B. One possible explanation is if there are “fingers” in the potential profile of the emitter [79]. These fingers are a characteristic of some disorder in the potential energy profile, possibly caused by the diffusion of dopants. In general, sample group B devices show higher background current levels, greater variability of devices based on the same sample and less reproducibility of data between cool-downs, all of which are indications of a higher degree of disorder as compared to group A samples. With this being the case, it would be expected that there would be more variation in the potential profile of group B devices. This is especially the case for sample B1, where the doped contact layers are separated from the QDs by a much thicker GaAs spacer layer than in sample A3, allowing greater scope for the diffusion of dopants. This is shown schematically in Figure 5.10.
Both samples will have a certain background level of potential fluctuation. However, in sample B1 it seems likely that the greater disorder results in fingers with a much greater variation in size. As the tunnel current depends exponentially on the tunnel distance, this greater variation will mean that the fingers have an even more pronounced effect in sample B1 than in A3. In sample B1, the preferential current flow from the largest fingers will effectively isolate certain areas within the QD ensemble, causing these to emit with a much greater intensity, while the emission from the rest of the ensemble is effectively masked. On the other hand, in sample A3 the variation in the potential is not great enough for this to occur, and instead manifests itself as an enhancement of the emission above the background at certain energies. This finger model is supported by the $\mu$EL data shown in section 5.4.1. The spatially inhomogeneous EL arising from the device is a clear indication that some areas of the diode, and hence some QDs, receive more current and thus emit more light than other areas. This can be explained if the current flowing from the emitter to the QDs is not constant across the whole area of the diode.
5.5.2 Evidence for single QD emission

To interpret the data shown in section 5.3 the integrated area, $A$, of the QD EL spectrum was considered. At a given bias, $A$ is equal to the radiative component, $I_r$, of the electrical current $I$. This is given by

$$I_r(V) = \hat{N}e\tau^{-1}, \quad (5.1)$$

where $\tau=10^{-9}$s is the radiative lifetime of an exciton in a QD [80];

$$\hat{N} = \sum_{i=1}^{N} f_i(V) \quad (5.2)$$

is the number of excited QDs, $f_i$ defines the occupancy of an electron-hole pair on a particular dot, $i$, within the ensemble and $N$ is the total number of dots in the device. By assuming that for $V \geq V_{fb}$ the quantum efficiency is close to unity, i.e. $I_r = I = A$, we can determine the value of $\hat{N}$ at all biases. This is given by

$$\hat{N} = \frac{A\tau}{e}. \quad (5.3)$$

Figure 5.11 shows the voltage dependence of $I$ and $\hat{N}$.

Using equation 5.3 and the recombination current data for $V>1.5V$, we find that for $V>1.5V$, $\hat{N} = 10^8$, which corresponds to the number of QDs there are in a 400$\mu$m mesa with a dot-density of $10^{11}$cm$^{-2}$. This means that above $V_{fb}$ every dot in the device is emitting at a rate of $\tau^{-1}$. Below flat-band condition $I_r$ becomes much less than $I$. In particular, for $V=1.30V$ we find that $\hat{N}\geq3$. 

Figure 5.11: The black curve shows the current flowing through the device as a function of the applied bias. The red curve shows the recombination current obtained by integrating the EL spectrum at the voltage indicated by the red circles. The right hand axis shows the number of excitons contributing to the EL signal. Both data sets are for $T=10K$.

This result suggests that at $V=1.30V$, the EL spectrum is due to exciton recombination from only 3 QDs.

The FWHM of the single peak shown in Figure 5.4 is $\approx 3.6\text{meV}$ and is limited by the dispersion of the spectrometer as a 2mm slit width was used to optimise the collection of light. The estimate of the number of dots contributing to the EL spectrum suggests that this emission arises from a SQD, or a few QDs, emitting in a narrow energy range. Although the $\mu$EL data shown in section 5.4.1 is from a different sample, the observed single peak, with a FWHM characteristic of SQD emission, is further evidence that SQD emission can be achieved from large area p-i-n diodes.
5.5.3 Carrier Relaxation Mechanisms

It can be seen from the data presented in section 5.4 that in samples with large QD-density, carriers relax energy before recombining. This relaxation of energy is attributed to Auger processes.

Auger recombination is an important non-radiative process in semiconductors. One example of an Auger process is an electron-hole pair recombination followed by a transfer of energy from the electron-hole pair to a free carrier, which is then excited to a higher energy within the band [81]. In QD systems a limiting factor in Auger recombination is the availability of states at the correct energy to allow the second electron to take on the energy from the electron-hole recombination, though this restriction is eased by the continuum of states present in the WL. When there are energy states available, it has been shown that Auger recombination is an efficient process with capture times of the order of picoseconds [82], making this an important factor in the carrier dynamics of QDs [68, 80, 83].

The difference in the sizes of the high and low-density QDs mean that the excited states of the high and low-density QDs occur at different energy levels. The smaller size of the high-density QDs means that there is a larger energy gap between the ground and first excited state, and that the first excited state is closer in energy to the WL than in the low-density QDs. Consider two electrons occupying excited states of the same QD. In order for one of the electrons in the excited state to be able to relax to the ground state it must lose energy. It can do this by transferring the excess energy to the second electron, for example via the Coulomb interaction. In order for this process to be facilitated the second electron must have an energy state available to
5.6 Conclusion

It has been shown in different samples and using different experimental set-ups that bipolar resonant injection of carriers into a large ensemble of InAs QDs can be used to achieve emission from a single, or few, QDs within a large ensemble. The process of achieving SQD emission did not work exactly as expected on the basis of the experiments performed in Chapter 4. Instead of the emission occurring from a QD situated in the low energy tail of the distribution, the emission occurred from a random energy within the QD ground states and was different for each device. To explain this result, a finger-like emitter model was suggested. The spatial variations in the emission across the sample that are evident in the μEL experiments show that potential fluctuations in the
emitter profile create variations in the efficiency of carriers tunneling between
the emitter and the QDs. This means that certain QDs, not necessarily in
the low energy tail of the distribution, will be preferentially selected. In the
low bias regime, where only a few carriers are being injected into the sample,
this preferential selection channel is the key factor in determining which QD
is the last to remain emitting. Also the energy of the QD emission varies
between different devices as the potential fluctuations tend to be different in
each device.

It has also been shown that the WL is extremely important in the behaviour
of the samples measured. The ability of carriers to enter the WL is, to a large
extent, able to smooth out the variations caused by the fingers in the potential
profile. The WL also plays an important role in Auger processes.

Part of this work has been published in *Applied Physics Letters* [86]
Chapter 6

Up-Conversion Electroluminescence

6.1 Introduction

Up-conversion luminescence (UCL), i.e. emission of photons at energies larger than that supplied by the external voltage source, has been observed in PL experiments, in rare earth ions [87], bulk semiconductors [88] and has also been observed in self-assembled InAs/GaAs QDs [89].

To date UCL in QDs has been reported only in PL experiments, where it is difficult to distinguish the mechanism responsible for the up-conversion (UC) process. In this chapter a study of UCEL in QDs is presented, where the electrical injection of carriers makes it possible to probe the carrier dynamics of UC in a novel way.
In this chapter the device investigated in detail is based on sample B1. The data presented in this chapter was taken using the magneto-cryostat and the optical set-up (system 1) discussed in Chapter 3.

### 6.2 Current-voltage characteristics

The low-temperature (1.8K) \( I(V) \) characteristic for the sample B1 device is shown in Figure 6.1

![Figure 6.1: \( I(V) \) plot for sample B1 device at \( T=1.8K \).](image)

As can be seen, the current flowing through the system increases by around 8 orders of magnitude as the applied bias is increased from \( V=0.5V \) to 1.55V. There is an increase in the current observed at \( V=1.52V \), corresponding to \( V_{fb} \) for GaAs p-i-n diodes. It can also be seen that there is a current of a few \( \mu A \) flowing through the device in the region \( 1.2V \leq V \leq 1.4V \), which corresponds
6.2. Current-voltage characteristics

to the characteristic energies of the QDs in this device. Indeed, there is a
clear shoulder visible in this region, which is suggestive of electrons and holes
tunneling through dot states. Figure 6.2 shows the logarithmic derivative of
the $I(V)$, $G_L = \frac{d[\log(I)]}{d[\log(V)]}$. This can be thought of as a way of probing the
effective density of states and reveals the resonant features of the $I(V)$ more
clearly. The peak at $V \approx 1.18V$ is in good agreement with the expected QD
energies. There is also a small increase in current at $V \sim 0.8V$, which indicates
the presence of deep levels in the band gap in the intrinsic region of this
structure, for example due to the donor defect EL2 [90].

![Figure 6.2: Logarithmic derivative of the $I(V)$ curve shown in Figure 6.1
(blue curve) and EL spectrum of sample B1 at $V=1.54V$ and $T=3.6K$ (black
curve). The axes corresponding to each curve are indicated by the appropriately
coloured axis labels.]

Band structure calculations similar to those reported in Ref. [91] indicate
that the current onset at $\sim 1.17V$ is consistent with the resonant tunneling of
holes into the QD ground states, followed by electron tunneling at $\sim 1.25V$. 
EL emission from the dots is observed when both types of carriers are injected into the dots, which explains why the EL band has its peak at higher energy than the current onset at $\sim 1.17\text{V}$. The feature at $\sim 0.8\text{V}$ is not observed in all samples.

### 6.3 EL Spectra and UCEL

Figure 6.3 shows EL spectra at different excitation biases. There are three distinct regions of emission that can be observed.

![EL spectra](image)

Figure 6.3: EL spectra at $V=1.55\text{V}$ (top), 1.41V (middle) and 1.20V (bottom), as indicated by the arrows, for sample B1 ($T=3.6\text{K}$). The curves have been normalised to the maximum peak height and offset for clarity.

At high energy there are two emission lines at $h\nu=1.51\text{eV}$ and $h\nu=1.49\text{eV}$. These are due to the near band-edge recombination of electrons and holes as FE$s$ and in eA$^0$ states in the GaAs layers. There are also distinct, broad emission bands at $h\nu\sim 1.44\text{eV}$ and $h\nu\sim 1.25\text{eV}$ due to electron-hole recombination
from the InAs WL and from the QDs, respectively. Additional insight into the emission data is gained by considering the colour-scale representation of the data in Figure 6.4.

The three distinct areas of emission corresponding to the GaAs, WL and QDs are immediately clear in Figure 6.4. It can also be seen, by looking below and to the right of the dashed line in this figure, that a significant amount of the light being emitted by the device as the excitation bias is decreased is UCEL.

At excitation voltages above $V_{fb}$, the EL spectrum is dominated by the eA$^0$ and FE peaks. As the excitation bias is decreased from $V=1.55V$ to $V=1.51V$, the eA$^0$ peak experiences a slight blue shift of $\sim 2\text{meV}$ whilst the intensity of the FE emission decreases relative to the eA$^0$ emission. This blue shift is attributed to hot carriers entering the eA$^0$ states as the excitation bias drops below the level of the FE states.
As the excitation bias is decreased below the energy of the GaAs band edge, the relative intensity of the WL increases and its emission band starts to become visible in the spectra. When the excitation bias becomes resonant with the WL energies ($h\nu \sim 1.43-1.47\text{eV}$), the intensity of the GaAs emission decreases much more rapidly than that from the QDs and WL. This indicates that the carriers are being resonantly injected into, and recombine from, the WL states. At the same time, the FE emission peak increases in intensity relative to the eA$^0$ peak. At this point the emission associated with the GaAs is UCEL. Below $V \sim 1.41\text{V}$, the emission from the WL dies away and the QD emission band begins to fragment into a series of individual peaks [86].

In the regime where the excitation bias starts to come into resonance with the QD levels, it can be seen quite clearly in Figure 6.4 that the emission peaks within the QD band that are now at higher energy than the excitation bias begin to decrease in intensity relative to those which are still at a lower energy than that provided by the excitation bias. This trend continues with decreasing bias and it can be seen that as the lowest biases are reached, a previously faint peak at $h\nu = 1.18\text{eV}$ begins to become more prominent in the emission spectra. In the EL spectra shown in Figure 6.5, this peak can be seen clearly and is in fact the only visible emission that is not due to UCEL.

There are clearly two distinct regimes of UCEL; firstly, at low excitation voltages, there is UC involving the QD energy band ($\text{UC}_{\text{QD}}$) and secondly there is UC involving the GaAs states ($\text{UC}_{\text{GaAs}}$). The $\text{UC}_{\text{GaAs}}$ involves UC energies up to $\sim 340\text{meV}$, which are much larger than $k_B T \approx 0.31\text{meV}$ at $T = 3.6\text{K}$. While PL experiments on CdSe/ZnS colloidal QDs have yielded UC of $\sim 413\text{meV}$ [92],
to the best of our knowledge this is the largest UC reported on QDs inside a semiconductor device.

In an ideal p-i-n diode, the total integrated EL intensity should roughly scale with the electrical current, $I$. In Figure 6.6 the integrated EL intensities of the QDs (1.18eV-1.30eV), the WL and excited states (1.30eV-1.45eV) and the states near the GaAs band edge (1.45eV-1.54eV) are plotted normalized to $I$ (as shown in Figure 6.1) on a logarithmic scale. For the spectra with the two lowest voltages, a correction for the background was applied before integration.

Above $V_{fb}$ all intensities scale with $I$. However, when the excitation bias is lowered below $V_{fb}$, the GaAs intensity drops sharply, but then follows the WL and the QD intensities. Tuning the bias below $V \approx 1.4V$, the normalized WL emission drops exponentially, while the luminescence from the GaAs and the
QDs approximately scales with $I$. For $V \leq 1.18V$ the EL intensity becomes too weak to be measured.

Whatever process is responsible for the UC, it is clear that some interactions must be taking place in order to increase the energy of the carriers. Through analysis of the EL data, it is possible to investigate the nature of these interactions. Consider the integrated area, $A$, of the QD EL spectrum. At a given bias, $A$ is equal to the radiative component $I_r$ of the electrical current $I$. This is given by

$$I_r(V) = e\tau^{-1} \sum_{i=1}^{N} f_i(V),$$

(6.1)
where, $\tau \approx 10^{-9}$ s is the radiative lifetime of an exciton in a QD [80], $f_i$ defines the occupancy of an electron-hole pair on a particular dot, $i$, within the ensemble and $N$ is the total number of dots in the device. For $V > V_{fb}$ the quantum efficiency is close to unity, which means that the recombination current is equal to the current, i.e. $I_r = I$. Using this relation the EL and $I(V)$ data can be calibrated by matching the curves at high bias [86].

![Figure 6.7](image)

Figure 6.7: Electrical current (blue line) and recombination current (red line) plotted against the applied voltage for sample B1 at $T=3.6$ K.

Figure 6.7 shows how $I_r$ and $I$ vary with $V$. It can clearly be seen that $I_r$ decreases exponentially faster than $I$ and that this decrease begins immediately as the excitation voltage drops below $V_{fb}$. For $V = 1.20$ V, $I$ is 3 orders of magnitude larger than $I_r$, indicating the presence of strong non-radiative recombination channels at these lower biases. As discussed later these may play an important role in the UCEL.
Whilst the UCEL data presented thus far has been based on a single device from sample B1, the phenomenon has also been observed in other devices based on the same sample. The colour-scale plots for two such devices, are shown in Figures 6.8 and 6.9.

![Colour-scale plot of the EL intensity vs V and $h\nu$ for a device based on sample B1 at $T=3.6K$. The dashed white line represents the condition $h\nu=eV$.](image)

For these devices it was found that the currents below $V_{fb}$ were much smaller than in that of the main device studied in this chapter and so it was not possible to measure the EL spectra down to very low voltages. It was still possible, however, to observe UCEL from these devices, as can be seen in Figures 6.8 and 6.9. While the behaviour of the devices shown is different from that of the main device studied in this chapter, the fact that they do exhibit UCEL indicates the UC is related to the fundamental physics of the sample and not a particular characteristic of an individual device.
6.4 Dependence of UCEL on the QD density

Figure 6.10 shows EL spectra from devices based on samples A3, B3 and B4. The EL spectrum from sample B1 is included for comparison.

Although there is clearly UCEL visible in all the EL spectra shown in Figure 6.10, the intensity of the UCEL is much smaller in the B3 and B4 devices than that measured in the B1 and A3 devices. For B3 and B4, the UCEL can only be viewed when the y-axis is scaled logarithmically. Although more comparable in scale, the intensity of the UCEL in sample A3 is also markedly smaller than that of sample B1. The key difference between samples B3, B4 and A3, and sample B1, is that the QD density of sample B1 is a factor of 10 higher ($n_{QD}=10^{11}\text{cm}^{-2}$ in sample B1 and $n_{QD}=10^{10}\text{cm}^{-2}$ in samples B3, B4 and A3). This difference is discussed further in section 6.6.2.
Figure 6.10: EL spectra at $T=3.6\,\text{K}$ showing UCEL in devices based on samples B1 (a), A3 (b), B3 (c) and B4 (d). The $y$-axis is scaled linearly in (a) and (b) and logarithmically in (c) and (d). The dashed line indicates the applied bias, which is $V=1.46\,\text{V}$ in all cases.

6.5 UCEL in a magnetic field

This section describes the effect of a magnetic field $B$, applied perpendicular to the QD plane, on the UCEL. Figure 6.11 shows a series of EL spectra at $V=1.41\,\text{V}$ and different magnetic fields.

The GaAs UCEL is strongly reduced at relatively low fields, but persists up to 14 T. The $B$-dependence of the QD EL is much weaker. The integrated intensity of the QD and GaAs EL as a function of $B$ at constant bias are shown in Figures 6.12 and 6.13, respectively.
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Figure 6.11: EL spectra for $B=0T$, 3T and 14T at $V=1.41V$ (arrow) and $T=1.8K$ for sample B1.

Figure 6.12: QD EL at $T=1.8K$ as a function of $B$ for $V=1.30$, 1.41 and 1.54V. Data are normalised to the value at $B=0T$. 
6.6 Discussion

UCL is clearly a common phenomenon, having been observed in the examples cited in the introduction of this chapter as well as colloidal QDs [93] and now as UCEL in p-i-n QD diodes. Given the ubiquity of UCL and UCEL in such
a wide range of materials, devices and structures, the mechanism responsible for UC is of fundamental importance.

Three possible sources of UCL can be found in the literature: carriers can gain additional energy by phonon-assisted processes, multi-photon absorption, or Auger processes \[89, 80, 94\], in which an electron in a meta-stable state relaxes to lower energies by transferring the excess energy to a second electron. This process is important in technology because it opens non-radiative recombination pathways in light emitting and laser diodes and it allows fast relaxation to the ground states in QDs \[95\]. In particular, Auger and multi-photon processes are difficult to distinguish in PL experiments because two interacting excitons can produce the same power dependence as multi-photon absorption. The possible mechanisms for UC are discussed more in sections 6.6.1 and 6.6.2.

### 6.6.1 Multi-photon and phonon-assisted processes

Multi-photon and phonon-assisted processes have been shown to play an important role in the carrier dynamics of semiconductor molecules and devices \[89, 96\], and as such could be the cause of the observed UC. Additionally, electron-phonon interactions (polarons), can also be responsible for UC \[97\]. These mechanisms must be considered in terms of their ability to excite carriers from the discrete states into which they are injected to higher energy levels, within both the QD and GaAs states.

The fact that the data presented here is a result of UCEL as opposed to UCL can immediately be used to rule out multi-photon absorption, as the device is not excited by light. Whilst the experiments were isolated from external light
sources as much as possible, there is the possibility that photons incident on
the optical window of the cryostat from the background light in the laboratory
could generate carriers at high energy and cause UCL. However, spectra taken
with no applied bias show no emission from the sample, proving that this effect
is negligible.

Phonon-assisted UC processes involve a carrier relaxation by the emission of
a phonon, which then interacts with a second carrier to increase the energy
of that carrier. Phonon relaxation, and consequently UC by phonon-assisted
processes, suffers from the well known problem of the phonon bottleneck [98].
It has been shown that the low temperature relaxation time for an excited
exciton state via LO phonon emission is \( \sim 7.7 \text{ns} \), which is long compared to
the radiative recombination time of \( 1 \text{ns} \) for InAs QDs [80]. This means phonon
assisted processes are unlikely to be the primary mechanism for UC\(_{QD}\).

The bottleneck effect does not rule out phonon-assisted process as the mecha-
nism behind UC\(_{GaAs}\) however. As well as the fact that UC into the continuum
of GaAs states relaxes the condition on energy matching, the maximum ob-
served UC\(_{GaAs}\) of \( \sim 340 \text{meV} \) is comparable to the energy of 10 LO phonons.

The lifetime of a GaAs LO phonon is \( \sim 10 \text{ps} \) [99], meaning that multi-phonon
decay processes are efficient compared to radiative recombination. Indeed, a
3 LO phonon relaxation has previously been observed in PL studies on InAs
QDs [100].

If the UC\(_{GaAs}\) process is phonon driven then it would be expected, given the
relatively large number of phonons required to up-convert a single carrier up
to 340meV in energy, that the efficiency of the process would increase with
temperature, when more phonons would be available to facilitate the UC. Figure 6.14 shows the temperature of the EL for sample B1.

![Figure 6.14: EL spectra of sample B1 at different temperatures. The applied bias is $V=1.30\text{V}$, as indicated by the green arrow. The blue and red arrows highlight two specific peaks that are discussed in the text.](image)

It is immediately apparent that the intensity of the peaks associated with $\text{UC}_{\text{GaAs}}$ decreases with increasing temperature, contrary to what is expected if the UC process is facilitated by phonons. The intensity of the QD emission band quenches only very slowly with temperature in good agreement with previous studies on InAs QDs [101]. Additionally, the emission peak at $h\nu=1.304\text{eV}$ in Figure 6.14 (blue arrow), which results from $\text{UC}_{\text{QD}}$, can be seen to decrease in intensity much faster than the peak at $h\nu=1.298\text{eV}$ (red arrow), which is from standard EL emission.

Analysis of the change in intensity shows that the GaAs peak decreases by 94% between $T=3.6$ and 50K, whilst the $eA^0$ is almost completely quenched. The QD peaks at $h\nu=1.304\text{eV}$ and $h\nu=1.298\text{eV}$ lose 73% and 26% of their intensity,
respectively. However, the background QD emission quenches by 16% with the increased temperature and this must be taken into account, meaning that the $h\nu=1.304\text{eV}$ peak decreases by 57% above the background decrease, and that the $h\nu=1.298\text{eV}$ peak decreases by 10%.

The decrease in UC$_{GaAs}$ is a clear indication that the UC process is not facilitated by phonon-assisted relaxation. Furthermore, the way the UC$_{QD}$ is also quenched with temperature is an indication that it is fueled by the same process as the UC$_{GaAs}$ and, as has already been stated, phonons are not a feasible mechanism for relaxation within the QD band. It follows from this discussion that phonon-assisted relaxation can probably be discounted as the principle mechanism behind UC.

Similarly, whilst it has been shown that polaron decay can circumvent the phonon bottleneck [102], this cannot be responsible for the UC as it does not explain the strong temperature-induced quenching of the UCEL shown in Figure 6.14.

### 6.6.2 Up-conversion carrier dynamics

Having ruled out multi-photon and phonon-assisted processes, Auger processes remain as a possible mechanism for UC. The observed scaling of the UCEL with the QD EL (Figure 6.6) indicates that the mechanism responsible for the UC is non-radiative Auger recombination. In this process, an electron and a hole in their respective QD ground states recombine and the released energy excites a second electron (or hole) on the same, or an adjacent, QD into the conduction (or valence) band of the GaAs, with the energy being transferred
via the Coulomb interaction [34], see Figure 6.15. Subsequent recombination, on a time scale shorter than that required to sweep carriers out of the intrinsic region, then leads to luminescence from states near the GaAs band edge. This “Auger fountain” [103] process is mediated by the Coulomb interaction of the three particles. A more symmetric mechanism with two interacting excitons is also possible. Although the up-converted carrier would gain much more energy from the proposed Auger process than it needs to obtain even the highest level of observed UC, this does not constrain the mechanism. As long as the carrier receives enough energy to reach the GaAs states, then any excess energy can be shed through thermalisation with the lattice before recombination.

Fig. 6.15: Schematic diagram of the described Auger UC and carrier redistribution process.

Auger electron relaxation times at cryogenic temperatures have been measured at 1-8ps [95, 104], making Auger UC an efficient mechanism for carrier redistribution in the QD ensemble. The up-converted carriers can diffuse through the structure and be captured by other QDs. This redistribution explains the UCEL from QDs for $V<1.3$ V. It could also account for the carrier thermalization between non-resonantly excited QDs observed at low T, resulting in a Stokes shift between the absorption and emission spectra [105]. Experiments
suggest that Auger processes are more efficient in samples with a high density of small QDs [86] due to the smaller inter-dot spacing and the lower energy gap between the first excited QD state and WL [106]. Thus the data shown in Figure 6.10 support Auger processes being the mechanism responsible for UC as it can clearly be seen that there is a correlation between the QD density and the strength of the UCEL.

Figure 6.16 shows how the un-normalised intensity of the UC signal varies with temperature.

![Figure 6.16: Total UC intensity versus temperature for sample B1 with $V=1.30V$. UC data are normalised to the value of the UC intensity at $T=3.6K$.](image)

The Auger rate is expected to decrease with increasing temperature due to the depopulation of holes from the QD ground states from thermal excitation [107]. Whilst the UC intensity shown in Figure 6.16 does decay with increasing temperature, it does so on a faster scale than could be attributed to thermal depopulation as the thermal energy of carriers at 50K is only $k_B T=4meV$. The
observed temperature dependence here is more likely due to thermal escape of the carriers from the GaAs after UC, into non-radiative recombination centers, and/or ionisation of the acceptor and donor states. This is supported by the fast decay of the eA⁰ peak discussed in section 6.6.1.

When considering the B-dependence of the UCEL, it is noted that a reduction of the QD PL intensity with B has been previously attributed to the field-induced localization of carriers in potential fluctuations of the WL, leading to a reduced probability of carriers being captured into the QDs [108]. The behaviour of the UCEL in a magnetic field, shown in section 6.5, could be due to a similar mechanism in the GaAs layers. Localization of carriers may take place at impurities or minima of the disordered potential created by the InAs layer. At lower biases, the QDs are populated directly by carriers tunneling resonantly into the zero dimensional states. This process depends only weakly on B and leads to the weak sensitivity of the QD EL to B at lower bias. At low bias, tunneling is likely to be the rate-limiting process, which may mask the effects of the increased exciton oscillator strength in a magnetic field. Because of the strong confinement, the carrier wave functions in the QDs are only weakly affected by the magnetic fields considered in our experiments (B up to 14T). This suggests that the quenching of the UCEL by B is mainly controlled by the carrier dynamics above (below) the conduction (valence) band edges in the GaAs and not by the Auger UC process.

The ability to excite carriers into the GaAs conduction band whilst in a resonant injection regime leads to the novel concept of UCEL spectroscopy, which is discussed in the following section.
6.6. Discussion

6.6.3 UCEL Spectroscopy

Above $V_{fb}$, carriers from the contact either traverse the intrinsic region and recombine with majority carriers in the opposite GaAs contact layer, or they are trapped by the QDs and recombine from the ground states by emitting light at lower energies. Below $V_{fb}$, however, free carriers are resonantly injected into the QD states from the GaAs. The observed UCEL therefore must mainly originate from recombination near the position of exciton generation, i.e. in the intrinsic GaAs region surrounding the QDs. UCEL therefore provides spectroscopic access to the GaAs matrix and the defects surrounding the QDs. From the widths of the UCEL emission, the depths of the GaAs potential fluctuations can be deduced. A tentative model is that the fluctuations can give rise to a continuum-like band of states in the GaAs, which are then observed in the EL, as shown schematically in Figure 6.17.

![Figure 6.17: Schematic diagram showing how fluctuations, for example due to strain, alloying or dopant segregation, in the GaAs band-gap energy can lead to a broadened EL emission. The three levels shown are the conduction band, neutral electron-acceptor and valence band. Figure (a) corresponds to a system with no disorder and figure (b) to a system with a high level of disorder.](image)

If the system has a low level of disorder as in Figure 6.17(a), then the GaAs states are essentially unperturbed. However, in the highly perturbed case shown in Figure 6.17(b), the perturbation of the conduction and valence bands
gives rise to fluctuations in the band-gap energy. These fluctuations will cause a broadened energy distribution of the exciton states, which has observed in EL as shown in Figure 6.18.

![Figure 6.18: EL spectra of a device based on sample B1 at T=3.6K. The applied voltage for each curve is given on the right hand side. The curves have been normalised to the maximum peak height and offset for clarity.](image)

6.7 Conclusion

The phenomenon of UCEL has been demonstrated in a number of p-i-n diode devices containing self-assembled InAs QDs. To the best of our knowledge, this is the first time that UC in QDs has been reported by electrical injection of carriers rather than by photo-generation of carriers. Two distinct types of UCEL have been observed: from low to high energy states within the QD band and from low energy states to the GaAs conduction band. This second type of UC has led to a UCEL being observed at an energy of $\sim 340$meV in excess
of that provided by the applied voltage. The data presented in this chapter supports the idea that the underlying UC mechanism is non-radiative Auger recombination of electron-hole pairs in QD ground states. The observation of QD UCEL at low voltages and the magnetic field dependence suggests that the diffusion of the up-converted carriers in the GaAs is important for the carrier redistribution and thermalization in the QD ensemble. UCEL provides a useful probe for investigating carrier dynamics in LED structures and can shed light on the relaxation mechanisms and carrier-carrier interactions in QDs.

The ability to probe the GaAs close to the QDs using UCEL suggests the development of the novel concept of UCEL spectroscopy, which could be a useful tool for measuring the level of disorder in the GaAs surrounding the QDs in the intrinsic region of a device.

Part of this work has been published in *Applied Physics Letters* [109].
Chapter 7

Magnetic field experiments

7.1 Introduction

Having established in Chapter 4 that it is possible to resonantly inject carriers into the QD ground state and to observe EL from the dots, an investigation into the effect of a magnetic field on the tunneling processes and optical properties of sample A3 was carried out.

Magnetotunneling spectroscopy (MTS) is a non-destructive and non-invasive technique for probing the electron wave function of a QD [79]. MTS has been used elsewhere to study the electronic properties of semiconductor heterostructures, for example to image the probability density of the electron wave-function in $k$-space [110]. Applying the magnetic field perpendicular to the growth plane ($z$) causes an increase in the momentum of a tunneling electron in the $xy$ plane. The magnitude of the additional in-plane momentum is given by $k_B = \frac{eBz}{\hbar}$, where $B$ is the magnetic field and $s$ is the tunnel distance.
between the emitter and the QD. For this process the tunnel matrix element $M$ is expressed in terms of the Fourier transforms of the real-space wave functions such that $M = \int \phi_i(k - k_\beta)\phi_f(k)dk$, where the subscripts refer to the initial (emitter, E) and final (QD) state. The tunnel current is then given by $I \sim |M|^2$. In real-space, the initial emitter state has a relatively weak spatial confinement, hence in $k$ space $\phi_E(k - k_\beta)$ is a sharply peaked function with a finite value only close to $k = k_\beta$. Conversely, the QD state is strongly confined in real-space so that $\phi_{QD}(k)$ is spread over a broad range of $k$. The narrow spread for $\phi_E(k - k_\beta)$ relative to $\phi_{QD}(k)$ thus allows the form of $\phi_{QD}(k)$ to be determined by varying $B$, as shown in Figure 7.1. In the ideal case, $\phi_E(k - k_\beta)$ can be approximated as a $\delta$ function and then $M(k_\beta)$ is equal to $\phi_{QD}(k)$. A more detailed description of the MTS model is given in the appendix A.

![Figure 7.1](image-url)

Figure 7.1: Overlap between $\phi_E(k - k_\beta)$ and $\phi_{QD}(k)$, the Fourier transforms associated with the electron wave-function in the emitter and quantum dot, respectively, at a given magnetic field. Figure taken from [79].
Magnetic field studies on sample A3 were performed in fields up to \( B = 14 \text{T} \). The magnetic field was applied perpendicular to the growth plane of the QDs. Figure 7.2 shows \( I(V) \) curves for sample A3 taken at 0T, 6T and 14T.

![Graph showing I(V) curves for sample A3 at T=1.8K.](image)

It is immediately clear that the \( B \)-field has an effect on the \( I(V) \). It can also be seen that the current variations caused by the \( B \)-field vary with applied bias. In Figure 7.3, the \( I(V) \) data for sample A3 is shown again, but with an exponential fit, \( I_f = A e^{\beta V} \), subtracted from the \( I(V) \), and normalized to \( I_f \).
7.2. Current-voltage characteristics in a magnetic field

Figure 7.3: $I(V)$ data for sample A3 shown with an exponential fit to the current subtracted and then subsequently scaled by the fitted current. Curves are shown for $B=0-14T$ at the fields indicated by the legend. The red arrows highlight two specific peaks, which are discussed in the text.

The three regions of increased current flow discussed in Section 4.2, due to defect states (D), QDs and the WL, are immediately obvious in Figure 7.3 and it is also clear that the magnetic field has a different effect in each area. The defect band, D, at $V\sim1.05V$, is diminished by a $B$-field of only 1T. There is a slight anomaly in the data, in that the D band is more strongly suppressed at 1T than 2T. However, the general trend is clearly an increasing suppression of the current with increasing field. The QD band, centered on $V\sim1.19V$, has both a different shape and $B$-dependence than the lower energy band. The intensity initially increases with increasing $B$. The 2T and 4T curves overlap at the maximum point, indicating that the true maximum probably occurs at
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3T. Past this point, the band is suppressed by the increasing field such that at 8T the intensity is back to its 0T value and at 14T the intensity of the central point of the band is $\sim 50\%$ of its 0T value. In addition to its effect on the intensity of the band, the increasing $B$-field causes the emergence of peaks in the $I(V)$ at $V=1.175V$ and $1.225V$, highlighted by red arrows in Figure 7.3. Both peaks are actually present at $B=0T$, but become much more pronounced at higher fields. The effect appears to be due to the band being more suppressed at lower biases than higher ones. The WL band, centered on $V\sim 1.39V$, is much broader than the other two and has a distinctive bell-shape. This band increases with increasing $B$-field, up to 6T, before starting to be suppressed so that at 14T it is at $\sim 60\%$ of its 0T value.

7.3 Magnetotunneling spectroscopy

Having gathered data on the behaviour of sample A3 in a magnetic field, the MTS technique was used to study the behaviour of the QD band. The experimental data is determined by the variation of peak height in Figure 7.3 with magnetic field at $V=1.18V$, and is presented scaled to its 0T value, see Figure 7.4. The experimental error values arise from the process of subtracting the exponential fit to the $I(V)$ data used to create Figure 7.3. Due to the limitations of the equipment, the maximum $B$-field used was 14T, however this was still sufficient to reduce the peak height to $\sim 40\%$ of its original value.

In order to apply the MTS technique, the carrier confinement in the QD along a given direction, $z$, was modeled by a one-dimensional harmonic oscillator. This gives the form of the ground state wave-function in $z$ and $k$ space:
\[ \Psi(z) \sim \exp \left[ -\frac{z^2}{2l_c^2} \right] \]  
\[ (7.1) \]

\[ \Psi(k) \sim \exp \left[ -\frac{l_c^2 k^2}{2} \right] \]  
\[ (7.2) \]

where \( \omega_0 \) is the angular frequency of the harmonic motion corresponding to a confinement length \( l_c = \sqrt{\frac{\hbar}{m \omega_0}} \) and confinement energy \( E_c = \hbar \omega_0 \) [79]. Replacing \( k \) with \( k_\beta = \frac{eB_s}{\hbar} \) in equation 7.2 gives

\[ \Psi(k) \sim \exp \left[ -\frac{e^2 B^2 s^2}{2\hbar m^* \omega_0} \right] = \exp \left[ -\frac{e^2 B^2 s^2 l_c^2}{2\hbar^2} \right]. \]  
\[ (7.3) \]

The probability density of the wave-function can then be expressed as

\[ |\Psi(k)|^2 \sim \exp \left[ -\frac{e^2 B^2 s^2 l_c^2}{\hbar^2} \right]. \]  
\[ (7.4) \]

This allows the model to be expressed in terms of just two fitting parameters, the tunnel distance, \( s \), and the confinement length \( l_c \). From the growth sheet a value for \( s \) of 11.6nm is determined. Having fixed \( s \), \( l_c \) can be used as the variable fitting parameter in order to get a good match with the experimental data. The form of the experimental data shown in Figure 7.4 maps out the general trend discussed in section 7.2.

An initial increase in the intensity for fields of up to 3T is followed by a steady decrease in intensity at higher fields. The theoretical fit to this data, shown in red, shows a reasonable agreement with the data for higher magnetic fields, however it fails to match the initial increase in intensity. Using the discussed
fitting scheme with $s=11.6\text{nm}$ gives a confinement length, $l_c=2.53\text{nm}$, which corresponds to a confinement energy of $173\text{meV}$, taking $m^*$ as $0.068m_e$. This is clearly unfeasible as it is much larger than the separation of $55\text{meV}$ between the ground and excited states of the QD observed in EL. An alternative approach to modeling the experimental data is to use the data gathered in Chapter 4 to determine $l_c$ and then to vary $s$ in order to produce a good fit. Using the experimental value of $55\text{meV}$ as the confinement energy gives a value for $l_c$ of $4.54\text{nm}$ and $s$ can now be varied to produce the fit shown in Figure 7.5.

The theoretical curves in Figure 7.5 correspond to a value of $s=7\text{nm}$. This is obviously less than the $11.6\text{nm}$ separation between the doped $n$-layer and
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Figure 7.5: MTS data for sample A3. The experimental data is shown in black and is scaled to its value at $B=0\,\text{T}$. The theoretical fit for the probability density of an electron in the ground state produced by the MTS model is shown in red with prefactors omitted. The blue curve is the theoretical fit for the first excited electron state, normalized to its peak.

The QDs derived from the growth sheet. The reduced tunnel distance needed to produce the fit can be explained by moving away from considering the growth layers of the structure as having ideal, flat potential interfaces. The available transport channels from the heavily doped $n$-layer to the QDs will be strongly influenced by diffusion of dopants and segregation of indium into the nominally undoped GaAs layer, creating fluctuations in the local dopant density and providing additional carrier states and/or causing strain in the lattice. These fluctuations can create finger-like protrusions extending out from the electron “Fermi-sea” towards the QD layer \[79\]. These protrusions mean that the tunnel distance for some carriers can be significantly less than that
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inferred from the growth sheet. Since the tunnel current depends exponentially on the tunnel distance, then the carriers tunneling from these “fingers” will make a disproportionately large contribution to the transport dynamics of the system. With this being the case, then it is understandable that the data could indicate an effective tunnel distance significantly lower than would otherwise be expected.

The excited state derived from using $s=7\text{nm}$ and $l_c=4.54\text{nm}$ is shown in Figure 7.5. As can be seen the model predicts a peak due to the excited state at $B\sim14\text{T}$, which is not observed in the experimental data. There are a number of possible reasons why this is the case; the transfer matrix element discussed in appendix A, which has a $B$-dependence independent of the tunnel matrix element, has been neglected in this model. The data indicate that there are ground and excited states of both electrons and holes within the region of interest, which could affect the ability of the model to accurately match the experimental data. The presence of the fingers in the potential could mean that carriers are tunneling from both ground and excited states within the emitter, confusing the $B$-field dependence. A preliminary investigation of sample A3 in the high-field facility in the Institute for Metallic Materials at IFW Dresden, which allowed measurements to be made in pulsed magnetic fields of up to $47\text{T}$, with a current resolution of $1\text{nA}$, was performed. The data shown in Figure 7.6 are derived from subtracting an exponential fit from the $I(V)$ in the same way described in section 7.2. In this case the intensity is taken as being the integrated area of the entire QD band rather than the maximum peak height.
7.4 Conclusion

Although the data has far less points than is desirable, there is the suggestion of an excited state at $B \sim 19$T, which is reasonably close to the 14T suggested by the MTS model. Whilst this is in no way conclusive, it does lend support to the analysis above and warrants further investigation.

### 7.4 Conclusion

The attempt to use MTS to map the QD electron ground state wave-function for sample A3 has shown that in order to obtain a good fit to the experimental data an emitter-QD tunnel distance of 7nm must be used. This is significantly less than the nominal tunnel distance given by the growth sheet. This supports
the idea that fingers in the potential profile of the emitter play a significant role in the carrier dynamics of the samples. The high-magnetic field study, although only preliminary, shows the suggestion of the first excited electron state. A good pathway for future work in this area would be a more detailed MTS study at high magnetic fields in order to improve upon the wave-function mapping presented here.
Chapter 8

Conclusion and future prospects

In this thesis it has been shown, using transport and optical studies on a series of samples, that it is possible to achieve bipolar resonant injection of carriers into the zero-dimensional states of InAs SAQDs situated in the intrinsic region of a p-i-n RTD. This concept has been used to demonstrate single QD emission from a large ensemble of QDs, without using advanced processing techniques. This is advantageous as, in order for QD based devices to be suitable for applications, they should be as simple to fabricate as possible. Single-line emission has been observed in broad-scale measurements of the whole mesa surface and subsequent analysis has shown that, at the lowest biases for which EL was still visible, the single remaining EL emission line was due to approximately 3 QDs. Single-line emission with a FWHM of 0.2meV, which shows good agreement with single QD emission linewidths reported in the literature, has been observed using $\mu$EL measurements. These experiments are sensitive to the frequency of the emitted light and showed that the single-line emission was only present at very specific energies, which is characteristic
of emission from the discrete energy levels present in QDs. This single-line emission has been observed in a number of different samples, indicating that selecting a single QD from a large ensemble can be achieved using a range of sample designs. This improves the suitability of this process for use in applications. Photon correlation measurements were attempted using the μEL set-up. However, the signal intensity was just below that required to be able to successfully perform these measurements. This opens up the next logical step in this work, which should be to design a sample with a higher current in the resonant injection regime, for example by using a thinner intrinsic region. This higher current should result in a more intense EL signal which would then allow photon correlation measurements to be performed.

Analysis of the data taken during the study into single QD emission, specifically comparing the deviation between the observed and expected behaviour of the samples, combined with a magnetic field study of the transport dynamics, has indicated that fluctuations in the emitter potential profile have a significant effect on the optical and electrical properties of the samples. Spatially inhomogeneous EL emission and the preferential selection of some QDs are attributed to the variations in emitter-QD tunnel distance across the sample caused by “fingers” in the potential profile. Modeling has shown that these fingers could cause the emitter-QD tunnel distance to be significantly shorter than the nominal tunnel distance given by the growth sheet. Proving this assertion is technically challenging. It will be difficult to precisely control the formation of these fingers in order to produce a systematic series of samples, especially as the exact origin of these fingers has yet to be determined. Although it is suggested here that the most likely cause is diffusion of dopants, it is also possible that the disorder that causes these fingers is introduced to the
system through the contacting of the sample. If this is the case then it may be possible to produce a series of samples, all contacted in slightly different ways, that would allow this phenomenon to be investigated. However, it is not clear that these two effects would be separate and distinguishable in terms of the effect they had on the apparent tunnel distance, making the analysis complex. It is clear that, if these fingers have such an important influence on the behaviour of the sample, they should be investigated further. The next step could be to produce a set of samples in which the effects of temperature dependent dopant diffusion and contacting variations are investigated. However, this would probably only serve to increase knowledge of the possible causes of these fingers, rather than provide conclusive evidence as to the origin of the fingers.

Evidence of UCEL has been provided for a sample containing an InGaAs QW and also for various samples containing InAs QDs. UCEL of up to $\sim 340\text{meV}$, to the best of our knowledge the largest level of UC observed in QD semiconductor devices, has been reported. This is also the first time that UC in QDs has been reported by electrical injection of carriers rather than by photo-generation of carriers. The principle mechanism responsible for up-conversion has been shown to be non-radiative Auger recombination of electron-hole pairs in QD ground states. This attribution is reached as it is shown that multi-photon and phonon assisted processes, the other possible causation mechanisms discussed in the literature, cannot be responsible for the UC. The electrical injection of carriers rules out multi-photon processes. Phonon assisted processes are discounted as the intensity of the UCEL is reduced by increasing temperature and the high level of UCEL observed ($\sim 340\text{meV}$) means that a large number of phonons would be required to UC each carrier, making
this mechanism improbable. Auger processes are suggested as the observed temperature and QD-density dependence of the UCEL agrees with the dependencies reported for Auger processes in the literature. Additionally, there is an observed correlation between the level of non-radiative recombination taking place in the sample and the level of UC. As Auger processes are an efficient mechanism for non-radiative energy transfer between carriers this is further supporting evidence that Auger processes are the mechanism responsible for UC.

There are a number of avenues for the continuation and development of the work presented in this thesis. As part of the probe into the potential fluctuations, the MTS study presented in section 7.2 could be improved and expanded upon. In order to perform the high magnetic field experiments, which have a current resolution of 1nA, a new sample, with a higher current in the resonant injection regime, would need to be grown in order to obtain clearer results. Given the flexibility of sample design that can achieve bipolar resonant injection this should be possible. This should allow a detailed series of measurements to be performed at fields between 0 and 47T, which should allow a significantly more accurate map of the probability density of the electron wave-function than that presented in Chapter 7, to be obtained. However, this process would still be difficult due to complications arising from having both electrons and holes present in the structure, and indeed, electron-hole pairs. This would make the physics of developing the process of interest in itself.

The novel concept of UCEL spectroscopy proposed in section 6.7 could also be a useful tool in this study due to its ability to probe the quality of the GaAs immediately surrounding the QDs. This is potentially an area of significant
interest as the high strain experienced by the GaAs near to the QD layers should mean that carriers in this region behave differently from those in the bulk GaAs. In most studies, however, no distinction is made between the bulk and near-QD GaAs. UCESL spectroscopy could provide a useful tool to improve our understanding of the potential effects on carrier behaviour in these regions.

The work into bipolar resonant injection of carriers presented in this thesis could also be combined with the work being carried out by other members of the University of Nottingham on injecting spin polarised carriers into p-i-n RTDs [111]. In this work a layer of gallium manganese arsenide is used to generate spin polarised holes in a RTD structure. Although it is possible to inject spin polarised carriers into the QW contained within the structure, a significant number of carriers experience decoherence within the bound states, resulting in a loss of polarisation. By combining this work with the bipolar resonant injection presented here, it should be possible to inject spin polarised carriers into QD states. This should result in a much lower level of decoherence and would allow spin polarised light emission from the QDs, leading to the possibility of developing a device suitable for applications in the field of quantum information processing.
Appendix A

Magnetotunneling spectroscopy

MTS can be described theoretically using the Bardeen transfer matrix method, in which the overall system can be separated into three subsystems, each with an associated Hamiltonian, $\hat{H}_s$, where the subscript refers to either the emitter (E), a quantum dot (QD), or collector (c). The tunneling probability between the emitter and QD states is given by $I \sim |MT|^2$, where $M$ is the tunneling matrix element and $T$ is the Bardeen transfer matrix element [112]. The matrix elements are given by:

$$M = \int_{-\infty}^{+\infty} \varphi_{QD}(x,y)\varphi_E(x,y)dx dy \quad (A.1)$$

$$T = \frac{\hbar^2}{2m} \left\{ \chi_E(z) \frac{\partial \chi_{QD}(z)}{\partial z} - \chi_{QD}(z) \frac{\partial \chi_E(z)}{\partial z} \right\} \bigg|_{z_0} \quad (A.2)$$

It is assumed that the motion of the carriers in the $xy$ and $z$ planes is separable and that $z_0$ lies in the potential barrier between the emitter and the QD.
situated in the intrinsic region. If the confinement potential is much stronger in the $z$ plane than the $xy$ plane, which is a valid assumption for a QD, then the QD wave function may be written in the following variational form

$$\psi_{QD}(x, y, z) = e^{iqy}\varphi_{QD}^0(x, y)\chi_{QD}^0(z). \quad (A.3)$$

In this expression, $q$ is a variational parameter dependent upon $B_z$ and $\varphi_{QD}^0(x, y)\chi_{QD}^0(z)$ is the zero field state of the QD. The expectation value for $\hat{H}_{QD}$ for $\psi_{QD}(x, y, z)$ is given by

$$\langle \psi_{QD} | \hat{H}_{QD} | \psi_{QD} \rangle = E_{QD}^0 + \frac{1}{2}m\omega_c^2 \left[ (l_0^2q - z_{QD})^2 + \langle \chi_{QD}^0 | (z - z_{QD})^2 | \chi_{QD}^0 \rangle \right], \quad (A.4)$$

where $z_{QD} = \langle \chi_{QD}^0 | z | \chi_{QD}^0 \rangle$ is the expectation value of $z$ at $B=0$, $\omega_c = eB/m^*$ is the cyclotron energy and $l_0 = (\hbar/\pi)^{1/2}$. Minimising $\langle \psi_{QD} | \hat{H}_{QD} | \psi_{QD} \rangle$ with respect to the variational parameter, $q$, gives $q = \frac{z_{QD}}{l_0^2}$ and

$$\psi_{QD}(x, y, z) = e^{iqy}\varphi_{QD}^0(x, y)\chi_{QD0}^0(z) \quad (A.5)$$

and

$$E_{QD} = E_{QD}^0 + \frac{1}{2}m\omega_c^2 \langle \chi_{QD}^0 | (z - z_{QD})^2 | \chi_{QD}^0 \rangle \quad (A.6)$$
These expressions show clearly that the magnetic field induces an additional phase factor $\exp \left[ i \left( \frac{z_0}{l_0} \right) y \right]$ in the wave function and a diamagnetic shift of the electron energy.

The emitter wave function can be described in three dimensions by the expression

$$\psi_E(x, y, z) = e^{ik_x x} e^{ik_y y} \chi_E(z), \quad (A.7)$$

where $\chi_E(z)$ satisfies the equation

$$\left[ \frac{p_z^2}{2m} + V_E(z) + \frac{1}{2} m \omega_c^2 (z - Z)^2 \right] \chi_E(z) = \varepsilon \chi_E(z) \quad (A.8)$$

The centre coordinate of the emitter confining potential is characterised by $Z = l_0^2 k_y$, where the wave vector is given by $k_y = \frac{eB\Delta s}{\hbar}$. The electron motion along $z$ is governed by the electrostatic confining potential, $V_e(z)$, arising from the barrier height and the diamagnetic magnetic cyclotron confinement energy $\frac{1}{2} m \omega_c^2 (z - Z)^2$. Using the QD and emitter wave functions given by equations A.5 and A.7 respectively, the tunneling matrix element becomes

$$M = \int \int \varphi_{QD}^*(x, y) e^{ik_x x} e^{ik_y y} \left[ i \left( k_y - \frac{z_0}{l_0^2} \right) y \right] dxdy \quad (A.9)$$

$$M = \varphi_{QD}^0(k_x, k_y - \frac{z_{QD}}{l_0^2}). \quad (A.10)$$
where $\phi_{QD}^0(k_x, k_y)$ is the two-dimensional Fourier transform of $\phi_{QD}^0(x, y)$ and $z_e$ is the coordinate of the edge of the emitter electron states. Carriers with orbits located at this position, i.e $k_y \sim \frac{\pi}{l_0}$, comprise the dominant contribution to tunneling current. This is because states with $k_y \gg \frac{\pi}{l_0}$ are empty and states with $k_y \ll \frac{\pi}{l_0}$ are located deep inside the emitter and have lower probability of tunneling into a QD. It is therefore predicted that the tunneling current, $I$, is proportional to the squared Fourier transform of the impurity wave function, giving

$$I \propto |MT|^2 = \left| \varphi_{QD}^0 \left( k_x, \frac{z_e - z_{QD}}{l_0^2} \right) \right|^2 |T|^2 = \left| \varphi_{QD}^0 \left( k_x, \frac{eB\Delta s}{\hbar} \right) \right|^2 |T|^2 \quad (A.11)$$
Appendix B

Material properties for energy level model

<table>
<thead>
<tr>
<th>Property</th>
<th>GaAs</th>
<th>InAs</th>
<th>In_{x}Ga_{1-x}As</th>
</tr>
</thead>
<tbody>
<tr>
<td>Band gap at 4K (eV)</td>
<td>1.52^1</td>
<td>0.52^2</td>
<td>0.8747^3</td>
</tr>
<tr>
<td>electron mass (m_e)</td>
<td>0.067^1</td>
<td>0.022^1</td>
<td>0.0498^3</td>
</tr>
<tr>
<td>heavy hole mass (m_e)</td>
<td>0.5^1</td>
<td>0.41^1</td>
<td>0.5934^3</td>
</tr>
<tr>
<td>light hole mass (m_e)</td>
<td>0.082^1</td>
<td>0.026^1</td>
<td>0.0704^3</td>
</tr>
</tbody>
</table>

Table B.1: Material properties used for modeling in chapter 4. Here $x$ denotes the indium concentration in the In$_x$Ga$_{1-x}$As and the superscripts 1, 2 and 3 refer to references [16, 113] and [114] respectively.
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